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We investigate the origin and renormalization of the gradient (Q?) term in the propagator of
soft bosonic fluctuations in theories of itinerant fermions near a quantum critical point (QCP) with
@ = 0. A common belief is that (i) the Q2 term comes from fermions with high energies (roughly
of order of the bandwidth) and, as such, should be included into the bare bosonic propagator of
the effective low-energy model, and (ii) fluctuations within the low-energy model generate Landau
damping of soft bosons, but affect the Q? term only weakly. We argue that the situation is in
fact more complex. First, we found that the high- and low-energy contributions to the Q2 term
are of the same order. Second, we computed the high-energy contributions to the Q* term in two
microscopic models (a Fermi gas with Coulomb interaction and the Hubbard model) and found
that in all cases these contributions are numerically much smaller than the low-energy ones, blue
especially in 2D. This last result is relevant for the behavior of observables at low energies, because
the low-energy part of the Q2 term is expected to flow when the effective mass diverges near QCP.
If this term is the dominant one, its flow has to be computed self-consistently, which gives rise to
a novel quantum-critical behavior. Following up on these results, we discuss two possible ways of

formulating the theory of a QCP with @ = 0.

I. INTRODUCTION

Understanding the behavior of itinerant fermions near
a quantum critical point (QCP) is crucial for describing
correlated electron systems. The underlying idea is that
near QCP the behavior becomes universal and can be
described by a small number of exponents, which depend
only on the type of symmetries broken in the ordered
phase, and on spatial dimensionality.

QCP in a metallic system generally occurs at interme-
diate coupling, where the fermion-fermion interaction is
of order of bandwidth W. In this case, a perturbation
theory in the original interaction is not a reliable com-
putational scheme. A commonly accepted alternative! *
is to abandon the underlying microscopic model and an-
alyze instead an effective low-energy model of fermions
interacting via the exchange of soft bosons that condense
in the ordered state. Although such a model cannot, ex-
cept for a few special cases, be derived in a controllable
way from microscopics, it is generally believed to emerge
once one integrates out fermions with energies between
W and some much smaller energy A, which serves as the
upper cutoff for the effective model (see Fig. 1). The an-
ticipated universality of low-energy behavior implies that
the behavior of observables at large distances and long
time scales does not depend on a particular choice of A,
as long as A/W < 1.

The inputs for the low-energy model are the boson-
fermion coupling and bare bosonic propagator, xo(Q, €2).
The latter is a particle-hole polarization bubble, dressed
by interactions involving fermions with energies between
A and W. Fermions with such energies are assumed not
to differ qualitatively from free one, even at QCP. As the
consequence, the momentum and frequency dependences
of x0(Q, Q) are assumed to be regular, i.e., expandable
in powers of Q% and (Q — Qg)?, where Qg is the mo-
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Figure 1. Energy scales contributing to the gradient term of
a quantum-critical theory. @ is the external momentum (for
a finite-Q QCP, it is to be understood as |Q — Qo|, where Qg
is the ordering momentum), A is the cutoff of the low-energy
theory, and W is the bandwidth. The region E < vrQ is
referred to as “low energies” and the region A S E S W as
to “high energies”.

mentum at which bosons condense in the ordered phase.
The regular frequency dependence of xo(Q, ) is often
omitted in anticipation that renormalizations within the
low-energy model produce a much stronger, non-analytic
|2IT(Q) frequency dependence (Landau damping). This
non-analytic dependence comes from fermions with en-
ergies S ||, and it emerges regardless of whether the
system is at QCP or away from it. With few exceptions
(discussed later in this section),” 7 there is no analogous
non-analytic contribution to the momentum dependence
of the bosonic propagator, hence the dependence of xq
on (Q — Qp)? is essential and must be kept. In most
theories, this dependence is taken to be of the Ornstein-
Zernike form:

XO(Q?Q) ~ XO(Qv 0) =

X0
#@-qpre W

where x( is of order of the static and uniform susceptibil-



ity of free fermions, ¢ is a model-dependent parameter,
generally of order of the interatomic spacing, and (dimen-
sionless) M is the measure of the distance to QCP. Boson-
fermion models with xo(Q, ) given by Eq. (1) have been
studied extensively both for finite Q (a density-wave
QCP) and Qp = 0 (a ferromagnetic or nematic QCP,
or the model of fermions interacting with a gauge field).
When only the Landau-damping contribution from low-
energy fermions is included, the critical bosonic propaga-
tor has dynamical exponent of z = 2 for a finite-Qy QCP
[in this case, the prefactor I'(Q) of the Landau-damping
term is a constant] and z = 3 for a Qo = 0 QCP [in
this case, ['(Q) = f(Q)7/Q with Q = Q/Q]. Beyond
this approximation, the interaction between low-energy
fermions and critical bosonic fluctuations gives rise to
a singular frequency dependence of the fermionic self-
energy in dimensions d < 3, leading to a non-Fermi lig-
uid (NFL) behavior at QCP. In 2D (and in some specially
crafted models in 2 < d < 3) these singular renormaliza-
tions also give rise to anomalous exponents for fermionic
and bosonic propagators, and may also change the value
of the dynamical exponent z.

In this paper, we discuss another aspect of the
low-energy model, which attracted less attention un-
til recently.®? This new aspect is an observation that
low-energy fermions can also contribute to the regular
(Q — Qo)? dependence of the bosonic propagator. This
additional contribution is often neglected because it is as-
sumed to be smaller than that from high-energy fermions
by a factor of A/W « 1, simply because the energy width
of the low-energy model is small (below we will dispute
this assumption for the Qo = 0 case). However, the
parameter ¢ in the high-energy contribution [Eq. (1)] is
model-dependent and, in principle, can be rather small.
If we assume momentarily that this is the case and set
¢ = 0 in Eq. (1), we encounter a situation when the
bare bosonic propagator is just a constant, and both the
Landau-damping and gradient terms in x(Q,€) come
from low-energy fermions. Away from a QCP, it does
not really matter whether the gradient terms come from
high or low energies. Near a QCP, however, the low-
and high-energy contributions are qualitatively different.
Namely, the high-energy contribution is insensitive to
NFL physics, specifically to the divergence of the effective
mass. The contribution from low-energy fermions, on the
other hand, depends on the effective mass. In Eliashberg-
type theories, where the self-energy near a QCP depends
predominantly on the frequency, the fermionic residue
Z(w) = [1—0%(w)/dw)]”" accounts for renormaliza-
tion of the fermionic dispersion [ex — Z(w)ek], which
means that the ratio of the effective and bare quasipar-
ticle masses is m*/m = 1/Z. Then, if one keeps only the
low-energy contribution to the gradient term, one ends
up with a new theory in which mass renormalization has
to be computed self-consistently with the bosonic disper-
sion. We emphasize that this holds even in cases when
bosonic propagators do not acquire anomalous dimen-
sions.

The spin-fermion model with an additional mass-
dependent prefactor of the gradient term in the bosonic
propagator has been recently put forward by Wolfle and
Abrahams® in the context of an antiferromagnetic QCP
in d = 3. In this case a high-energy contribution to the
gradient term should also be present, and it is not a pri-
ori clear why it can be neglected, given that in a generic
case this should be the largest contribution. At the same
time, the analysis in Ref. 8 and subsequent work? demon-
strated a very good agreement between this theory and
the data for a number of heavy-fermion materials. This
calls for further investigation of the interplay between
high- and low-energy contributions to the gradient term
in these systems.

In this paper, we study the case of Qg = 0, which is
special for two reasons. First, we show that low-energy
contribution to the Q2 is of the same order as high-energy
contribution, i.e., it is not small in A/W. Second, we
show that the high-energy contribution to the Q? term is
absent if the interaction between high-energy fermions is
approximated as static, and emerges only if one includes
dynamical screening of this interaction.

To demonstrate these two features, we analyze the in-
terplay between high- and low-energy gradient terms first
within the random phase approximation (RPA), which
neglects dynamical screening of the interaction by high-
energy fermions, and then for two models with a dynam-
ical interaction between high-energy fermions.

The first model is a Fermi gas with a dynamically
screened Coulomb interaction. In principle, this model
can be tuned to a critical point in the spin channel or
in the charge channel with angular momentum [ > 2.
We will not analyze a specific path to quantum critical-
ity, but rather compute the Q2 term in dressed bosonic
propagators in the spin and charge channels. We show
that the low-energy contribution to the Q2 term comes
from fermions with energies of order of vp(@, where vp
is the Fermi velocity, while the high-energy contribution
comes from energies of order of the effective plasma fre-
quency, 2,. Our reasoning for the separation between
the low- and high-energy contributions holds if €2, > A,
which in practical terms implies that the enhancement
of the mass ratio m*/m is confined to energies below A.
We show that the (numerically) dominant contribution
to the Q? term comes from low-energy fermions both in
2D and 3D. The difference between the high- and low-
energy contributions is particularly spectacular in 2D,
where the high-energy contribution accounts only for two
percent of the total. Moreover, we found that the sign
of the high-energy part of the Q2 term is non-universal:
it is negative in 2D and positive in 3D for fermions with
a parabolic dispersion. For 2D fermions on a square lat-
tice the high-energy part of the Q2 term changes sign
near quarter-filling and stays positive all the way up to
half-filling.

The second model is a Fermi gas with a parabolic dis-
persion and Hubbard interaction, which we set to be a
constant (= U) up to some momentum cutoff and then



vanish. This model can be tuned to QCP in the spin
channel (for positive U) or the charge channel (for neg-
ative U). We show that the high-energy contribution
to the Q? term emerges at second order in U, once dy-
namical screening of the Hubbard interaction is included.
As in the Coulomb case, we find that high-energy con-
tribution to the Q2 term is numerically small. We ex-
tended the result beyond second order in U by summing
up RPA diagrams for screened interaction, and found
that the prefactor of the high-energy Q2 term changes
sign at some critical value of U.

The outcome of our analysis is that the low-energy
boson-fermion model for QCP with Qg = 0 has to be
reconsidered, at least in some cases. Namely, instead
of starting from Eq. (1) for the bare propagator and ne-
glecting additional Q? contributions to x(Q, Q) from low-
energy fermions, one has to set the bare propagator to be
Q-independent and compute both the frequency and mo-
mentum dependences of x(Q, <) within the low-energy
model. The Landau-damping term does not depend on
m*/m and is the same as for free fermions, but the pref-
actor of the Q? term is reduced by critical fluctuations.
As a consequence, the quantum-critical theory becomes
qualitatively different from the one with the bare propa-
gator given by Eq. (1).

We caution that, near QCP, our arguments apply to
the behavior of the system at small but finite energies.
At progressively smaller energies, the low-energy contri-
bution to the Q2 term is reduced by growing m*/m and
eventually gets smaller than the high-energy contribu-
tion, which is not affected by mass renormalization. As
a result, the high-energy contribution dominates at the
lowest energies, and the quantum-critical theory eventu-
ally becomes the ”conventional” one, if the high-energy
Q? term is positive. If it is negative, the system ei-
ther develops an incommensurate order or the transition
becomes first order. We emphasize that this is differ-
ent from a first-order transition and an incommensurate
magnetic order due to generation of a non-analytic mo-
mentum dependence of x(Q, 0) by an effective long-range
interaction.””” The effect we consider here is related to
a possible sign change of the analytic Q2 term. One dif-
ference is that the effect due to non-analyticity holds for
an O(3)-symmetric ferromagnetic QCP, but is absent for
a charge QCP and also if the O(3) symmetry is bro-
ken down to Ising'%!! by, e.g., spin-orbit interaction.'?13
In contrast, the new physics, associated with potential
negative sign of the Q? term, holds for both spin and
charge QCPs. Another difference is that a non-analytic
@-dependence of x(Q,0) is a low-energy effect, while we
are interested in a high-energy Q2 term.

The rest of the paper is organized as follows. In Sec. 11
we analyze the dressed bosonic propagator near Q = 0
within RPA and FL theory. In Sec. IT A we show that the
Q? term in RPA comes exclusively from fermions with
energies of order of vp@, while the high-energy contri-
bution is absent. In Sec. IIB we include FL renormal-
izations on top of RPA. In Sec. III we compute both

the low- and high-energy contributions to the Q? term
in the bosonic propagator for a model with dynamically
screened Coulomb interaction. We show that the low-
energy contribution still comes from energies of order of
vpQ, while the high-energy one comes from energies of
order of the effective plasma frequency. In Sec. IV we per-
form the same analysis for the Hubbard model. We dis-
cuss possible consequences of our results for low-energy
theories of a Qg = 0 QCP in Sec. V. Technical details of
the calculations are given in Appendices A-C.

II. BOSONIC PROPAGATOR IN RPA AND IN
FL THEORY

A. RPA

To illustrate the issue with the gradient term in the
bosonic propagator near the Qg = 0 criticality, we first
consider derivation of Eq. (1) within RPA for a system
with a constant repulsive interaction U. A system with
sufficiently large repulsive U is unstable towards ferro-
magnetism, and we focus on the spin susceptibility.

For free fermions, the static spin susceptibility
x*(Q) = II(Q), where II(Q) is the free static polarization
bubble (with an extra factor of two due to spin summa-
tion)

d es} Win
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where G(k,wn,) = (iwm — ex)~! is the Green’s func-
tion and w,, is the Matsubara frequency. The dressed
spin susceptibility is given by a series of ladder diagrams,
which is summed up into

11(Q)
- 51(Q)

In the limit Q — 0 the polarization bubble is reduced to
II(Q — 0) = Np, where Np is the density of states at a
Fermi level per two spin orientations. At finite @, II(Q)
should in general have some regular dependence on Q,
i.e., to be expandable in powers of Q2:

X*(Q) = 3)

Q) = Ny + 4% +0(Q") (@)
F

The prefactor A vanishes in special cases, e.g., for 2D
fermions with a parabolic or linear dispersion, but in gen-
eral is non-zero. The issue we consider is where this term
comes from.

The constant (Np) term in Eq. (4) can be obtained in
two ways — by integrating first over frequency and then
over the momentum or vice versa.'* In the first method,
one has to keep @ finite and set it to zero only at the
end of calculation. The integral comes from the region
where the poles of the integrand over w,, in Eq. (2) are
in the opposite half-planes. This imposes the conditions



ek+qQ > 0 and ex < 0 (or vice versa) which, for Q < kp,
can be satisfied only for k near the Fermi surface, when
€k is at most comparable to vp@Q. In our nomenclature,
this implies that the integral comes from low energies. In
the second method, one can set (Q = 0 from the beginning
but constraints integration over ey to the region —W <
ex < W. From Eq. (2) we then have

* dw w 1
II1(0) = =N, / - dey —
0) F oo 21w k(zwm—ek)z

*® dw,, 2W
= N _—— = N .
F /,oo 2 w2, + W2 F (5)

This time, the integral comes from energies |wy,| ~ |ex| ~
W, i.e., from high energies in our nomenclature. The fact
that the same result can be obtained in two ways implies
that the Np term in the polarization operator for free
fermions is an ”anomaly”,'>¢ which can be viewed as
either as a low- or high-energy contribution, depending
on the regularization procedure. This feature is a conse-
quence of the double pole in the integrand of Eq. (4) for
Q=0.

For the Q2 term, the situation is different. If we com-
pute this term by the second method, i.e., by expanding
the integrand in I1(Q) to order Q2 and integrate first
over €k in finite limits —W < g < W and then over
frequency, we get zero. This implies that there is no
”high-energy” contribution to II(Q) for free fermions. If,
on the other hand, we keep Q finite and integrate over
frequency first, we do find a non-zero Q? term. An ex-
plicit calculation for 3D fermions with an isotropic but
otherwise arbitrary dispersion e = ex + Fr yields'”

R (6)

where vy, = dey,/dk, m;;' = d%e;/dk?, and N(e;) is the
density of states as a function of energy. For a power-law
dispersion, € = ak?”, we have A = —(v 4+ 1)Nr/36. For
a parabolic dispersion A = —Ng/12. A similar formula
holds for the 2D case, the only difference is that A = 0 in
2D both for parabolic and linear dispersions. The low-
energy nature of this Q2 term is manifested by the fact
that its prefactor is expressed entirely via the dispersion
and its derivatives at the Fermi energy, i.e., A comes
from fermions with energies smaller than vp@. In this
respect, if we would construct the bare spin susceptibil-
ity for the effective low-energy model by integrating out
fermions with energies much larger than vpQ, we would
not obtain a Q% term. At the same time, we see that
the prefactor A does not depend on the upper cutoff A
of the low-energy model and, hence, does not contain a
small prefactor of A/W. (Following along the same lines,
we show in Appendix A that the diamagnetic suscepti-
bility of a free electron gas, which is usually viewed as
the property of the entire electron band, is in fact also a
low-energy property in the sense defined above.)

B. Gradient term within the FL theory

The computational procedure in which the constant
Np term in the polarization bubble comes from low-
energy fermions can be extended in a rigorous way to
include FL renormalizations. One way to to do this
is to solve the kinetic equation for a FL in the pres-
ence of a magnetic field;'® 20 another is to keep with
diagrammatics,?™?2 but to go beyond RPA and include
self-energy and vertex corrections. Both procedures lead
to the familiar result for the static and uniform spin sus-
ceptibility of a FL

. Np
1+ Fg’

X (7)
Within diagrammatics, this result comes about because
self-energy corrections change the low-energy part of the
Green’s function to Z/(iw —€}.), where ef = v}, (k —kr),
v = kp/m*, and m* is the effective mass. The role
of vertex corrections is to cancel the Z factors coming
from the numerators of the Green’s functions. Also, the
constant interaction U is replaced by the zeroth har-
monic of the Landau function in the spin channel FL
via Z°UNy — —F§%, where Nj = Np(m*/m) is the
renormalized density of states at the Fermi level.

How FL renormalizations affect the Q2 term is a more
difficult question, which, in general, has no definite an-
swer in either the kinetic-equation or diagrammatic ver-
sions of the FL theory. Indeed, the FL theory operates
with quasiparticles with dispersions linearized near the
Fermi energy and thus contains only the first derivative of
the dispersion (the Fermi velocity) but not higher deriva-
tives, whereas one needs to know higher derivatives of the
dispersion to obtain a Q2 term in the susceptibility [see
Eq. (6)]. Keeping higher than O(k — kp) terms in the
dispersion is, strictly speaking, inconsistent with a FL as-
sumption of non-decaying quasiparticles, because damp-
ing of quasiparticles occurs already at order (k — kp)?2.

One can approximately relate the prefactor of the Q2
term to the renormalized effective mass (which is a FL
parameter) in the case of a local FL, when the self-energy
depends on the frequency stronger than on the momen-
tum. Such a case is realized near a QCP with z > 1
(Refs. 23-25). In this situation, fermionic propagator
can be approximated by G(k, w,,) = Z/(iwy, — Zek), i.e.,
the whole fermionic dispersion acquires a factor Z. One
can then re-calculate the Q2 term for free fermions with
dispersion Zey with an obvious result that A in Eq. (6)
is multiplied by Z = m/m*. (The overall factor of Z in
G(k,wp,) is canceled by vertex corrections.) Near a QCP,
m*/m is supposed to diverge and thus the Q? term van-
ishes. Therefore, mass renormalization changes the criti-
cal theory in a qualitative way compared to the case when
the prefactor of the Q2 term is treated as a constant.

Although we said that the Q2 term, in general, cannot
be obtained within the FL theory, it is still instructive
to follow the consequences of including this term phe-
nomenologically, as it is done, e.g., in some models of ne-



matic instabilities.?6728 Consider a special case of a FL,
in which the interaction in the spin channel contains only
the zeroth harmonic of the Landau function, F. Solving
a FL kinetic equation'® 2% in the presence of a time- and
position-dependent magnetic field, we obtain for the spin
susceptibility

1"(Q, )

XS(Q7Q) = 1+ an*(Q,Q)/N;’ (8)

where

Q) =N (gt ) O

is the particle-hole polarization bubble in the small-Q)
limit, dressed by FL corrections, and {(...) denotes aver-
aging over the angle between v and Q. In the limit of
Q < v:Q, Eq. (8) is reduced to*

Np

1+ F§ +iFgoqgs

X*(Q,Q) =

; (10)

where oy is a numerical coefficient which depends on spa-
tial dimensionality d. Equation (10) does contain the
bosonic mass (proportional to 1 + F§) and the Landau-
damping term but, as expected, it does not have a Q2
term. In this version of the FL theory, the Q2 term is
absent because the quasi-classical kinetic equation con-
tains only the first gradient of the distribution function,
and thus Q enters only as vi - Q.%°

Suppose now that we “improve” the theory by adding
a low-energy term Q2 term to the polarization bubble:

m(Q,Q)/Np =1+ ——i—B—;2

= xe .
’ F dv}’}Q k%
(To ensure the ordering occurs at @ = 0, we must also

assume that B < 0.) Near criticality, when F§ ~ —1,
the spin susceptibility then becomes

(1)

Np

M2+ 2 B(Q/kr)? — iap ;g

xX*(Q,Q) = (12)

with M? = (1 + F§)(m/m*). We see again if the
fermionic mass diverges near criticality while B stays con-
stant, the gradient term vanishes. This implies that the
gradient term becomes a part of the low-energy theory
and needs to be renormalized accordingly.

In the next two sections we show, on examples of two
microscopic models, that there is a finite contribution to
the Q2 term from high-energy fermions. Such contribu-
tion is not affected by by the divergence of the effective
mass and hence survives at QCP. We found, however,
that the high-energy contributions are numerically very
small, at least in the models we considered. Therefore,
at least over some range of energies, the dominant contri-
bution to the Q2 term comes from low-energy fermions,
and its prefactor does contain m/m*.

IIT. ELECTRON GAS WITH COULOMB
INTERACTION

A. Formulation of the problem and background

We consider 2D and 3D electron gases with Coulomb
interaction in the high-density limit. As we have already
said in Sec. I, a @Q? term in the free-electron polarization
bubble, I1(Q, 0), if non-zero, comes only from low ener-
gies. A Q2 term in the bubble, renormalized by the dy-
namically screened Coulomb interaction, was calculated
in a seminal 1968 paper by Ma and Brueckner for a 3D
electron gas.?! Since then, the Q-dependence has been
addressed by a large number of authors by semi-analytic
or numerical means, see, e.g., Refs. 32-35. The difference
between our calculation and the previous ones is that the
goal of the latter was to obtain the entire Q2 term, which
contains both low- and high-energy parts. On the other
hand, we are interested only in the high-energy part of
the Q2 term and will arrange the calculation in such a
way that it picks up only that part. Comparison with
prior work will allow us estimate the relative fraction of
the high-energy part.

Q
k+q+E

Figure 2. Diagrams for the polarization bubble to lowest order
in the dynamically screened Coulomb interaction (wavy line).
Diagrams a-c contribute to the spin susceptibility, while dia-
grams a-e contribute to the charge susceptibility. Diagram f
is a representative next-order diagram, which we will use for
comparison with the leading order ones.

The minimum set of diagrams for the renormalized
static polarization bubble, II(Q), is shown in Fig. 2 o
e. The interaction correction to the spin susceptibility is
given directly by diagrams a-c. [The Aslamazov-Larkin
diagrams d and e (or the fluctuation diagrams in the
terminology of Ref. 31) do not contribute, because the
traces over Pauli matrices at the vertices vanish in the
spin case by SU(2) symmetry.] On the other hand, the
starting point for the charge susceptibility is the RPA for-
mula 1/x.(Q, Q) = 1/T1(Q, 2) + Up(Q), where Up(Q) is
the bare Coulomb potential. To obtain y. beyond RPA,
one simply needs to replace the bare polarization bub-



ble in this formula by the renormalized one, which now
includes the contributions of all five diagrams, a-e. The
wavy lines in Fig. 2 correspond to the Coulomb potential,
dynamically screened by free electrons
Hz_l
d—1 d—1
q + F‘:d H(q7 Q'HL)

U(q, Q) = ‘NF71 ) (13)

where kg = 2me? Ny and k3 = VAme2 Ny are the screen-
ing momenta in d = 2,3, correspondingly. To keep
the perturbation theory under control, we assume that
k < kp (the high-density approximation) or, equiva-
lently, that e?/vp < 1. Because typical momentum
transfers are expected to be of order x, the polarization
bubble of free fermions in Eq. (13) can be approximated
by its small @ limit:

||
I(q,2,) =1 — ————, 14
(@, ) R + 2, (14)
Q 1 VEQ
(q,Q,)=1-— "1 1222 1
(qa m) vrg tan Qm ) ( 5)

in d =2 and d = 3, correspondingly.3%

If the dynamic interaction is replaced by the static one,
U(q,0), the Q% term in II(Q,0) comes only from low-
energy fermions. For example, diagram ¢ in Fig. 2 in
this case contain a product of two blocks

/dme(k - Q/2,wn)Gk+ Q/2,wy)
X /dw,’nG(k’ -Q/2,w,,)GK +Q/2,w;,), (16)

where k/ = k + q. Because the interaction is static, inte-
grals over wy, and w], in Eq. (16) are independent, and
each of them confines the fermionic momenta k and k'’

J

Dab(Q) = Da + Db =4
k,q

while diagram c gives

D.(Q) =2

k.q

where [, = (2m)~ Y [d% [dw,, and J, =
T)" q m-. For a quadratic spectrum ex =
2m) =D [ddq [ dQ,,. F drati

(k? — k%)/2m, the dispersions in Egs. (18) and (19) are

to narrow regions of width @ near the Fermi surface, i.e.,
only fermions with energies smaller that vp@Q contribute.
This calculation also shows that a low-energy Q% term
could not be obtained by Taylor-expanding Eq. (16) to
order Q2. Indeed, such an expansion would generate
terms of order [ dw,,G*(k,w.,) or higher, which van-
ish because the poles of the integrand are in the same
half-plane of a complex variable w,,. On the contrary,
a high-energy Q2 term can be obtained via a straight-
forward Taylor expansion. On a technical level, this is
the main difference between the low- and high energy
gradient terms.

The @-dependence of the susceptibility arising from
the static Coulomb potential (the Hartree-Fock approxi-
mation) was calculated numerically in Ref. 32 for d = 3
and Ref. 34 for d = 2, and by a variational method for
d = 2 in Ref. 33. The low-energy contribution to the
Q? term for the static Coulomb potential in discussed
in Sec. III E and Appendix C. The high-energy contribu-
tions to diagrams a-e can be singled out by subtracting
off the static contributions, which amounts to replacing
the Coulomb potential by its dynamic part

Udyn(qa Qm) = U(q7 Qm) - U(q7 0) (17)
This is the effective interaction that we will be using in
the next section.

B. Spin channel

The corrections to the polarization bubble in the spin
channel, §11,(Q) = I1;(Q,0) — II,(Q — 0,0), are given
by diagrams a-c in Fig. 2. The calculations for d = 2 and
d = 3 are very similar, and we present them in parallel.
The self-energy diagrams a and b are equal. Labeling
them as shown in Fig. 2, we obtain for their combined
contribution

G*(k + Q/2,wm)G(k — Q/2,wm)G(k + q + Q/2,wm + Vn)Udyn(a, L),  (18)

Gk —Q/2,wn)Gk+Q/2,wn)Gk+q+ Q/2,wn + )Gk + a4 — Q/2,wn, + L) Udyn (q, Qi)

(19)

(

expanded as

€ =¢ iik Q+g2
ktQ/2 = €k 5 8m’

1 Q?
€k+q+Q/2 = Ek+q L o (k+aq)-Q+ 3 (20)

Performing corresponding expansions in the Green’s
functions and keeping only terms of order Q?, we find



that the high-energy Q? term in 6II,(Q,0) consists of
four parts

where

OIL(Q.0) = Dun(Q + De(Q)
=0l 1 + 0Il, o + 0115 3 4+ 011, 4, (21)
|
oMhos = o | 0 QP [GIGL, + 261G, +3G1GE, + 16T Cira] Vil ). (222)
Ol 5 % . [GRGR g + 2GEGR 4y + 3G Grag) Udyn(a, ), (22b)
oMoy = s | Ok Q)a- Q) [G1CL, +2616], + Gi6h,] Uin(a, O (22¢)
M=o | (@ QP [GIGE, + 26161, Ussn(a O (224)

with
Gr = G(k,wp) and Gy = Gk + q,wm + Q). (23)

It can be readily shown that

n m m n— m
/ dum GGy = ——— / mGr G
o n n+1,ym—1
7im—1/ mGL TG, (24)

Applying this identity to Egs. (22a) and (22b), we find
that all terms in square brackets cancel each other, and
thus 615 1 = 01, 2 = 0 This result can be related to the
fact that any two-particle correlation function is a gauge-
invariant object and, as such, can contain the interaction
potential only multiplied by factor that vanishes at ¢ —
0.37 Such a factor ensures that there is no contribution
from a potential which is constant in real space, i.e., a
delta-function in the momentum space. There are no
such factors in 01l ; and 0I5 2, and therefore they must
vanish.

The combination of the Green’s functions in square
brackets in Il 3 does not vanish on applying Eq. (24).
This can be related to the fact the integrand contains a
common factor of ¢, and thus 01l 3 does not have to van-
ish identically. However, it still gives no contribution to
leading order in x/kp. Indeed, integrating first over w,,
and approximating exq = ek +Vr-q with vp = vpk/k,
we find that each term in square brackets in Eq. (22¢)
yields a combination

d Sgn(fk + VF - q) — sgneg
/d /dskqQ v ap (25)

(

which is odd in €,,. Since the potential is even in Q,,
the integral over €2, vanishes, and thus 0ll;3 = 0 to
leading order.

The only term that does not vanish by gauge invari-
ance and is non-zero to leading order is thus 6IIs 4. (In
Appendix B, we demonstrate another way of arriving at
the same result by first combining diagrams Fig. 2 a-c
and then expanding the result to order Q2.) The calcu-
lation of 61:[&4 is fairly straightforward. The frequency

integrals in 61:[5’4 are calculated as

/ dwm, G"G%Z _c, sgn(ex + v - q) — anek, (26)
2 (ZQm — Vp - q)
where Cy = C4 = —4 and C3 = 6. Now we replace

d?k/(2m)? by Npdexddq/(297), where 94 is the solid an-
gle in d dimensions, and integrate over ¢x. The integral
over ¢y is confined by the sign functions in Eq. (26) to the
region (0, |vr-q|) and gives a factor of vp-q = vpqcos#.
Averaging over the angle between vy and Q (the direc-
tion of which is chosen as a reference) yields

/dﬁd cos 1 15 Qi,n
24171 (i, — vpqeos8)5  (vpq)® ¢ \vpq)’

(27)
where

5lx| 3 — 422
F: = 2
Q(Z) 8 ({1;24»1)9/2’ ( 83,)

11— 522
Fi(z) = =———. 28b
) = 3 s

Finally, averaging over the angle between q and Q gives
a factor of 1/d. After these manipulations, we obtain



. - 21 NpQ?* [ > Q,
6H3(Q70) = 51—[5,4 = - FQ / dqqdig/ deUdyn(qa Qm)F‘d <) .
0

dmd m2vh 0 vEq
(29)

(

Now it is convenient to introduce dimensionless variables
= Q,/vrpq and y = ¢/k. In d = 2, the integrals over z
and y can be solved analytically:

5T1.(Q0) = — &*

= 2,23
2 m2v¥,

(30)

dx F: x/ dy — =

/0 K@, (y“xm y“)
1 Q* [ T 1 (= 3 e/ Q 2 s €20 Q 2

== deFy(x)in (1 - ——— ) = — (2 - 2 ) Np (%) ~1.98x103Np— (-2 ) .
7r2m2v§/0 IQ(m)n( x2+1> o <32 35> Por \2kp 8 Por \2kp

In d = 3, the integral over y is solved analytically but
the integral over x needs to be solved numerically, which
yields

- 16 x (-0.12) e [ Q \°
6HS(Q7O) = 7371_2 N E <2,1{;F
e2 Q 2
~ —0.064Np— ([ =) . 1
0.064N <2kp> (31)

As we mentioned before, Eqgs. (30) and (31) give directly
the @2 term in the spin susceptibility: x*(Q,0)—x*(Q —
aO) = 5HS(Q)'

Tracing back our steps, we note that all the internal
energy scales are of order of effective plasma frequency
Q, = vpk: |wm| ~ |ek| ~ vPg ~ |Q| ~ Q. Therefore,
the Q? terms in Egs. (30) and (31) are indeed of the
high-energy type.

For typical values of ¢ ~ x and Q,, ~ vpq ~ Q,, the
dynamically screened potential in Eq. (13) is of order of
N ! and does not depend on the electric charge. Al-
though higher-order diagrams contain higher powers of
the interaction, the interaction is not small in the dimen-
sionless coupling constant of the theory, e?/vp ~ k/kp.
This may raise a concern about convergence of the per-
turbation theory. Fortunately, this concern is not legiti-
mate, as higher-order diagrams have more integrals over
internal energy scales, which do bring additional factors
of €2 /v compared to lowest-order diagrams a-c. To see
this, one can compare, e.g., diagram ¢ with a next-order
diagram, e.g., diagram f. The main contribution to di-

J

DdEZDd+DE=4/
k,p,q

X [G(p —q,wWm — Qm)G(p +Q, Wm) + G(p +q,wn + Qm)G(p -Q, Wm)] .

(

agram c¢ comes from expanding the fermionic dispersion
to order q - Q, and then expanding the corresponding
Green’s function to second order in this parameter, which
is equivalent to replacing one of the four Green’s func-
tions in this diagram by G3. Consequently, the Q2 term
from diagram c contains six Green’s functions, and by
power-counting G® o k76, Integrals over wy,, €k, Qm,
and q altogether give a factor of k3*%, and another x?
comes from ¢? in the expansion of dispersion. Overall,
the count is x°+9/k% = k971 oc €2 both in d = 2 and
d = 3. Now, assuming that the main contribution to
diagram f also comes from terms of order q;» - Q in
the dispersions, we end up with eight Green’s functions
G® « k78 The number of the fermionic variables re-
mains the same but the number of bosonic ones is dou-
bled, therefore integrations give x2(t2). With an extra
factor of k? from either ¢7 or ¢3, the overall count of dia-
gram fis k2416 /8 = k2(d=1) o ¢* which is smaller than
diagram c by a factor of e2.

C. Charge channel

In addition to the contribution from diagrams a-c in
Fig. 2, the polarization bubble in the charge channel also
contains the contribution from Aslamazov-Larkin dia-
grams d and e. It will be shown in this section, however,
that the high-energy Q? terms from diagrams d and e
cancel each other, so Egs. (30) and (31) apply to the
charge channel as well.

Labeling the diagrams as shown in Fig. 2, we obtain
for the sum of diagrams d and e:

U(a, 0n)U(a+ Q, )G (k, wy, )G (k + g, wp, + Qi )Gk — Q,wy, )G (P, win)

(32)



The dispersions are expanded to order Q? as exrq =
ek £ (Vi - Q) + Q?/2m. We will also need to expand the
interaction, which depends on the magnitude of q, as

1 ~
U@+ Q Q) = Ula, ) + Q- 40,U + 5Q%hqU. (33)

where q = q/q, ﬁq = sin? 0q,q 19, + cos 9(2183, and 0 is
J

the angle between q and Q.

It is convenient to split Dy, into two parts. The first

part (Dfile)) contains all but the terms arising from the
Q?/2m terms in the expanded dispersions, while the sec-

ond part (foe)) contains the remaining Q?/2m terms.

Collecting all Q2 terms in DEI?, we obtain

; 1 5
D((ile) = 4/k { [(Vk : Q)QUqQGiGlﬁq - (vii- Q)(Q- Q)UqaquGszﬂ + §Q2Uq (thq) Gszﬁ-q} Jlgg)
\D5q

+ (Ve Q)(Vp - QUG Grry = (Vi - Q)Q - @)Uy0,UyGiGrr] I + (vp - QPUIGEGregID)  (34)

where shorthands for G; with [ = k, p, k+ ¢, p+ ¢ are the
same as in Eq. (23), U; = U(q,Q;,), and

(

Now let’s define
Fq(n) - /dgp/dwm(Gp)nGerqv (36)

where ¢ = (q,Q,,,). On expanding epi1q = €p + Vp - q, it
can be readily seen that FEZ) = (—)”+1F£Z). Therefore

/ dep / dwn I = F{™ 4+ (—)"F") =0 (37)

for any n, and thus D((ile) =0.

JZ()Z;) =Gy [Gprg+ (—)"Gp—g].- (35) Next, we collect Q?/2m terms and obtain
J
p® & U2 [GBG T2 4 G2Ch G2 (Cpag + Cyy) (38)
de = <7, kpa q |YkTk+aYpg kT k+q~p \Mptq p=q/| -

The term with ngg) vanishes as before by Eq. (37). In the
second term, one needs to go one step farther. Integrating
the combination G3 (Gpiq + Gp_q) over wy, and e, we
obtain (up to an inessential prefactor)
Vp - q
— 3 (39)
(iQm — vp-q)
Likewise, integration of the product G% Gj.+, over w/,, and
€k yields
Vk - q
(ZQm — Vk - CI)2
The product of Egs. (39) and (40) is odd under a simul-
taneous change Q,, = —,, and q -+ —q, whereas U, is
even. Hence the integral of the second term in Eq. (38)

(40)

vanishes as well, which means that Dfli):(). Therefore,
the contribution from the Aslamazov-Larkin diagrams
vanishes, i.e., the high-energy Q? term in the polariza-
tion bubble in the charge channel is the same as in the
spin channel

61:Ic(Q7 O) = (Sﬁs(Qv 0). (41)

(

D. 2D case, lattice dispersion

The sign of the high-energy gradient term in 2D
[Eq. (30)] is positive. If the low-energy Q? term is re-
duced by critical fluctuations, i.e., by a factor of m/m*,
then it is the high-energy term that determines the be-
havior of x*(Q) near QCP. The positive sign of this term
would indicate that the susceptibility is peaked at finite
@, and thus a Q = 0 QCP is pre-empted by a finite-
Q@ instability. However, the positive sign was obtained
for a special case of fermions with a quadratic spectrum,
and its universality needs to be verified. Obviously, the
sign will remain the same for any isotropic but not nec-
essarily quadratic dispersion: in this case one just needs
to replace a factor of 1/m in Eq. (22d) by the inverse
effective mass d7cx. To check whether the sign can be
reversed in the presence of a lattice, we computed numer-
ically the prefactor of the high-energy gradient term in
the same model with a long-range Coulomb interaction
but for electrons on a square lattice with a tight-binding



dispersion e, = —2t(cos k, + cos ky).38 The dynamically
screened Coulomb interaction is the same as in Eq. (13),
except for now II(q,(,,) is the polarization bubble of
electrons on a square lattice, which we computed numer-
ically for a range of filling factors. The calculation follows
the same lines as in Sec. IIIB. We focus on the leading
contribution to the @? term [§11; 4 in Eq. (22d)], calculate
the integrals over w,, and ek analytically, and compute
the remaining four-dimensional integral over q, £2,,,, and
along the Fermi surface numerically. By Cy symmetry,
the Q? term is isotropic. In Fig. 3, we plot its prefactor
as a function of the Fermi energy, measured in units of
t, such that Fr = —4 corresponds to the bottom of the
band. For EFr — —4, the numerical solution reproduces
the analytic result in Eq. (30) with high accuracy. How-
ever, at larger fillings, we found a new behavior. Namely,
Fig. 3 shows that the prefactor of the Q2 term changes
sign around quarter-filling (Fr = —2) and remains neg-
ative all the way up to half-filling (E'r = 0). A negative
prefactor for Q% implies that x*(Q) has a maximum at
Q = 0, as expected near QCP towards an order with
Q = 0. We see therefore that lattice tends to stabilize a
@ = 0 QCP, given that the maximum of x*(Q) at Q =0
is higher than that at finite Q.

Prefactor of Q>

ooooo....... 1t

-4 -3 ‘el -1

Fermi energy

Figure 3. Prefactor of the high-energy Q2 term in the spin
susceptibility for electrons on a two-dimensional square lattice
as a function of the Fermi energy, measured in units of the
hopping integral. Er = —4 corresponds to zero filling and
Er = 0 corresponds to half-filling. The numerical result is
normalized to its value at Er = —4.

E. Relative magnitudes of high-energy and
low-energy contributions to the Q? term

We found in previous sections that the magnitude of
the prefactor of the high-energy Q2 term, in units of
e? /up, happens to be numerically small both in 2D and
3D. This naturally raises a question about the ratio of
high-energy to low-energy parts of the Q2 term.

In 3D, the low-energy contribution is non-zero already
for free fermions, whereas the high-energy contribution
comes only from interaction and is therefore parametri-
cally small at small r5. The interaction correction to the
low-energy part is small as well. For ry ~ e%/vp ~ 1,
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all contributions to Q2 become of the same order, and it
makes sense to compare the numerical prefactors. The
same set of diagrams as in Fig. 2 for the polarization bub-
ble was computed numerically in Ref. 35 for r; = 2. We
digitized the data of Ref. 35, fitted the small-Q) parts
of the curves by a Q? form, and extracted the total
interaction-dependent prefactor of the Q2 term, which
contains both low- and high-energy contributions. Com-
paring the total numerical prefactor with the analytic re-
sult for the high-energy contribution, given by Eq. (31),
we found that the high-energy contribution amounts to
about 15% and 30% of the total for the charge and spin
susceptibilities, correspondingly.?® At the same time, the
total interaction-induced Q2 term in the spin and charge
susceptibilities for 7, = 2 is about 70% and 140% of the
free-fermion result, correspondingly.

The 2D case is different in that the free-fermion polar-
ization bubble for fermions with a parabolic dispersion
is independent of @ up to @ = 2kp, i.e., the prefactor
of the Q? term is zero. This degeneracy can be broken
by lattice but, at low enough filling, the Q? term in the
free-fermion bubble is still small. Then both high- and
low-energy contributions to the Q2 term come from in-
teraction, which allows for a direct comparison between
the two contributions. In what follows we focus on the
spin susceptibility. We estimated the low-energy contri-
bution to the interaction-induced Q2 term by evaluat-
ing the diagrams in Fig. 2(a-c) with a statically screened
Coulomb potential, U(q,0) = 2we?/(q+k). (In Sec. 11 B
we subtracted off this contribution.) We obtained (see

Appendix C for details):
2 2 ?
V2\ v (@
Ts (2 2kF

2 2
- <0.16—0.027><1n 2\5) NF€< @ ) ,

Ts U %
(42)

- 1 (92
SIov(Q) = on <15 —In

where 7, = v2e?/vp = 2¢/2k/kp in 2D.

The @-dependence of the polarization bubble in 2D
due to static Coulomb interaction was addressed in
Refs. 33 and 34. There is some confusion about the
results in prior literature which needs to be clarified.
Namely, the numerical calculation in Ref. 34 was per-
formed for the bare Coulomb potential (x = 0) and
produced a finite result for the susceptibility at all @,
whereas in Ref. 33 it was argued that the prefactor of
the Q2 term is divergent at x — 0. Actually, these two
results do not contradict each other. We found, in agree-
ment with Ref. 33, that the leading term in the @ de-
pendence of §II'°"(Q) for the bare Coulomb potential is
Q%1InQ rather than Q2. If screening is taken into ac-
count, In@ is replaced by Ink/kp ~ Inr,, as it is the
case in Eq. (42). At the same time, we see that the nu-
merical prefactor of the Q% Inr, term in Eq. (42) is much
smaller (by a factor of ~ 6) than that of the Q2 term, so
the numerical results of Ref. 34 are indeed well-described



by the Q2 form except for the region of extremely small
Q.
The @-dependence of the polarization bubble in 2D
due to the dynamically screened Coulomb interaction was
also calculated numerically in Ref. 35. Fitting the result
of Ref. 35 for the spin susceptibility into a Q2 form at
rs = 2, we found that it is described by Eq. (42) very
well. This implies that the interaction-induced Q2 term
comes primarily from low energies. Comparing the nu-
merical result for the total interaction-induced Q2 term
with our analytic result for its high-energy part [Eq. (30)],
we found that the latter amounts to about 2% of the for-
mer. (For the charge channel, the fraction of the high-
energy part is about 4%.)

Another comment on the 2D case is in order. That the
susceptibility of non-interacting electrons with quadratic
dispersion is flat up to 2k indicates a high degree of
frustration with respect to ordering into a state with fi-
nite @. (The same flatness holds for 2D fermions with
a Dirac dispersion.?) The Coulomb interaction lifts this
degeneracy, and numerical calculations show that the full
susceptibility is peaked at Q = 2kr.3*35 (Note in this re-
gard that the prefactors of the Q? terms in Egs. (30) and
(42) are positive, i.e., the susceptibility increases with
increasing ).) For electrons on lattice, the tendency to
ordering at finite rather than zero @ is pronounced al-
ready in the non-interacting case: numerical calculations
for square, triangular, and honeycomb lattices show that
the susceptibility is peaked at the momenta connecting
certain points on the FS.41743 In light of these results, a
2D electron system may not seem to be a good candidate
for a Q = 0 instability. Nevertheless, the type of an insta-
bility in an interacting system is decided by the relative
strengths of renormalizations of x® at @ = 0 and finite
Q. The former is determined by FL parameters, while
the latter cannot be quantified in this way and depends
on details of the electron spectrum and interaction. Even
though x*(Q) of free electrons may have a peak at finite
Q, the @ = 0 peak in renormalized x*(Q) may be higher,
and thus the Q = 0 instability may win. In addition, the
Kohn anomaly, which leads to a peak at 2kp, is weak-
ened under certain circumstances, e.g., in chiral electron
systems, such as graphene and surface states of 3D topo-
logical insulators, due to suppression of backscattering
into states with opposite (pseudo) spins.*’

IV. A @Q* TERM IN THE HUBBARD MODEL

As another example, we compute the polarization
bubble of interacting fermions assuming that the four-
fermion interaction is Hubbard-like, i.e., it is equal to a
constant U for g below some cutoff, ¢., and is zero for
larger g. To simplify calculations, we set g. to be much
smaller tan kr. This will allow us to use a small-¢ and
small-£),,, form of the polarization bubble, Eq. (14).

To first order in U (panel a in Fig. 4), the self-energy
diagram amounts to shifting the chemical potential, while
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the vertex diagram is reduced to a product of two free-
fermion polarization bubbles. None of the above pro-
duces a high-energy Q? term. However, the situation
changes at second order in U because now self-energy
and vertex renormalizations within a particle-hole bub-
ble can be viewed as dynamical screening of the interac-
tion between high-energy fermions. In this respect, the
Hubbard model, taken at order U2, becomes similar to
the model with dynamically screened Coulomb interac-
tion, taken at first order in this interaction. It remains to
be seen, however, whether the prefactor of the Q2 term
in the Hubbard model is of the same sign and compa-
rable magnitude as for the model with Coulomb inter-
action. Interaction-induced corrections to the static po-
larization bubble in the Hubbard model were analyzed in
Ref. 44 without making a distinction between low-energy
and high-energy contributions. Our goal is to distinguish
between the two.

OIS
D

Figure 4. Diagrams for the polarization bubble in the Hub-
bard model to second order in U.

There are seven distinct non-RPA diagrams for renor-
malization of II to second order in U, which potentially
can give rise to a high-energy Q? term. We show them in
panels b-d of Fig. 4. Five of these diagrams, shown in pan-
els b and ¢, renormalize both the charge and spin suscep-
tibilities, while the Aslamazov-Larkin diagrams, shown
in panel d, renormalize only the charge susceptibility.

For definiteness, we consider 2D case and approximate
the fermionic dispersion by a parabolic one. We found
that the three diagrams in panel ¢ and two Aslamazov-
Larkin diagrams in panel d are smaller in ¢./kp than
the two diagrams in panel . The two last diagrams
can be viewed as vertex and self-energy corrections to
the particle-hole bubble coming from effective interac-
tion Uegt(q, 2m) = —U?T1(q, Q). To explore the region
of somewhat larger U, we will extend this formula to the
full RPA result Ueg(q, Q) = U [1 + UTI(q,Q2,,)] . The
actual diagrams that need to be evaluated are then the
first-order diagrams (panel a) in which U is replaced by
Usst- The second-order result can be obtained by expand-
ing the effective interaction back to second order in U.
Expanding these diagrams to order Q2, and integrating
over fermionic frequencies and momenta in the same way



as in Sec. III, we obtain for the high-energy Q2 contribu-
tion to the polarization bubble in the spin channel

B 2
F
where
242,
Ag = mTU%IH (44)
and
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Here, x = Q,, /vpq and Fy(x) is given by Eq. (28a). One
can check that the remaining integral over x vanishes if
the effective interaction is approximated as static, i.e.,
the last factor in the integrand of Eq. (45) is replaced by
U/(14+UNFp). We follow the same strategy as in Sec. III
and just subtract off the static interaction from Eq. (45).
Then the delta-function term in Eq. (45) can be omitted,
and the expression for Iy becomes

(45)
J
drx(4x® — 3 U U
T / / m’z +$1 9/2) =\ 1+UN (46)
” (w 1+ UNp (1-/587) F
[
This expression is similar to the corresponding formula where
for Coulomb interaction in 2D [Eq. (29)] with one impor- 5 1% dra(dz? — 3
tant distinction. For the Coulomb case, the interaction flu)=—-Zu / M
behaves as 1/¢ and, as a consequence, the integral over ¢ 2 Jo (22 41)9/2
in Eq. (29) is ultraviolet convergent, i.e., integration over
g can be extended to infinity. For the Hubbard case, the % 1 1 (48)
integral over ¢ in Eq. (46) is not convergent and needs to 14w (1 _ [ _a? > 1+u|’
be cut off at g.. o+
At small u,
f(u) W) = 27T u? 3 2
= ——=u*+0(w’) = 0.075u 49
Fl) = o £ O(u) (49)
0.01¢ We see that, at weak coupling, the prefactor of the
Q? term in 1I,(Q,0) is positive. As the consequence,
. u x°(Q) imcreases with increasing (). This is similar to
1 2 3 4 what we obtained for the Coulomb interaction in 2D for
-0.01} a parabolic dispersion. Also, as in the Coulomb case,
the magnitude of the high-energy contribution to the Q2
~0.02} term is numerically very small.
| Function f(u) in plotted Fig. 5. We see that the mag-
nitude of f remains small for all u, but f(u) changes sign
-0.03p at u =~ 2.6 and becomes negative for larger u. At such

Figure 5. Function f(u) [Eq. (48)].

Substituting Eq. (46) into Eq. (44), we obtain

0I1,(Q,0) =

u, x*(Q) becomes a decreasing function of Q, i.e., x*(Q)
has at least a local maximum at Q = 0.

We note, however, that the prefactor of the Q2 term
changes its sign at a rather large u. Whether at such
u the system still does not order magnetically is unclear
(within RPA, the Stoner instability occurs at uq. = 1,
but the value of wu.. changes due to corrections beyond
RPA).

A low-energy contribution to the Q? term in 6I1,(Q, 0)
in a 2D system with a parabolic dispersion also emerges



to second order in U. A computation of this contribution
is rather involved and we left it aside. We note, however,
that the low-energy contribution is non-zero already for
free fermions, once we include higher powers of k2 into
an isotropic dispersion or put the model on a lattice.

V. DISCUSSION AND CONCLUSIONS

We now discuss the results of the previous sections
in the context of a quantum-critical theory. We have
shown that there are two contributions to the gradient
(Q?) term in the bosonic propagator near a @ = 0 QCP.
One comes from fermions with high energies, by which we
understand energies above the upper cutoff of the effec-
tive boson-fermion low-energy theory, A. Another comes
from fermions with low energies, of order of vp@Q. The
low-energy contribution is present already in the bosonic
susceptibility made of free fermions (except for the spe-
cial cases of, e.g., linear and parabolic dispersions in 2D).
To get a high-energy contribution to the Q? term, one has
to include dynamical screening of the interaction between
high-energy fermions. If only static screening is included,
the high-energy contribution is absent.

The low-energy part of the Q? term near a Q = 0 QCP
is not reduced by a small ratio of A to the fermionic band-
width. However, it is reduced near QCP by a divergence
in the effective mass m*. There is no general formula
relating the prefactor of the low-energy Q2 term to the
Landau parameters. However, if near QCP the fermionic
self-energy depends on the frequency much stronger than
on the momentum, the low-energy part of the Q2 term is
reduced by a factor of m/m* = [1 — 9% (w)/dw] . The
high-energy contribution to Q2 term is not reduced by
m/m* and, in general, has to be the dominant contribu-
tion near QCP.

We found, however, that, at least in two microscopic
models, the high-energy contribution to the Q2 term is
numerically very small. The most spectacular example
is a 2D Fermi gas with Coulomb interaction — the high-
energy contribution to Q2 term in the bosonic suscepti-
bility is less than two percent of the total.

Based on these numbers, one can envisage two possi-
ble types of quantum-critical theories. In the first one,
adopted in earlier studies, the numerical smallness of the
high-energy terms is disregarded as an artifact of a par-
ticular model. The starting point for such a theory is a
high-energy action with a @2 term, which is not assumed
to be small. Such a theory has dynamical exponent z = 3
and yields the fermionic self-energy ¥ (w) o< w3, modulo
logarithmic corrections.?*?® In the second type of theo-
ries, the smallness of the high-energy Q2 term is treated
as the real effect, and the bosonic propagator at energies
O(A) is taken to be independent of Q, at least to first
approximation. Then the entire ° term in the bosonic
propagator comes from low energies, and its prefactor de-
pends on m/m*. Because in critical boson-fermion theo-
ries the fermionic self-energy, and hence m/m*, depends
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on the prefactor of the Q2 term, one now has to solve
for m/m* self-consistently, keeping m/m* in the prefac-
tor of the Q2 term. Such a procedure has not been yet
implemented for the critical behavior near a @ = 0 QCP.

The self-consistent procedure of this kind was imple-
mented in Refs. 8 and 9 for an antiferromagnetic QCP
(an instability at Q = Qg). In this theory, the prefactor
of the (Q — Qp)? term in the bosonic propagator is set
phenomenologically to scale as (m/m*)?, and the conse-
quences of this choice for the quantum-critical behavior
are analyzed. At finite Qq, the high-energy contribution
to the gradient term is non-zero already for free fermions,
and in general it is not small. At the same time, the low-
energy contribution is reduced by a factor of A/W. Then,
in a generic case, the largest contribution to the gradient
term should come from high energies, as it is assumed in
conventional boson-fermion theories near a Q = 0 QCP.*
However, in light of our results for the @ = 0 case, it
would be interesting to analyze the high-energy Q2 terms
in a broader set of models.

ACKNOWLEDGMENTS

We thank N. Prokofiev for his help with the numerical
calculation, and E. Abrahams, C. Batista, S. Maiti, P.
Wolfle, and V. A. Zyuzin for stimulating discussions. P.S.
acknowledges support from the Institute for Fundamental
Theory, University of Florida. The work of A.V.C. was
supported by the NSF via grant DMR-1523036.



14

Appendix A: Diamagnetic susceptibility as a low-energy property

It is commonly assumed that the diamagnetic susceptibility of a free Fermi gas, x4, is determined by all occupied
states, both far below and near the Fermi energy.*>*6 In our terminology, this makes x4'® a high-energy property.
This argument is based on the thermodynamic way of calculating x%?,47 in whihc one first finds the Landau levels,
then calculates the free energy as a sum over these levels, and finally differentiates the result over the magnetic field.
Such a procedure can be carried out only in those cases when the exact form of the Landau spectrum is known, e.g.,
for parabolic and linear dispersions. However, one can also calculate x4® within the linear-response theory,*>46:48 ag
a prefactor of the Q% term in the current-current correlation function. The result of such a calculation, Eq. (A4),
which can be carried out for an arbitrary electron dispersion, is similar to that for the prefactor of the Q2 term in
the charge or spin susceptibilities [Eq. (6)] in that x4 is entirely parameterized by the derivatives of the dispersion
at the Fermi energy. This implies that x4 is, in a fact, a low-energy property. Some details of the calculation are
presented below.

As in Ref. 17, we assume that the electron dispersion is an isotropic but otherwise arbitrary function of k. With Q
chosen as the z-axis, we need to calculate the Q2 term in the £ component of the current-current correlation function

e? ek, . )
Kew= 25T / Qs EG e+ Q2. Gl ) (A1)

where vf = Oey/0k,. Defining 6K,,(Q) = K..(Q) — K..(0), the diamagnetic susceptibility is found as ydi® =
limg 0 6K, (Q)/cQ?. Summation over w,, gives

27/ d3k 2nF €k+Qz) —np(ek) (A2)
Vs €k+Qz — €k ’

where np(F) is the Fermi function. Next, we expand the dispersion, the x-component of the velocity, and the Fermi
function to order Q2 as

1 1
0€ = extQz — €k = v Q cos b + §Q2 (Sin2 gk + — cos? 9) ,
k

kK m
1 Vg Q2 2 Vk 1
Vs = sinf cos ¢ {vk + Qcosf (mk k) + % {(3(308 0 1) - m—k + kvl
1
5 nr(ex + Q2) — np(e(k)] = np(er) + 2nF(ek)6e + Gn"’(ek)&z. (A3)

Here, (6, ¢) are the polar and azimuthal angles of k, €, = ex+ EF, vy = de/dk is the group velocity, 1/my, = d%e; /dk?
is the effective mass, and v, = d®e/dk>. For a parabolic spectrum, vy = k/m, mj = m = const, v, = 0, and Vit 0z
is independent of ). At T = 0, the derivatives of the Fermi functions are replaced by d’np/de, = —6P=V (¢, — Ep).
Subtracting off the @-independent term from K, , integrating over €, by parts, and averaging over the angles, we
arrive at the final result for the diamagnetic susceptibility:

2 3 2
dia. e Vg vk 1 0 N(eg) (2vy  3vg 10 4
=—=q¢N — |- T —— (N A4
X 1562 { (Ek) (k‘mk k2 + vk'Yk) + 8€k [ 4 k + my + 68€k ( (Ek)vk) ex=FEpr ( )
For a parabolic dispersion, the last equation is reduced to
2
dia ¢ NF 1 s
=— - - A
X 12m2c2 3% (A3)

as it should.

Appendix B: A manifestly gauge-invariant way of collecting diagrams

In this Appendix, we show how diagrams a-c in Fig. 2 can be combined in a manifestly gauge-invariant way. For
convenience, we relabel the diagrams as shown in Fig. 6 and adopt “relativistic” notations: k = (iko, k), ¢ = (iqo, Q),
and @ = (1Qo, Q). Qo will be set to zero later on in the calculation.

The sum of the self-energy diagrams (a and b) can be written as

Dap = —2 / GrGrtq (GrtQEr+q + GiZi) , (B1)
k
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ktq k+Q K+ Q K+ Q K+q+Q
k k T k k k+q

Figure 6. Diagrams for the polarization bubble to first oder in the statically screened Coulomb potential.

where

S =— / UyGhriq (B2)
q

is the one-loop self-energy.
Re-writing the product of the Green’s functions as

1
1Qo — €x+Q + €k

GLGrtQ= Gk — Grtaol (B3)

we represent D, as a sum of two parts Dy, = D&) + Dg), where

pO _ 2/ GrGrtq (Zk — Zi1q)
ab Qo —ex+qQ + ek

G?. % - G2% 1 1
p® :2/ AQTRHQ TRk :2/G2(k)2(k) [ _ . (B4)
r 1Qo — cx4+q +cx k iQo — ek +ex—q Qo — €x+qQ +Ek

Now we restrict to the case of small momentum transfers, which is relevant for the Coulomb interaction. In this case,
the dispersion of the Green’s function in Eq. (B2) can be expanded as €xiq = €k + Vi - q. The integral of G2, over
ko and ey gives, up to a prefactor,

GZEk:—// G2GrsqU. o</U _Vk'd B5)
~/Ek ko 4§ qJex Jko b rata q q(ZQOka'q)Z (

The second factor in the last formula in Eq. (B5) is odd upon gy — —¢o and q — —q, while U, is even, and therefore
2 _

D =0.
Applying Eq. (B3) again and using an explicit form of Xy, we obtain for the remaining part of Dgp:

Gr — GitQ) (Grgq — Gk )
P _ 72/ (G k+Q +q +a+Q) 17 B6
ab k.q (iQo — extq + €k)? ! (BS)

Applying Eq. (B3) to diagram c¢ in Fig. 6, we obtain

kg (1Q0 — €xtQ + €1) (1Q0 — €ktq+Q + Ek+aq)

(B7)
Combining the self-energy and exchange contributions, we arrive at the following result for the spin susceptibility

X(@Q) = DS,) +D.=2 : Uqg (G — Gryq) (Gryg — Griqrq) R, (B8)
sq

where

- €k — €k4+Q T €k+q+Q — €k+q (BY)
(iQo — ex+qQ +ex)(1Q0 — €kt q+Q + €kiq)
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By spin conservation, the spin susceptibility must vanish at Q = 0 and finite Qy. Equation (B8) satisfies this condition
because the numerator of R in Eq. (B9) vanishes at Q = 0. After this check, we set Qo = 0 upon which R is reduced
to

R Sk T CktQ T EktatQ T fkiq (B10)
(ek — €x+Q)(fk+q — Ekta+Q)

It is clear that R vanishes at finite Q and q = 0, which guarantees the gauge invariance of the result.

Expanding the integrand in Eq. (B8) to order Q2 one obtains parts 51_[5 3 and 51_[5 4 of the spin susceptibility, given
by Egs. (22¢) and (22d). Parts 51’[571 and 51’[572 are absent in this approach as their integrands do not contain factors
of q and thus vanish identically by gauge invariance.

Appendix C: A Q? term in the polarization bubble for the static Coulomb potential

In this Appendix we present details of the calculation of the Q% term in the polarization bubble for the static
Coulomb potential. As discussed in Sec. IIT E, this is a low-energy contribution, arising from fermions with energies
of order of vp@.

To lowest order in the interaction, the susceptibility is given by the sum of three diagrams in Fig. 6, where now
the wavy line corresponds to a statically screened Coulomb potential; in 2D, U(q) = 27e?/(q + ). In Appendix B,
we showed how to combine these diagrams in a manifestly gauge-invariant way. The result is presented in Eq. (B8)
with R in the static case given by Eq. (B10). Following Ref. 32, we symmetrize the result by relabeling k + q = p,
splitting it into two equal parts, and interchanging k <> p in one of the parts. Summing also over frequencies kg and
po, and expanding ex1q — ex = vk - Q + O(Q?), we obtain

2
VI"Q_VP'Q} _ (C1)
(Vi Q)(vp-Q)

The purpose of symmetrization was to make the suppression of the singularity in the Coulomb potential at k = p
more prominent: indeed, now the factor in square brackets vanishes at k = p. However, the singularity is not removed
completely: in the absence of screening (k = 0), the prefactor of the Q? term still diverges logarithmically.3

Next, we expand the Fermi functions to third order in exq — ek and ep+q — €p, and collect all terms of order Q2.
This gives 0II(Q) = 0I1;(Q) + 0112 (Q), where

o(Q) = —/k U(lk — pl) [nr(ex) — nr(ex+q)] [nr(ep) — nr(eptq)] {

Q) = —7 [ (eni(ep) (- @ = vy - @ Ul .
P

> 3 (veQ — vp. Q)2 U(k — pl). (C2)

The singularity at vp - Q = 0 in the second line of the above equation is removed by considering the integral in the
principal value sense.

At T = 0, the derivatives of the Fermi functions are reduced to the delta-function and its derivatives, after which
it is easy to integrate over i and €p by parts. In what follows, we will need expansions of all factors in the integrand
up to O(eg, e ) These are given by

@ = [ () g

2

2
K €k 3 p p 3
k=kp|1 — 0 ,p=k - @ ;
F [ Y om, REL T (Ek)} p=ret Y op, Tt (EP)]
U(k —p|) = me? 1 ex+ep  |sing er +€2 cos 6 | sin £
P kp a+ |sin g 4FEp (a+|sing])2 = 32F% |sing|(a+[sing[)2  (a+|sing|)?

cos 6 | sin &| 2 sin?

2sin? g €kEp
(a + |smg|)3 16E%

)
2
|sin%|(a+|sing|)2 (a+|sin§|)2 (a+|sing|)3

+ O(ei,ei)} :

1
(Vi Q—vp - Q)% = v2.Q? [(cos O — cosfp)? + E—(COS Ok — cosbp)(ek cos Oy — ep cos Op)
I

£ +cp
4E2

_ 21‘E82p cos Oy cos by, + P cos Oy cos O, + O(ci, i)] , (C3)
F
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where a = k/2kp and 6 = 6y — 0. Integrating by parts over ex and ¢, in Eq. (C2), we obtain

7T€2N2 2Q? [ dbx cos By cos 6 O + 0 3 |sin®?
oIl = — p + si 2 p|_< 2
U= /) / atlsing| T2 2 (a+ |sin 2))2

40
2

2(a+|sing))? " (a+|sing|)3

1 cosf|sin g sin

2

STI,(Q) — T NEQ? / b [ dby cosby [ 3cos® Oy — cos® B, cos b sin §| sin® Sutfp
6k;3 27 cosbp 2(a +|sin ) 2(a + |sin 2])2
s 40 . 2 Okt0p 20
sin” g sin” =52 sin” 3 . O+ 0p
+ 11 cosfx — 3cosby) sin ———— ». C4
(a+ |sing|)3 4(a—|—|sm§|)2( 8 ») 2 (C4)
The angular integrals in the equations above are expressed through the angular harmonics of the following functions
2m
do 1
U :/ = cos(l0) ———,
0o 27 a+ | sin 3|
27 :n 0
de 0 z
Vi = fﬂmmfgig%%
o 2m P a s [smg))
m |sin® ¢
W, = — cos(l)) ———2—,
: A 27 ( )(LL—HSinQ\)2
2w 46
do
Z), = / — cos(l@)snl72. (C5)
0o 27 (a+ |sin &)
This gives
me? N2Q? 3 1
oIl =——2LF (U -Wo+ Vo +2Z
1(Q) 16k3 ( 175 0+2o+ o),
Te2N2Q? 1 1 1 1 1
SI1 =-———E= (U 7U Vo—Vi—-Va—zZo+ 21+ =22 . C6
2(Q) = 12k% ( 1= U+ Vo—5hhi— Ve 2o+ 1+22> (C6)

At weak coupling (a < 1), the harmonics entering the equations above need to be determined to order O(lna)+ O(1).
A straightforward computation yields

U1:2<1n2—2)+(9(a),
s a
2 2 46
U37'r(1 a15>+0(a),
2 2
%_@1_@+0@,
m a
2 2 7
= — 1 _— =
n=2(w2-7)+ow,
2 2 53
‘/2—7T<1na_15>+0(a),
2
Wo—f—‘rO(a),
i
2
Z():*—‘rO(CL),
i
2
T, = = 2
1 37T+O(a)’
2
Ty= ——
2 157T+(9( ) (C7)

Substituting Eq. (C7) into Eq. (C6), we obtain Eq. (42) of the main text.
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