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We report on an extensive study of ZnO materials with cage-like motives in clusters and bulk
phases through structural searches using the minima hopping method. A novel putative ground state
was discovered for the (ZnO)32 cluster with a tube-like structure, closely related to the previously
reported (ZnO)24 ground state cage geometry. Furthermore, the effect of ionization on the geometries
and energetic ordering of (ZnO)n clusters with n = 3 − 10, 12 was studied by directly sampling the
energy landscape of the ionized system. Our results indicate that the transition from ring and planar
structures to 3D cages occurs at larger cluster sizes than in the neutral system. Inspired by the
bottom-up design philosophy and the predominance of cage-like structures in medium-sized clusters,
a search for crystalline ZnO was conducted aimed specifically at low density polymorphs, resulting
in the discovery of 57 novel metastable phases. The voids in these low-density materials closely
resemble the hollow cage structures of small (ZnO)n/(ZnO)+n clusters with n < 16. In analogy to
clathrate materials, these voids could serve to accommodate guest atoms to tailor the materials
properties for various applications.

I. INTRODUCTION

Zinc oxide is one of the industrially most relevant inor-
ganic compounds due to its versatile properties with ap-
plications as additives in rubbers, ceramics, and for phar-
maceuticals1–3. At ambient condition, ZnO crystallizes
in the thermodynamically stable wurtzite (WZ) structure
with a direct and wide band gap of 3.37 eV4,5, based on
which it plays a key role in electronic and light emitting
devices. Due to its exciton binding energy of 60 meV,
which exceeds the value of 21-25 meV in GaN, its strong
room temperature luminescence, the exceptional trans-
parency and the high electron mobility, ZnO has been
considered a valuable optical material in the ultravio-
let regime6,7 with applications as transparent electrode
in liquid crystal displays8 and in energy-saving or heat-
protecting windows9.

Several other forms of ZnO beyond its crystalline
ground state structure have been reported with strongly
varying materials properties. In nano clusters for ex-
ample the optical absorption depends crucially on their
sizes and morphologies10–12, and therefore a fundamen-
tal understanding of the structure-property relation and
the growth mechanisms are essential to accurately tune
the materials properties13–15. On the other hand, various
metastable crystalline polymorphs of ZnO have been re-
ported in the literature with properties different from the
WZ phase. The high-pressure rock-salt (RS) phase7,16

for example, which was recently recovered to ambient
pressures17,18, shows compelling thermoelectric proper-
ties with a promising figure of merit ZT in a wide tem-
perature range19. Similarly, the zincblende (ZB) phase
is metastable and was so far only grown and stabilized
on cubic substrates, producing nanocrystalline ZnO thin
films20,21. At extreme pressures, ZnO transforms into the
CsCl structure type22, but efforts to recover it to ambient

conditions have failed so far.
Nano composites are another class of ZnO mate-

rials where individual nanoparticles serve as building
blocks23,24. To resolve and understand the structures
and morphologies of these fundamental units, atomistic
simulations such as structural searches have been exten-
sively used in the last decades on ZnO clusters. Already
in 1994, Behrman et al.25 studied small ZnO clusters
with molecular dynamics simulations, concluding that
the ground state configurations of (ZnO)n with n =
{4, 6, 11, 12, 15} take the form of cubes, hexagonal prisms
and bubbles. Later studies used density functional theory
(DFT) calculations to investigate the shapes and proper-
ties of ZnO clusters26–28, some in conjunction with global
optimization methods29. Overall, the results agree that
a structural crossover from 2D rings to 3D cages/tubes
occurs at n = 8, the origin of which has been extensively
discussed in the literature30. With increasing computa-
tional resources, larger clusters have recently been inves-
tigated, both using global geometry optimization meth-
ods as well as on hypothetical fullerene structures and
clusters cut from bulk31–34.

Similar theoretical investigations have also been con-
ducted for crystalline ZnO materials in the search for vi-
able polymorphs at ambient conditions35–37 and at high
pressures38. Most hypothetical structures proposed in
above studies are however strongly metastable, with for-
mation energies significantly higher than both the WZ
and ZB structures. Two of the lowest energy polymorphs
predicted to date are the body centered tetragonal (BCT)
and the sodalite phases, both of which exhibit a signifi-
cantly lower density than WZ/ZB36. In fact, such low
density materials have many potential applications in
the field of energy and sustainability, e.g. in catalysis,
for gas separation, for water purification, and for batter-
ies39. Furthermore, structures with large voids can easily
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host guest atoms which can be used to tune the material
properties. Recently, several low density and nanoporous
polymorphs of ZnO were reported which could be poten-
tially relevant as materials for band-gap engineering37,40.

Despite the extensive work on ZnO materials in the
literature, large part of the configurational space in ZnO
still remains unexplored due to the high complexity of
its potential energy landscape. In fact, for large clusters
(ZnO)n with n > 32 the reported structures and there-
fore their properties are mostly derived from chemical
intuition41, and only limited studies using a systematic
structure search method have been performed34 due to
the high computational cost. To address this issue, in
this work we trained a highly transferable, efficient in-
teratomic neural network potential based on the charge
equilibration via neural network technique (CENT)42,43,
which allowed us to deal with large systems. Using
CENT together with the minima hopping structure pre-
diction method (MHM), we identified a new putative
ground state structure for (ZnO)32. Since experimen-
tal mass spectrometric measurements are conducted on
ionized clusters44,45, it is crucial to also study charged
clusters (ZnO)+n from atomistic simulations. So far, no
systematic structural searches have been reported in the
literature, to the best of our knowledge, and all studies
on (ZnO)+n have been carried out starting from structures
found in neutral systems. Here we therefore investigated
charged (ZnO)+n , n = {3− 10, 12} for the very first time
using a structure prediction method and present a list of
their putative ground state geometries.

We also studied the potential of forming crystalline
low-density ZnO polymorphs from clusters in a bottom-
up fashion. Since many of the clusters (ZnO)n, n > 8, ex-
hibit cage and tube-like geometries, we hypothesize that
these structural features of voids would carry on to crys-
talline solids when assembled from clusters. To predict
such structural motifs in ZnO, we explored the potential
energy landscape specifically aimed at low-density poly-
morphs, and discovered more than 50 new metastable
ZnO phases with low energies. By carefully analyzing
their structures, we conclude that many cage-like build-
ing blocks are closely linked to the clusters observed in
(ZnO)n and (ZnO)+n , with sizes n < 16.

The manuscript is organization as follows. In section
II we describe the methods used in this work. Sec-
tion III A contains the results on molecular structures
of ZnO, whereas section III B summarizes the results on
low density crystalline polymorphs. Our main findings
and conclusions are discussed in section IV.

II. METHOD

The potential energy landscape of molecular and crys-
talline ZnO was explored with the minima hopping
method (MHM), which implements an efficient structure
prediction algorithm46–49. Consecutive short molecular
dynamics simulations are performed to escape from lo-

cal minima, followed by local geometry relaxations tak-
ing into account the atomic and, for crystalline struc-
tures, cell variables. A combination of the stabilized
quasi Newton minimizer (SQNM)50, the fast inertial
relaxation engine (FIRE)51, and the Broyden-Fletcher-
Goldfarb-Shanno (BFGS)52,53 algorithm are used for the
relaxations. The initial molecular dynamics velocities are
approximately aligned along soft mode directions54 to ex-
ploit the Bell-Evans-Polanyi principle55,56 and accelerate
the search. The predictive power of this approach has
been demonstrated in a wide range of applications57–63.
A modified version of the MHM in the Minhocao pack-
age was used to specifically search for low density ZnO
crystals, where fictitious Lennard-Jones spheres are used
to create voids in the system64.

A prescreening of the energy landscape was performed
using empirical and semi-empirical methods to model the
atomic interactions. On one hand, a density functional
tight binding model was used65 as implemented in the
DFTB+ package together with the Slater-Koster parame-
ters for Zn-containing materials66. On the other hand,
we trained a new artificial neural network potential for
ionic systems based on a charge equilibration scheme
(CENT)42. Symmetry functions are used as the atomic
environment descriptors67. The training data was ob-
tained from electronic structure calculations at the DFT
level. A dataset containing 8000 (ZnO)n clusters with
sizes ranging from n = 16 to 98 was used, resulting in a
CENT potential with an accuracy of 8 meV/atom com-
pared to DFT reference data.

Since a large structural diversity in the reference
data is crucial to generate accurate potentials based on
machine-learning schemes, we took great care in filtering
our training database. Data points were split into two
groups: training and validation. Training data points
were used to fit the neural-network weights during a
training process. Separate validation data points were
used to evaluate the quality of the potentials in dif-
ferent training runs. Among several fits using various
neural network (NN) architectures and several training
runs with different initial random numbers for the NN
weights, we selected the best compromise between small
root-mean-square error (RMSE) and transferability of
the potential for training and validation data sets, re-
sulting in the final architecture denoted by 51-3-3-1, i.e.,
51 symmetry functions, 2 hidden layers, each containing
3 nodes, and the 1-node output layer. In order to avoid
overfitting, all training runs were performed with only
12 epochs. Although no periodic structures were used
for the training process, CENT has proven to be highly
transferable for different systems43. After verifying that
the energetics and geometries of known polymorphs of
ZnO were well reproduced, the CENT potential was used
as a prescreening tool for both molecular and crystalline
systems.

Two different software packages were used for the
DFT calculations to refine the CENT and DFTB re-
sults, and to train CENT. First, we used the ab ini-
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tio molecular simulation package (FHI-aims)68 which
employs a numeric atom centered orbital basis set to
generate the training dataset for the CENT potential.
The Perdew-Burke-Enzerhof (PBE)69 approximation to
the exchange-correlation potential was used both for the
training dataset of CENT and to evaluate the forma-
tion energies. Second, we also used the BigDFT package,
which employs a Daubechies wavelet basis set70,71, to ver-
ify the FHI-aims DFT results. The basis functions were
placed on a grid with a spacing of 0.3 Å, and the norm
conserving GTH-HGH pseudo-potentials72,73 were used
to approximate the core electrons. The final geometries
were relaxed until the maximum force component was
less than 10 meV/Å.

Since semi local functionals are well known to sys-
tematically underestimate the band gaps, the hybrid
PBE074,75 and B3LYP76 functionals were used on top
of the PBE relaxed geometries to obtain the electronic
properties. Additionally, the band gaps were computed
with PBE0 for selected crystalline structures. The band
gap errors compared to PBE was found to lie consistently
within 2.30 ± 0.01 eV, such that a scissor operator was
subsequently used to obtain corrected band gaps where
a rigid shift of 2.30 eV was applied to the conduction
bands.

To evaluate the dynamical stability of the crystalline
structures, phonon calculations were carried out with
the frozen phonon approach as implemented in the
PHONOPY package77. Depending on the unit cell size,
super cells of dimensions up to 4× 4× 4 were used. For
large unit cells, the super cell dimensions were reduced
to lower the computational cost.

III. RESULTS AND DISCUSSION

A. Clusters

1. Neutral

We performed MHM calculations using the CENT
potential for neutral (ZnO)n clusters with n =
{12, 16, 24, 32, 36}, starting from random seed structures.
We chose these medium-sized systems because they have
been extensively studied in the past and provide a bench-
mark system for our newly developed methods. Our re-
sults for the (ZnO)n clusters with n = {12, 16, 24} are
in good agreement with the findings of Al-Sunaidi et
al.41, who used an evolutionary structure prediction algo-
rithm, while for n = 36 our results agree with the reports
by Wang et al.31. In contrast to (ZnO)n clusters with
n < 12, where the ground state structures have ring-like
structural motifs, the larger clusters with n = 12, 16, 24
form perfectly closed cages, which only contain hexagons
and tetragons. In fact, even larger clusters are expected
to form so-called “open cages” containing octagons. The
detailed results for each structure size will be discussed
below.

FIG. 1. Lowest-energy and metastable structures of (ZnO)12,
(ZnO)16 and (ZnO)24. The labels i-j-k indicate the number
of hexagons, tetragons and octagons, respectively. The values
in parentheses represent the symmetries and relative energies
in eV of the configurations, respectively. Yellow (large) and
red (small) spheres denote Zn and O atoms, respectively.

Fig. 1 shows the three lowest energy structures for
(ZnO)12, (ZnO)16 and (ZnO)24, where the labels (i), (ii)
and (iii) denotes the energetic ordering. The global min-
imum (GM) configuration of (ZnO)12 is a sodalite cage
with Th symmetry, consisting of eight hexagons and six
tetragons. Similarly, the GM of (ZnO)16 is a sodalite
cage as well, with Td symmetry (spheroid cage), consist-
ing of twelve hexagons and six tetragons. In fact, these
clusters are the main building block for the crystalline
sodalite structures (SOD and SOD-cub)78,79. The most
stable structure of (ZnO)24 is a tube-like structure with
S8 symmetry, consisting of two octagons, eight squares,
and sixteen hexagons.

For these three systems, n = 12, 16, 24, the structures
of the GM configuration are in agreement with earlier
theoretical results25,41. The stability of these cages can
be explained if we consider the energy differences be-
tween the GM and the second lowest energy configura-
tion, which are 1.242, 0.177 and 0.316 eV for (ZnO)12,
(ZnO)16 and (ZnO)24, respectively. For (ZnO)12, the en-
ergy difference between (ii) and GM is one order of mag-
nitude higher than for n = 16 and 24, which agrees well
with the results in the literature30,41. Due to its high
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FIG. 2. Lowest-energy and metastable structures of (ZnO)32.
The labels i-j-k indicate the number of hexagons, tetragons
and octagons, respectively. The values in parentheses repre-
sent the symmetries and relative energies in eV of the config-
urations, respectively. Yellow (large) and red (small) spheres
denote Zn and O atoms, respectively.

stability, (ZnO)12 is also referred to as a “magic” clus-
ter34, where the GM is fully trigonally coordinated but
the second lowest energy structure (12 (ii)) is not. The
second lowest-energy structure of (ZnO)12 and (ZnO)24
clusters are both distorted cages consisting primarily of
squares, hexagons and octagons. The second and third
lowest-energy structure of the (ZnO)16 cluster are cages
with C3v and S8 symmetry, respectively.

All results presented so far validate earlier studies,
and the success in recovering previously reported low-
energy structures demonstrates that both the CENT po-
tential and the MHM produce results with reliable ac-
curacy. For the (ZnO)32 cluster however we found a
new high-symmetry structure as the lowest-energy con-
figuration which has not yet been reported in the litera-
ture, illustrating the predictive power of our approach.
As shown in panel (i) of Fig. 2, the GM is a tube-
like structure with S8 symmetry, consisting of 24 hexag-
onal, 8 tetragonal and 2 ocatagonal faces. The first
metastable phase, shown in panel (ii), is a nested cage
(ZnO)4@(ZnO)28 with T symmetry, which was recently
predicted by Chen et al.34. A similar nested cage con-
figuration ((ZnO)6@(ZnO)28) for (ZnO)34 has been pro-
posed as the putative ground state by Dmytruk et al.80.
On the other hand, Wang et al.81 predicted closed cage
structures irrespective of the cluster size, resembling our
new, putative ground state for (ZnO)32. These contra-
dictory results indicate that structure prediction strongly
depends on the employed computational framework, and

a thorough exploration of the energy landscape using
complementing methods is called for to cross validate
computational predictions.

2. Ionized

Motivated by the success of our approach on neu-
tral clusters, we decided to apply our method on ion-
ized systems which have not yet been throughly explored
in the past. Experimental mass spectrometric measure-
ments are in general performed on ionized clusters44,45,
but most theoretical studies only consider neutral sys-
tems due to the reduced computational cost. In fact,
the study of charged clusters is also of importance in
solids: when for example zinc oxide clusters are intro-
duced into zeolite frameworks, they become positively
charged, which causes a change in their structures82.
The limited amount of studies on ionized clusters so
far used input geometries from neutral clusters and re-
ranked them according to their energies after removing
one electron28,83, and no systematic structure prediction
calculations have been reported in the literature.

We thus carried out for the very first time a global
structure optimization with the MHM for small charged
clusters (ZnO)+n with n = {3− 10, 12}. According to our
results, the structures and relative stabilities of the ion-
ized (ZnO)+n clusters differ significantly from the neutral
ones in several systems. To verify the energetic ordering
of the charged clusters and to compare with earlier re-
sults in the literature we also computed the contribution
of the vibrational zero point energy (ZPE). Although in-
cluding the ZPE does influence the values of the energy
differences, the energetic ordering was never changed in
any of the systems studied here. Below we discuss the
differences between the neutral and ionized systems for
every cluster size separately, taking also into account the
earlier predictions on the charged clusters in Refs. 44 and
83. The lowest energy structures are shown in Fig. 3 and
Fig. 4 for n = {3− 8} and n = 9, 10, 12, respectively.

For the smallest cluster size (ZnO)+3 , the three low-
est energy structures overall agree with the ones in the
neutral system29. However, the structures (ii) and (iii)
differ from their neutral counterparts in that they are
completely planar when ionized. The change from buck-
led to planar geometry after ionization was also reported
in Ref. 44, but with a reversed energetic ordering of the
zigzag and the 2D structure.

For (ZnO)+4 and (ZnO)+5 , our predictions are in excel-
lent agreement with the results of Koyasu et al.44, and
the energetic ordering of the neutral and ionized clusters
are identical29,34.

For the (ZnO)+6 clusters, the three lowest energy con-
figurations found during our structural search agree with
the ones reported in the literature44. However, the ener-
getic ordering differs significantly. Although our results
agree on the GM structure, the ordering of the two first
metastable isomers is reversed. For this system, we list



5

the energies of the three lowest (ZnO)+6 isomers in Ta-
ble I using different functionals and codes, together with
the results of Koyasu et al., who employed DFT calcula-
tions with the hybrid B3LYP functional44. Independent
of the method, we consistently get the same result that
the tricyclic structure is lower in energy than the tube
structure.

The geometries of the GM and (ii) in (ZnO)+7 agree
with the neutral system29. Our results also agree for
the two lowest energy structure with Koyasu et al.. But
similar to (ZnO)+6 , the next lowest isomer is predict to
be a tube structure by Koyasu et al.. In contrast, we
find a tetracyclic structure to be the third lowest energy
structure (iii), as shown in Fig. 3, which is ranked number
8 in the neutral system (7i in Fig. 1 of Ref. 29).

For the (ZnO)+8 cation the geometries of the three low-
est isomers agree overall with the results of Koyasu et al.,
but the energetic ordering completely differs from our re-
sults (see lowest panels in Fig. 3). Koyasu et al. predicted
that the GM has tube-like geometry, while our calcu-
lations show that the tricyclic isomer is favored. This
isomer is the GM also in the neutral systems29. Surpris-
ingly, the cyclic structure (ii), which is 0.473 eV above the
tricyclic GM in (ZnO)8

29, is merely 0.026 eV above the
GM in our calculations, and therefore almost degenerate
in energy. Hence, the cyclic structure could be found as
a metastable cluster in experiments.

For (ZnO)+9 , our predicted GM configuration differs
from the one reported in Ref. 83. A comparison with the
results of Sunaidi et al.41 shows that the GM however
has the same geometry as a highly metastable cluster of
neutral (ZnO)9, which they refer to as 9 (g) (Fig. 5 of
Ref 41). On the other hand, the putative ground state
structure of neutral (ZnO)9 is only the third lowest struc-
ture for (ZnO)+9 cations, denoted as 9 (iii) in Fig. 4.

Since no theoretical predicted structures have been so
far reported in the literature for systems with n = 10, 12,
we compared our structures solely with the putative GM
of neutral clusters of identical size. The GM for (ZnO)+10
does not appear in the list of the lowest 10 structures in
the work of Sunaidi et al.41 nor in Ref. 29, and we thus
expect that it is completely new. The GM of the neutral
system was found to be the third lowest structure, de-
noted as 10 (iii) in Fig. 4, corresponding to the structure
10 (A) in Fig. 6 of Ref41.

Finally, for the (ZnO)+12 clusters the two lowest isomers
are geometrically identical to the their neutral counter-
parts, as a comparison with Fig. 1 clearly shows, which
is not surprising given the high stability of the GM of
(ZnO)12. Note that the relative stability of the GM com-
pared to the first metastable configuration is however
significantly smaller than in the neutral system. This
destabilization as a consequence of the reduced energy
difference can be attributed to a delocalization of the un-
paired electron over oxygen atoms for the ionized cluster.
The third lowest structure is different from the neutral
counterpart, for which we predict a tube structure.

Overall, our comparison between the neutral and ion-

TABLE I. Relative energies, in eV, of the three lowest energy
configurations of (ZnO)+6 , calculated with the conventional
PBE exchange-correlation functional using two different codes
as well as a with the hybrid B3LYP functional. Whenever
indicated, the ZPE was taken into account.

Method 6(i) 6(ii) 6(iii)
PBE (BigDFT) 0.0 0.977 1.073
PBE (FHI-aims) 0.0 1.089 1.277
PBE+ZPE (FHI-aims) 0.0 1.050 1.236
B3LYP (FHI-aims) 0.0 1.130 1.433
previous results (B3LYP+ZPE)44 0.0 0.670 0.280

ized clusters shows that the ordering of the lowest en-
ergy structures can change significantly for some cluster
sizes. The general trend of ring-shaped GM structures for
n = 1−8 persists in both (ZnO)+n and (ZnO)n. However,
the ordering of the next higher energy configurations dif-
fer even with respect to the results in the literature44,83.
Furthermore, the well studied crossover between ring or
planar 2D structures to 3D structural motifs in neutral
clusters at n = 8 appears to occur at a larger size in ion-
ized clusters. Even at n = 9, the GM and first excited
states are slightly curved, almost flat flakes. The first
truly 3D cage-like GM structure is found in (ZnO)+10.

B. Crystals

Crystalline structures were explored with the fully pe-
riodic version of the MHM. Initially, two complemen-
tary methods were used to prescreen the potential en-
ergy landscape. First, we performed a search specifically
for low density polymorphs by using a modified MHM
approach with fictitious Lennard-Jones (LJ) spheres to
create internal pressure and voids in the system. These
LJ atoms were then removed from the system, similar to
the chemical degassing process used in clathrate materi-
als to get rid of guest atoms in the cage structures64,84,85.
Different stoichiometries (ZnO)xLJy were studied, where
x and y were chosen in the range of x = 8 − 18 and
y = 0−3. Specifically, the following stoichiometries were
used: (ZnO)8LJ0, (ZnO)8LJ1, (ZnO)8LJ2, (ZnO)10LJ2,
(ZnO)12LJ1, (ZnO)12LJ2, (ZnO)14LJ2, (ZnO)16LJ2, and
(ZnO)18LJ3. Second, we employed the same CENT po-
tential as used for the search of new molecular struc-
tures, at the stoichiometries (ZnO)10,(ZnO)12, (ZnO)14,
(ZnO)16 and (ZnO)18. An alternate approach was used
to generate low density polymorphs, namely by perform-
ing the structural searches at negative pressure in the
range of 0.1− 1.0 GPa.

At least two different MHM runs were performed for
each composition, starting from random initial configu-
rations, scanning several thousand distinct local minima.
Before refining the results at the DFT level we carefully
filtered this large amount of data with respect to three
criteria. First, we employed an energy threshold to elim-
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FIG. 3. Lowest energy and metastable structures of (ZnO)+6
and (ZnO)+8 . Values in parentheses represent relative energies
with respect to the GM in eV, without and with taking into
account the ZPE, respectively. Yellow (large) and red (small)
spheres denote Zn and O atoms, respectively.

FIG. 4. Lowest energy and metastable structures of (ZnO)+9 ,
(ZnO)+10 and (ZnO)+12. The labels i-j-k indicate the number
of hexagons, tetragons and octagons, respectively. Values in
parentheses represent relative energies with respect to the GM
in eV, without and with taking into account the ZPE, respec-
tively. Yellow (large) and red (small) spheres denote Zn and
O atoms, respectively.

inate all candidate structures that are higher in energy
than 300 meV/atom above the WZ ground state struc-
ture. Second, we eliminated low-symmetry candidates,
since many of them are essentially defect structures of
perfectly crystalline materials. Finally, structure pre-
diction can result in many duplicates, which were elimi-
nated by comparing the structures based on fingerprint
distances using the gaussian overlap method88. Based on
these filters, a total of 300 candidate structures were used
as starting points of local relaxations using DFT. In total,
57 novel polymorphs were identified, and their structural
features will be discussed in the following section.

1. Structures and properties of ZnO polymorphs

During the structural search we recovered a range
of phases already reported in the literature, a strong
indication that the MHM simulations were well con-
verged. Besides the well known polymorphs like the
WZ and ZB structure, also the BCT18,86 and the so-
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FIG. 5. Structures reported in the literature with their space groups, relative energies in eV/atom and relative atomic volumes
(V/VWZ): (a) 59 − 4 − 280312 type;37 (b) ATV type;37 (c) CAN type;40 (d) ATN type;37 (e) BCT type;86 (f) SOD type;37,86

(g) Graphitic or h-BN type;38 (h) Cubane type;38 (i) SOD-cub type;87 (j) GeP type;38, (k) and (l) are two different polymorphs
of MgO type and five-coordinated87. The black boxes denotes the unit cells.

dalite phases86,87 were found, together with many of
their stacking variants, so called polytypes89,90. Simi-
lar structures have been reported in other binary com-
pounds such as MgO and ZnS systems87,91,92. Further-
more, we discovered a range of low density polymorphs,
such as zeolite frameworks. Many of the previously re-
ported structures in Refs.37,38 were also found, for exam-
ple the 59-4-280312 structure with P21/b21/a2/m sym-
metry37, which is in fact a binary version of Z-carbon58

and merely 16.4 meV/atom higher in energy than WZ
according to our calculations.The structures of all these
polymorphs are shown in Fig. 5 together with their rela-
tive atomic volumes and relative atomic energies. Addi-
tionally, we screened the IZA Database of Zeolite Struc-
tures93 to identify previously reported phases.

Besides all these known polymorphs of ZnO we dis-
covered a plethora of novel low density structures with
three-, four-, five-, or six-coordinated atoms which were

so far not reported in the literature. Structural mo-
tifs leading to the low density are diverse, ranging from
wide 1-dimensional channels which either run in one,
two or three dimensions, can be straight, or even run
in zig-zag lines through the material, and 0-dimensional
cages. In fact, some of these 0D-cages are fundamen-
tal building blocks which are strongly related to sta-
ble and metastable hollow (ZnO)n clusters. Especially
the magic clusters with high-symmetry often serve as
building blocks in low density polymorphs, such as CAN
((ZnO)9), SOD ((ZnO)12) and SOD-cub ((ZnO)16). The
occurrence of these magic clusters as building blocks has
been exploited in previous studies to construct hypo-
thetical crystal structures in a bottom-up approach94,95,
which were also recovered during our structural search.
However, our unconstrained approach uncovered many
more potential building blocks that had not been consid-
ered before. In Fig. 6 all 0D building blocks encountered
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TABLE II. Relation between several building blocks shown
in Fig. 6 and cage structures observed in ZnO clusters. The
building blocks were isolated from the bulk crystals and re-
laxed in vacuum before comparing to the reference cluster
structures. The structure designations from previous studies
are listed in the second column, while the third column lists
the labels used in section III A of the current work whenever
available.

Building block Ref.41 Cluster Cur. Cluster

SOD 12(A) (ZnO)12/(ZnO)+12 (i)
CAN 9(A) (ZnO)+9 (iii)
SOD-cub 16(A) (ZnO)16 (i)
d4r 4(B) (ZnO)+4 (ii)
d6r 6(A) (ZnO)+6 (iii)
d8r 8(B) (ZnO)+8 (iii)
KKA 6(A) (ZnO)+6 (iii)
OOP 8(B) (ZnO)+8 (iii)
ODP 10(N)
PHI 12(H)
BB01 10(C)
BB03 9(A) (ZnO)+9 (iii)
BB04 9(B)
BB07 6(B)
BB14 16(B) (ZnO)16 (ii)
BB15 15(A)
BB18 16(B) (ZnO)16 (ii)

in the novel ZnO phases are listed. The top part (a) con-
tains well known zeolite structures of cations surrounded
by four oxygen anions, and labeled accordingly82. The
bottom set of building blocks in (b) are new, and were
enumerated with labels from BB01 to BB20. To show
which of these building block have been predicted as low-
energy structures in clusters, we compiled a list of several
building blocks in Tab. II together with their correspond-
ing clusters, labeled according to convention in Ref.41.

Fig. 7 shows the structures of the 22 new lowest en-
ergy low density ZnO polymorphs. The polyhedra repre-
sent the cage-like building blocks, which are individually
listed in Fig. 6. For each of the structures, the corre-
sponding space group numbers, relative energies and vol-
umes (V/VWZ) with respect to the ground state Wurtzite
structure are listed in Table III. This data is also pre-
sented in a scatter plot in Fig. 8, showing not only that
almost all structures have lower density than WZ, but
also that many phases have volumes/atom even exceed-
ing a factor of 1.2 with respect to WZ. Table III also lists
the elemental building blocks in the structures. For ex-
ample, the first structure in the list “C01” is composed of
only the AFI and JBW zeolite frameworks, which on their
own are the elemental building blocks of WZ and BZ, re-
spectively. It is thus not surprising that “C01” lies ener-
getically between WZ and ZB. This particular polytype
has not been reported in the literature before and has a
relative energy of merely 3.8 meV/atom and R3̄m sym-
metry, and the phonon calculations show that this phase
is also dynamically stable at ambient conditions (Fig. 9).
In fact, the phonon dispersion of each of the novel phases

FIG. 6. Examples of (a) building blocks for zeolite frame-
works and (b) new building blocks encountered in the new
low density polymorphs.
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TABLE III. Structural data of the new low-density ZnO phases. Column 1 contains our structural label, followed by the space
group in the Hermann-Mauguin notation. Column 3 contains the characterization of the building blocks. Columns 4, 5 and
6 contain the energy per atom and the free energy per atom at 300 K with respect to WZ and the relative volume per atom
respectively. Column 7 contains the shifted PBE band gap. In the last column we lists the coordination of Zn atoms found in
the structures.

Label Space group Building blocks Energy (eV) Free Energy (eV) Vol/VolWZ Gap (eV) Coord.

C01 R3̄m (160) AFI, JBW 0.004 0.020 0.999 2.99 4
C02 Cmc21 (36) KAA 0.020 0.028 1.028 3.05 4
C03 Imm2 (44) AFI, KAA 0.028 0.046 1.015 3.03 4
C04 Aem2 (39) AFI, OOP 0.040 0.059 1.033 3.11 4
C05 C2/m (12) ATS,KAA,BB02 0.040 0.056 1.035 3.08 4
C06 Cmc21 (36) BB03 0.045 0.045 1.068 3.14 4
C07 Cmcm (63) BB04, AFI 0.056 0.057 1.067 3.17 4
C08 Pmn21 (31) BB06, JBW 0.067 0.068 1.068 3.03 4
C09 I4cm (108) OOP 0.072 0.072 1.119 3.24 4
C10 Immm (71) ATS 0.076 0.093 1.162 3.03 4
C11 Fmm2 (42) OOP 0.086 0.086 1.092 3.06 4
C12 Fmm2 (42) AFI 0.091 0.094 1.048 3.16 4, 5
C13 I4/m (87) BB07 0.099 0.101 1.218 3.29 4
C14 Amm2 (38) JBW, ODP 0.117 0.116 1.129 3.15 3, 4, 5
C15 C2/m (12) ATN, 0.117 0.132 1.193 3.32 4
C16 Pc (7) BB08 0.121 0.122 1.048 3.02 4
C17 P21 (4) BB09 0.121 0.121 1.062 3.11 4
C18 R3 (146) BB11 0.126 0.126 1.092 3.08 4
C19 Aem2 (39) JBW 0.126 0.127 1.266 3.22 3, 4
C20 Cm (8) ATS, d6r 0.130 0.144 1.423 3.43 3, 4
C21 Fmm2 (42) OOP 0.132 0.148 1.060 2.84 4
C22 Cm (8) LAU 0.133 0.133 1.225 3.15 3, 4
C23 Pmmm (47) LAU 0.145 0.143 1.113 2.38 4
C24 P63mc (186) SOD 0.151 0.162 1.413 3.60 3, 4
C25 Pm (6) MSO 0.151 0.150 0.956 2.58 4
C26 R3̄m (160) SOD,BB13 0.152 0.153 1.363 2.96 3, 4
C27 I4/mcm (140) d8r 0.153 0.160 0.941 2.96 5, 6
C28 Cm (8) SOD 0.155 0.154 1.205 3.16 3, 4, 5
C29 Cm (8) JBW, chain 0.157 0.155 1.403 3.15 3, 4
C30 Pmc21 (26) BB15 0.157 0.156 1.423 3.64 3, 4
C31 P3m1 (156) BB10 0.159 0.171 1.430 3.62 3, 4
C32 Pmc21 (25) BB18 0.162 0.161 1.135 3.13 4
C33 I4cm (108) chain 0.162 0.165 1.720 3.49 3, 4
C34 Pmc21 (25) chain 0.163 0.162 1.643 3.43 3, 4
C35 Cm (8) BB04, BB06 0.164 0.172 1.184 2.55 3, 4, 5
C36 C2/m (12) d6r, d10r 0.165 0.173 0.952 2.78 5, 6
C37 Cm (8) BB16 0.166 0.166 1.165 2.74 3, 4
C38 Pc (7) chain 0.172 0.171 1.423 3.34 3, 4
C39 C2/m (12) d4r, d8r 0.173 0.181 0.968 2.97 5, 6
C40 C2 (5) chain 0.176 0.174 1.963 3.55 3, 4
C41 Ima2 (46) d16r 0.176 0.175 1.444 3.38 3, 4
C42 I 4̄m2 (119) BB17 0.179 0.178 1.164 2.99 3, 4
C43 Fmmm (69) d8r 0.180 0.183 1.006 2.94 5
C44 Cc (9) BB18 0.183 0.183 1.165 3.21 4, 5
C45 Imm2 (44) BB19 0.183 0.182 1.268 2.78 4
C46 P21 (4) chain 0.184 0.183 1.464 3.28 3, 4
C47 Cc (9) chain 0.186 0.184 1.462 3.40 3, 4
C48 Cm (8) chain 0.187 0.185 1.446 2.24 2, 3, 4, 5
C49 I4mm (107) BB20 0.188 0.194 1.258 3.37 4, 5
C50 P21 (4) chain 0.195 0.194 1.536 3.52 3, 4
C51 Cc (9) chain 0.195 0.195 1.326 3.43 3, 4
C52 Amm2 (38) BB12 0.209 0.207 1.467 3.24 3, 4
C53 P21 (4) chain 0.210 0.209 1.437 3.46 3, 4
C54 Cm (8) BB14 0.211 0.212 1.279 3.12 4
C55 Pmc21 (25) BB04 0.215 0.213 1.259 2.43 3, 4, 5
C56 Ibam (72) d4r, d12r 0.215 0.224 1.130 3.00 5
C57 Imm2 (44) d4r 0.215 0.214 1.384 3.08 3, 4, 5
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FIG. 7. The 22 of the new low energy, low density phases of ZnO, enumerated from C01 to C22. The cage like building blocks
are reporesented with polyhedra, which are shown individually in Fig. 6. Yellow (large) and red (small) spheres denote Zn and
O atoms, respectively.
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was computed using PHONOPY77 to ensure dynamical
stability. No imaginary modes were observed (see Sup-
plemental Materials96), indicating that all structures are
metastable. Very few structures exhibit slightly imagi-
nary acoustic modes near the Γ point, which we however
attribute to numerical noise in the forces arising from the
discrete real space grid employed in FHI-aims97.

We also reinvestigated the graphitic phase of
ZnO, which was predicted through ab intio calcula-
tions18,86,98,99 and subsequently experimentally observed
as thin films on a substrate100. It is well known that only
few layers of this 2D material are viable. However, this
polymorph has been studied extensively in its bulk phase.
Our phonon calculations reveal that graphitic ZnO ex-
hibits imaginary phonons, indicating that it is in fact
dynamically unstable. A local relaxation with a very
tight convergence criterion indeed leads to buckling of

TABLE IV. The band gap values of well-known ZnO bulk
phases evaluated at the PBE and PBE0 levels. Measured
band gaps are provided for comparison.

Type Present Previousa Expt.
PBE PBE0 PBE HSE G0W0

Wurtzite 0.74 3.09 0.73 2.25 3.31 3.44b

Zincblende 0.65 2.97 0.63 2.13 3.18 3.27c

Ideal BCT 0.76 3.10 0.75 2.26 3.41
Sodalite 1.06 3.41 1.05 2.43 3.63
Cubane 1.34 3.63 1.33 2.73 4.00

a Ref.86
b Transmission spectroscopy, Ref.101
c Ref.102

the sheets, and its transformation to the WZ structure.
These finding support the experimental reports that only
few monolayers of graphitic ZnO are stable.

With the phonon calculations at hand, we computed
the free energies within the harmonic approximation to
evaluate the influence of the vibrational entropy on the
phase stabilities. The free energy differences with respect
to WZ at 300 K are plotted in Fig. 8 as yellow squares.
For most phases, the vibrational contribution to the free
energy only slightly affects the stability. However, the en-
ergetic ordering of some of the lowest energy polymorphs
with higher density changes significantly. For example,
the new C01 structure, which is energetically lower than
ZB, has a higher free energy than ZB at elevated temper-
atures (see inset of Fig 8). Nevertheless, this phase could
be synthesized at low temperatures or through epitaxial
growth on an appropriate substrate.
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FIG. 10. Comparison of the shifted PBE (dashed lines) and
the PBE0 electronic band structure (solid lines) for ZB ZnO.
The Fermi level is denoted by the horizontal line.

The electronic band structures and gaps were not
directly computed with the PBE exchange-correlation
functional. Semi-local functionals such as PBE are well
known to underestimate the band gaps. Hybrid func-
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FIG. 12. The top panel shows the band gaps and energies with respect to the ground state structure for all new polymorphs
of ZnO. The bottom panel shows a histogram of the normalized fraction of Zn atoms coordinated with 3, 4, 5 and 6 O atoms
for every polymorph.

tionals like PBE0 on the other hand give more accurate
results, however at a significantly higher computational
cost. Tab. IV summarizes the PBE/PBE0 results for sev-
eral ZnO polymorphs (wurtzite, zinc blende, sodalite and
BCT types), which are in good agreement with previous
experimental101,102 and theoretical86 studies. Based on
this data and the PBE/PBE0 results of several other ZnO
polymorphs we find that the PBE0 band gaps are in av-
erage 2.30 ± 0.01 eV larger than with PBE. This rigid
shift can be also applied to the complete band struc-
ture as shown in Fig. 10 for ZB, where both the valence
and conduction bands of PBE0 are well reproduced by
the shifted PBE bands. Therefore, the reported gaps in
Tab. III are based on shifted PBE calculations. Fig. 11
shows the shifted band structure of WZ, ZB and the new
C01 polytype. C01 is a direct semiconductor with a gap
of 2.99 eV, a value exactly between WZ and ZB. All other
band structures of the new polymorphs are included in
the Supplemental Materials96.

An analysis of the volumes and the band gaps in

Tab. III reveals that larger gaps are often observed in
polymorphs with larger volumes. However, our data
shows only a weak correlation with R2 = 0.262. A simi-
lar effect had been found by Demiroglu et al.40, who ana-
lyzed a dataset of 4-coordinated low density polymorphs
of ZnO with varying pore sizes and observed a strong cor-
relation of the band gaps and the valence band maxima
with pore volumes. In contrast to Demiroglu’s dataset,
which mainly contains 4-coordinated ions with similar
local structural environments, our structures are more
diverse. This difference in the structural motifs of the
configurations can readily explain the observed discrep-
ancy in the magnitude of the correlation.

We also investigated the influence of different Zn coor-
dinations on the thermodynamic stability and electronic
structure of the low-density polymorphs. The last col-
umn in Tab. III contains the coordination numbers ob-
served in each structure. To support our analysis, we
visualized this data in Figure 12, where the top panel
shows the energy difference with respect to the ground
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state and the band gaps, and the lower panel shows a nor-
malized histogram of the Zn coordination numbers. The
first striking trend that we notice in Figure 12 is that
the lowest energy phases from C01 up to C11 only con-
tain four-fold coordinated atoms, and at the same time
the band gaps fluctuate very little and lie consistently
around a value of slightly above 3 eV. This behavior is not
surprising since bonding angles close to the ideal tetrahe-
dral geometry imposes minimal structural strain. Also,
the small fluctuations in the gap energies agree with the
weak correlation of the gaps with respect to changes in
volume that we found earlier. For higher energy struc-
tures however, small fractions of 3-, 5-, and even 6-
coordinated Zn start to emerge. At the same time, the
band gaps begin to fluctuate strongly, reaching values as
low as 2.38 eV and 2.43 eV for C23 and C55, respectively,
and as high as 3.64 eV for C30. Surprisingly, while the
C23 phase is composed of purely 4-coordinated atoms,
both C30 and C55 contain fractions of 3-coordinated
and even 5-coordinated atoms. For structures with high
energies, the fraction of 4-coordinated atoms decreases
overall, e.g. the two phases C43 and C56 purely con-
tain 5-coordinated atoms in square pyramidal and trig-
onal bipyramidal geometries. This trend shows that, al-
though tetrahedral geometries are overall favored ener-
getically, a controlled tuning of the coordination geome-
tries in metastable phases could be used to engineer the
electronic structure of low-density ZnO materials.

IV. CONCLUSION

In summary, we carried out an extensive search for
ZnO nano clusters and low density crystalline structures
with the minima hopping structure prediction method.
A new CENT potential was specifically trained for this
task to prescreen the potential energy landscape at a
fraction of the computational cost compared to ab ini-
tio methods. The final results were refined at higher
accuracy using different flavors of DFT, leading to the
reliable prediction of several new forms of ZnO. For the
(ZnO)32 clusters we discovered a novel putative ground

state structure with a tube-like geometry. For small ion-
ized ZnO clusters we performed structural searches for
(ZnO)+n with n = {3 − 10, 12}, the very first of its kind
according to our knowledge. Our results indicate that
considerable differences in geometry and energetic order-
ing emerge between neutral and ionized ZnO clusters.
Based on our results, we conclude that the transition
from planar and ring structures to 3D cages occurs at
larger cluster sizes than in the neutral system.

Since hollow cage-like geometries are frequently ob-
served in clusters, we performed structural searches
specifically aimed at low-density crystalline phases of
ZnO, leading to the discovery of 57 novel low density
ZnO polymorphs. Many of these phases are composed
of cage-like building blocks, some of which have been re-
ported here for the very first time. Our topological anal-
ysis shows that many of the building blocks in these low-
density phases are indeed found in small clusters (ZnO)n
with sizes ranging from n = 4 to n = 16. Since these
voids are large enough to accommodate guest atoms, the
materials properties could be tuned by trapping different
atomic species in the voids for various potential applica-
tions.
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