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Because of their universal nature, Fano fluctuations are expected to influence the response of
superconducting nanowire single-photon detectors (SNSPDs). We predict that photon counting rate
(PCR) as a function of bias current (IB) in SNSPDs is described by an integral over a transverse
coordinate-dependent complementary error function. Fano fluctuations in the amount of energy
deposited into the electronic system contribute to the finite width of this error function, ∆IB . The
local response of an SNSPD can also affect this width: the location of the initial photon absorption
site across the width of the wire can impact the probability of vortex-antivortex unbinding and
vortex entry from the edges. In narrow-nanowire SNSPDs, the local responses are uniform, and Fano
fluctuations dominate ∆IB . We demonstrate good agreement between theory and experiments for
a series of bath temperatures and photon energies in narrow-wire WSi SNSPDs. In a wide-nanowire
device, the strong local dependence will introduce a finite width to the PCR curve, but with sharp
cusps. We show how Fano fluctuations can smooth these features to produce theoretical curves that
better match experimental data. We also show that the time-resolved hotspot relaxation curves
predicted by Fano fluctuations match the previously measured Lorentzian shapes (except for their
tails) over the entire range of bias currents investigated experimentally.

I. INTRODUCTION

The conversion of light into detectable excitations
constitutes the key process in photodetection. Under-
standing energy flow and relaxation pathways is highly
relevant in a wide variety of devices, from traditional
scintillators1 to new graphene-based materials2,3. The
efficiency of detection depends on the competition be-
tween multiple energy flow pathways.

Fano fluctuations describe variations in the number
of charge carriers generated in a single-particle or single-
photon sensor. Upon impact with a particle or absorp-
tion of a photon, energy is deposited in the sensor. This
energy is partitioned between charged and neutral ele-
mentary excitations, for example between electrons and
phonons. Fano fluctuations are caused by the branching
processes and result in variations in the fraction of energy
deposited in each system. Fano fluctuations are known
to determine the theoretical limit of spectral resolution
of many types of spectrometers, and are a limiting factor
in the noise characteristics of CCDs and CMOS image
sensors4,5, as well as superconductor sensors such as su-
perconducting tunnel junctions and microwave kinetic in-
ductance detectors6–8. Fano fluctuations may also be sig-
nificant in sensors lacking an energy gap in the spectrum
of elementary excitations, for example in superconduct-
ing transition edge microcalorimeters grown on a solid
substrate9–11 and magnetic microcalorimeters12,13. The
relevant parameter of the detector material is the Fano
factor, which quantifies the branching variance: a smaller
factor indicates better resolving power.

To date, the role of Fano fluctuations in SNSPDs
has not been discussed in the literature, likely because

it was viewed as irrelevant. It has generally been as-
sumed that an ideal SNSPD should exhibit sharp spec-
tral and current thresholds for photodetection, charac-
terized by a step function in detection efficiency when
plotted as a function of bias current14. The broadening
of this step function into the sigmoidal shape observed in
experiments has been attributed to inhomogeneities in
nanowire width or thickness, or to variations in the posi-
tion of the photon absorption site. This latter variation
affects the competing probabilities of vortex entry at the
edge of the wire and unbinding of vortex-antivortex pairs
away from the edge15–23.

Here, we present a study of the influence of Fano
fluctuations on the current and spectral dependence of
the detection efficiency of SNSPDs. We show that a sig-
moidal shape is expected even in the absence of these in-
homogeneities. The energy deposited into the electronic
system by monochromatic photons fluctuates about the
mean value due to the partition between quasiparticles
(QP) and phonons. This occurs during energy down-
conversion, with a variance given by the Fano factor.
We show that photon counting rate vs. bias current
in SNSPDs in general is described by an integral over
a transverse coordinate-dependent complementary error
function with a width ∆IB determined by the variance
of Fano fluctuations.
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FIG. 1: Schematic picture of photoelectron-hole energy down-
conversion cascade in a metal.

II. FANO FLUCTUATIONS IN SNSPDS

A. Energy down-conversion cascade

We start by describing the first moments following
the absorption of a photon in the SNSPD. We use the
picture of energy down-conversion developed in our early
work24 for thick and clean films. In contrast, the electron
elastic mean free paths in the typical thin (∼5 nm thick)
disordered films used for SNSPDs are more than three
orders of magnitude smaller than in the ∼300-600 nm-
thick films used in superconducting tunnel junctions or
superconducting transition edge sensors. Although the
essential picture of down-conversion remains conceptu-
ally the same, the disorder in thin (2D) films strongly in-
fluences electron-electron, electron-phonon and phonon-
electron scattering, affecting at least some of the essential
energy thresholds and time scales. Fig.1 schematically
illustrates the evolving energy down-conversion cascade
following the absorption of a visible or infrared photon.
At t = 0, a photon is absorbed and an electron-hole pair
is generated. The sum of electron and hole energies is
equal to the photon energy, Eλ. On average, assuming
the electron density of states is constant near the Fermi
energy EF on the scale Eλ � EF , half this energy is
given to the electron and half to the hole.

The energy and time scales in Fig.1 illustrate ab-
sorption of a visible photon. There are several charac-
teristic energy thresholds describing the energy down-
conversion cascade. Eλ corresponds to the maximum
energy of electronic (electron or hole) excitations. The
primary electronic excitations relax by interacting with
other electrons via electron-electron scattering (at a rate
τ−1
ee (ε) ∝ ε2) or by emitting phonons (electron-phonon

interaction at a rate τ−1
ep (ε)). Both rates depend on the

electron energy, ε.
Early on, when the excitation energy is still much

greater than the Debye energy (ΩD), electron-electron
scattering dominates the relaxation, whereas τep main-
tains the constant value τs for all ε > ΩD. Very quickly,
the electron loses enough energy to reach the threshold
energy E1, at which the two rates are equal: τee(E1) =

FIG. 2: Calculated electron-electron, τ−1
ee , electron-phonon,

τ−1
ep , and phonon-electron, τ−1

pe , scattering rates vs excita-
tion energy in WSi and NbN. Each rate is normalized to the
characteristic time τ0 of the corresponding material, and en-
ergy is shown in units of the material’s critical temperature
TC . Above the threshold energy Ω1 (and below E∗

1 ), phonon
emission dominates energy loss. Below Ω1, electron-electron
scattering and phonon absorption dominate. The Debye en-
ergy, ΩD, is at the right edge of each plot, while the other
thresholds, E1 and E∗

1 , occur at much higher energies (not
shown).

τep(E1) = τs. Below E1, which is typically close to 1
eV24, the phonon emission rate becomes higher than the
electron-electron scattering rate. Nonetheless the latter
still controls energy relaxation, because the maximum en-
ergy lost per phonon emitted is limited to ∼ ΩD, whereas
an electron can lose a substantial fraction of its energy
upon scattering with another electron.

As each electron loses energy, eventually τ−1
ee slows

down enough, and the energy lost per electron-electron
scattering event becomes small enough, that electron-
phonon interactions start to dominate energy loss. The
threshold energy at which this crossover occurs is called
E∗1 . The phonon-dominated stage that starts below E∗1
lasts until the mean energies of interacting electrons
and phonons reach the lower threshold, Ω1. This latter
threshold is defined as the energy at which τ−1

ep (Ω1) =

τ−1
pe (Ω1) + τ−1

ee (Ω1), where τ−1
pe is the phonon absorption

rate. This second crossover energy is illustrated in Fig.2,
which plots characteristic relaxation times in WSi and
NbN as a function of quasiparticle energy calculated from
the Fermi energy for energies up to the Debye energies
(∼ 100TC in WSi, ∼ 40TC in NbN).

Below Ω1 (which is usually� ΩD), electron-electron
and phonon-electron interactions in the disordered film
gain control over relaxation. As Fig.2 shows, this hap-
pens because the phonon emission rate τ−1

ep (ε) for ε < ΩD
decreases with energy faster than the rate of electron-
electron scattering τ−1

e (ε) (which is now dominated by
interactions with small momentum transfer due to strong
elastic scattering of electrons in a disordered film) and
phonon absorption rate τ−1

pe (ε).
Each characteristic time plotted in Fig.2 is the life-

time of a single excited state (scattering-out time) de-
scribing relaxation of a test particle, considering transi-
tions to all possible final states. The electron-electron
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scattering time as a function of energy was calculated
from Altshuler and Aronov’s formula for a disordered
2D normal metal25, while electron-phonon and phonon-
electron scattering times were taken from Chang26. Note
that the expressions for electron-phonon and phonon-
electron times were taken neglecting vertex renormali-
sation by strong disorder, which is valid for the range
of energies εl/h̄c ≥ 1, where l is the elastic mean free
path for electrons and c is the sound velocity27,28. This
inequality holds true for higher energies, while at lower
energies, close to Ω1, the role of disorder becomes im-
portant. The characteristic time τ0 entering the expres-
sions for electron-phonon and phonon-electron scattering
times depends on the electron-phonon coupling strength
and is taken for WSi and NbN to be 5-10 and 0.3-0.6
ns, respectively. These numbers fall into the expected
range for the pure metal limit. They are consistent with
the magnitudes of the Debye energies and critical tem-
peratures of NbN and WSi and with the median values
for the effective coupling strengths29. As follows from
Fig.2, in both NbN and WSi the electron-phonon interac-
tion dominates down-conversion over a significant range
of energies. This means that the loss of high-frequency,
non-equilibrium (athermal) phonons from the thin film,
with thickness comparable to phonon mean free paths,
may be significant.

Between E1 and Ω1, by definition τee(ε) > τs. The
energy relaxation time for the initial electron-hole pair
due to electron-electron interactions with electrons of the
Fermi distribution at equilibrium is longer than τee(ε).
The energy relaxation time can be roughly estimated
from the expression:25

1

τee
(ε) ∝

∫ ε

0

dω

∫ ω

0

dε′
∫ ∞

0

dqq2Wq
1

qVF

ε̇ ∝
∫ ε

0

dωω

∫ ω

0

dε′
∫ ∞

0

dqq2Wq
1

qVF

ε̇ = −2

3

ε

τee(ε)
(1)

where ω and q are the energy and momentum transfer
at the collision, ε′ is the energy of a particle the electron
collides with, Wq is the matrix element describing the
interaction, and VF is the Fermi velocity. Solving the
last equation yields

ε(t)

ε0
=

[
1 +

4

3

t

τee(ε0)

]−1/2

, (2)

where ε0 = ε(0). Equation (2) predicts that an electron
with energy ε loses half that energy in a time 9

4τee(ε). By
comparison, losing the same amount of energy due to se-
quential emission of phonons takes ∼ (ε/2ΩD)τs. By def-
inition, these two times are equal at the threshold energy

E∗1 = E1

(
9

2

ΩD
E1

)1/3

. This assumes the e-e scattering

close to E∗1 is dominated by large momentum transfer,
which is true provided that τ−1

ee (ε) from Fig.2 extrapo-
lated to E∗1 (according to a linear law) remains smaller

than the inelastic scattering rate. Thus, disorder does
not affect the threshold E∗1 if (E∗1/ΩD)

2 ≤ 2τee(ΩD)/τs
(recall that τep(ΩD) = τs). As seen in Fig.2, this condi-
tion is fulfilled for WSi. For NbN, the effect of disorder on
the threshold E∗1 is stronger, pushing E∗1 towards some-
what lower values. In all situations where E∗1 � ΩD,
electron-phonon scattering is the dominant mechanism
of electron/hole energy relaxation for the range of ener-
gies Ω1 < ε < E∗1 .

With E1 ∼ 1 eV and ΩD ∼ 30 meV, we obtain
E∗1 ∼ 500 meV for typical materials. When ε is close
to E∗1 , subsequent cooling proceeds mostly via sequential
emission of phonons. Since the characteristic values for
τs are tens of femtoseconds, unless the materials have a
small Debye energy, cooling from 500 meV down to ΩD
will last a fraction of a picosecond. By the end of this
cooling, which completes before the lifespan of the first
emitted phonons, most of the photon energy has been
transferred to high energy (Debye) phonons. It is con-
venient to consider this highly non-equilibrium state as
the natural initial condition for the subsequent evolution
of interacting quasiparticles and phonons. In Fig.1 this
condition is called a phonon bubble.

To summarize, upon absorption, all the photon
energy is transferred to one electron-hole pair. Ini-
tially, electron-electron interactions dominate the down-
conversion, and this energy is quickly redistributed to a
large number of electronic excitations (for Eλ � E∗1 ).
Below the threshold energy E∗1 , phonon emission dom-
inates the relaxation, and most of the energy is trans-
ferred to phonons, creating a “phonon bubble.” The re-
sulting phonon-controlled stage evolves via several down-
converting generations of vibrational excitations until
the next energy threshold, Ω1, is reached. Below Ω1,
electron-electron scattering and phonon absorption dom-
inate over phonon emission, and energy is quickly trans-
ferred back to the electronic system. The subsequent
electron-controlled stage then evolves by redistributing
this energy within the electronic system until reaching
a quasi-equilibrium, described by the temperature Te.
Fig.1 illustrates typical times when these thresholds are
reached.

B. Hot belt formation

Upon completion of the down-conversion cascade de-
scribed in the previous section, a fraction of the pho-
ton energy, E < Eλ, remains in the electronic system
and a hotspot is created24. For a thin, narrow wire,
we assume the hotspot spans the width of the wire, W ,
forming a hot belt30,31. This hot belt occupies a vol-
ume VHS = WLHSd, where LHS ≥ W is the hotspot
length along the wire and d is the wire thickness. In
this situation, LHS can be determined in tomography
experiments30. We assume that after completion of the
cascade, the quasiparticle distribution is thermalized, ow-
ing to a strong electron-electron interaction in the dis-
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ordered nanowire. Therefore, we assume that after the
absorption of a photon, the QP temperature instantly in-
creases from the bath temperature, Tb, to the excitation
temperature, Tex. The hotspot excitation temperature is
determined from the thermal balance

EHS(IB , Tex, B)− EHS(IB , Tb, B) =

∫ Tex

Tb

dT ′

C(T ′, IB , B) = EQPHS (IB , Tex, B)− EQPHS (IB , Tb, B) +

2N(0)VHSkB

∫ ∞
−∞

dξ

∫ T−1
b

T−1
ex

dβ
1

exp(βε) + 1

∂ε

∂β
= E (3)

where EHS(IB , T, B) is the internal energy of the
hotspot, C(T, IB , B) is the electronic specific heat of
the superconducting wire as a function of tempera-
ture, current and magnetic field, N(0) is the normal
state density of states at the Fermi level per spin, ε =√
ξ2 + ∆2(IB , T, B) is the quasiparticle energy, ∆ is the

order parameter in the current-carrying nanowire, B is
the external magnetic field and E the actual amount of
energy deposited in the electronic system. The energy of
quasiparticle distribution in the hotspot is

EQPHS (IB , T, B) = 4N(0)VHS

∫ ∞
0

dε
ερ(ε, IB , T, B)

exp (ε/T ) + 1
(4)

Here ρ(ε, T, IB , B) is the density of states within the
hotspot in units of N(0). The dependencies on bias cur-
rent IB , temperature T and magnetic field B originate
from the pair-breaking energy and the order parameter
being functions of T , IB and B. The last term in the
expression (3) originates from the dependence of QP dis-
persion relations in the hotspot on temperature.

In an ideal SNSPD there is a count event every time
the energy E exceeds the threshold E∗, determined from

EHS(IB , Tb, B) + E∗ = EHS(IB , Ts, B) (5)

where Ts is the temperature at which the hotspot under-
goes a transition from the superconducting to the normal
state. This temperature depends on bias current and ex-
ternal magnetic field; for a narrow wire, it can be found
using the solution of the Usadel equation for density of
states32 and the dependence of the order parameter on
current, temperature and magnetic field30,31,33,34.

In wider wires, the characteristic shape of a hotspot
is more complicated. If the photon absorption site is
far from the edge of the wire, then the hotspot can
be cylindrical. If its radius, RHS , is smaller than half
the wire width, W > 2RHS � d, the hotspot will not
span the width of the wire, and its creation will re-
sult in a current density redistribution. The details of
this redistribution will depend on the location of the ab-
sorption site, described by the lateral coordinate y. In
very thick wires, the hotspot may be spherical (or close
to semi-spherical for shallow absorption), with a radius
RHS � min{d,W}, and the geometry of current redis-
tribution becomes three-dimensional.

In wide, thin nanowires, the change in the current
flow facilitates vortex entry at the edges of the nanowire
or unbinding of vortex-antivortex pairs. In this situation,
Fano fluctuations result in supercurrent density fluctua-
tions, and their description becomes more complicated.
The fluctuating order parameter, current density and
temperature in the hotspot become dependent on the co-
ordinate of the absorption site and are connected through
a more complicated relation. The coordinate-dependent
detection current, Idet(y,E, Tb, B) is introduced through
the appropriate simulation16,19, and the implicit condi-
tion for the E∗ threshold to trigger the detection click
can be written as

IB = Idet(y, T
∗, Tb, B) = Idet(y,E

∗, Tb, B) (6)

where T ∗ = T (E∗) is the threshold temperature of the
hotspot corresponding to energy deposition E∗.

C. Modeling Fano fluctuations

Fano fluctuations have been well studied in other
types of superconducting sensors such as supercon-
ducting tunnel junctions and superconducting transi-
tion edge microcalorimeters. Following the absorption
of monochromatic photons (at soft x-ray energies and
below), pulse height spectra distributions in these de-
vices are close to ideal Gaussians. This reflects the large
number of quasiparticles generated and small statistical
fluctuations8,9. For this reason, we choose to model Fano
fluctuations in SNSPDs as a normalized Gaussian prob-
ability distribution describing energy deposition into the
electronic system:

P (E) =
1√
2πσ

exp

[
− (E − Ē)2

2σ2

]
. (7)

The distribution is centered around a mean value Ē =
χ̄Eλ, where χ̄ is the average value of the photon yield,
defined as χ = E/Eλ, the ratio of the energy deposited
in the hotspot after the absorption of a photon (E) to
the photon energy (Eλ). The full width at half maxi-

mum of the distribution P (E) is 2
√

2 ln 2σ, where σ is
the variance.

Since a count occurs when E ≥ E∗, simple integra-
tion yields the normalized PCR for a narrow wire in the
form

PCRNW =

∫ ∞
E∗

dEP (E) =
1

2
erfc

(
E∗ − Ē√

2σ

)
=

1

2
erfc

[
EHS(IB , Ts, B)− EHS(IB , Tb, B)− Ē√

2σ

]
(8)

For a wide wire, a photon count occurs if the
bias current exceeds the minimum detection current,
which is a function of the coordinate y across the wire
and depends on hotspot temperature (deposited energy),
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bath temperature, magnetic field and photon wavelength:
Idet (y, T (E), Tb, B) = Idet (y,E, Tb, B). In this situation

PCRWW =
∫∞

0
dEP (E)

1

W

∫ W/2

−W/2
dyΘ [IB−

Idet (y,E, Tb, B)] =
∫∞

0
dEP (E)w (E, Tb, B) =

1

W

∫ W/2

−W/2
dy erfc

[
IB − Idet (y, χ̄Eλ, Tb, B)√

2σI ′det (y, χ̄Eλ, Tb, B)

]
(9)

where Θ(x) is the Heaviside function, w (E, Tb, B) is the
fraction of the wire width where generation of a vortex
results in formation of a normal domain across the wire,
and I ′det (y, χ̄Eλ, Tb, B) = ∂Idet (y,E, Tb, B) /∂E|E=χ̄Eλ

Note that our model assumes a uniform spatial pro-
file of absorption sites across the wire, which is obviously
an over-simplification. The absorption probability can
change near the edge of a nanowire, and this change will
depend on the polarization of the incident photon. In a
more complete treatment, Eq. (9) could be modified to
account for this.

The total variance due to Fano fluctuations is de-
termined from two statistically independent processes as
σ2 = σ2

1 + σ2
2 . Following photon absorption, a rapid pro-

cess of energy down-conversion is initiated, engaging nu-
merous electronic and phonon excitations. Phonons can
be divided into two groups. Non-pair-breaking phonons
with energy h̄Ω smaller than twice the order parameter
2∆ are decoupled from the condensate and can only be
reabsorbed by excited QPs. In thin films, we neglect
reabsorption, assuming the re-absorption time to be con-
siderably longer than their escape into a substrate or
thermalization time. In contrast, higher-energy phonons
can break Cooper pairs and exchange energy with the
electronic system. In a bulk superconductor, if the dis-
tance from the absorption site to the escape interface far
exceeds the phonon mean free path, none of the pair-
braking phonons escapes into the thermal bath before
QPs thermalise.

By the end of down-conversion, the energy of a pho-
ton splits between QPs and non-pair-breaking phonons.
σ1 describes statistical fluctuations of E originating from
fluctuations in the number of pair-breaking phonons
under the assumption that none of the pair-breaking
phonons from the down-conversion cascade escapes. It
can be written σ2

1 = FεEλ, where 2ε is the mean energy
necessary to generate one pair of QPs. The Fano factor in
most superconductors is F ' 0.2.6,7 In superconducting
films with thickness comparable to the mean free path
of pair-breaking phonons, some of the highly energetic
(athermal) phonons will escape. Thus, Eλ is replaced by
E′ = (1 − χa)Eλ, where we introduce 0 < χa < 1 to
account for the average fraction of athermal phonons es-
caping from the nanowire prior to the random partition
of energy between QPs and non-pair-breaking phonons.
In this more general case, σ2

1 = Fε(1− χa)Eλ.
Energy loss from the film due to escaping athermal

phonons is a random process, depending on the mean free

path of each phonon and the probability of transmission
into the substrate. This results in a second independent
contribution to the variance, σ2

2 = J(Eλ)εEλ, which we
refer to as phonon down-conversion noise10,11,35. Note
that J describes fluctuations in χa. If all athermal
phonons are re-absorbed in the film, which is the case
for thick films illuminated from the top, then χa = 0
and σ2 = 0 and the variance due to Fano fluctuations
is simply σ2 = FεEλ. In thin films, by contrast, accu-
rate determination of the Fano factor J(Eλ) is not an
easy problem. It involves evaluation of statistical fluc-
tuations of loss from successive generations of athermal
phonons, which are part of an evolving distribution dur-
ing the down-conversion process. We may, however, de-
rive the lower limit to J(Eλ) by ignoring contributions
from lower-energy, longer-lived phonons from later gener-
ations. Although these later-generation phonons account
for the majority of energy loss, they do not contribute
substantially to fluctuations in energy loss: as the num-
ber of phonons increases, the mean energy per phonon
decreases, leading to smaller fluctuations in energy loss.
As a result, we take J(Eλ) ≈ J1(Eλ), where the super-
script 1 signifies that the latter quantity contains con-
tributions only from phonons of the first generation, the
phonon bubble.

In a thin film, photons are absorbed homogeneously
through the depth of the film, and, similarly, first-
generation phonons are also homogeneously generated as
the energetic photoelectron or hole performs a random
walk in the film. In the thin-film limit (d→ 0) the Fano-
factor J1(Eλ) does not depend on photon energy and can
be written in the form35

J1 = 2
ΩD
ε

lpe,D
d

∫ 1

cos(θc)

dξξη(ξ)

{
1

4

(
lpe,D
d

)4

−

∫ d/lpe,Dξ

0

dxx3

[
e−x +

1

2
η(ξ) sin2(θc/2)

(
1− e−2x

)]}
(10)

Here θc is the angle of total internal reflection; phonons
that impinge the escape interface at larger angles stay in-
side the plane parallel film until they undergo scattering-
assisted conversion and move at smaller angles θ < θc.
η is the phonon transmission coefficient through the in-
terface with the substrate for incidence below the critical
angle and lpe,D is the mean free path of Debye phonons
with respect to absorption by electrons. In addition, ΩD
is the dominant phonon energy in the phonon bubble;
lpe,D/d is the probability of survival until reaching the es-
cape interface; and the inner integral denotes an average
of phonon contributions over the distribution, accounting
for their probabilities to reach the interface depending on
energy and angle of incidence.

Equation (10) reflects that the variance in the num-
ber of phonons emitted into the critical cone from any
energy interval follows a binomial distribution, where the
contributions from phonons of different energies are sta-
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tistically independent. The total variance is the inte-
gral over contributions from individual groups of phonons
from the flat distribution of first-generation phonons.
Note that a binomial distribution is close to the normal
distribution in Eq. (7) under the assumption of large
phonon numbers in each energy interval. Thus, integra-
tion over the spectrum works well for phonons of later
generations. For first-generation phonons it works for
the dominant phonon group with energies close to the
Debye energy. The second integral in Eq. (10) is an
approximation of the dominant phonon contribution.

The total variance due to Fano noise can be written

σ2 = σ2
1 + σ2

2 = FeffεEλ, (11)

where the effective Fano factor is

Feff = F (1− χa) + J1. (12)

Our estimate of Feff relies on using the simplest model
(Debye) of one phonon mode with a linear dispersion
relation. For phonons of the first few generations, εl/h̄c ≥
1, and our estimate of J1 is not affected by disorder.
Given these approximations, this estimate provides only
a rough indication of the magnitude of the effect.

In the next section, we compare our simulation with
experiments on WSi SNSPDs, using Feff as a fitting pa-
rameter. Because of the large acoustic mismatch between
WSi and the SiO2 substrate, even for normal incidence
we have η ≤ 0.5. Taking η = 0.5 for WSi on an amo-
prphous SiO2 substrate we obtain 1.0 ≤ J1 ≤ 1.5 for
5 ≤ τ0 ≤ 10 ns. For NbN on SiO2, a similar calcu-
lation yields 0.8 ≤ J1 ≤ 1.0 for 0.5 ≤ τ0 ≤ 1.0 ns.
With these estimates, we conclude that phonon down-
conversion noise dominates Fano fluctuations (σ2 � σ1)
and Feff ≈ J1. This is not surprising, because the fluc-
tuations in the number of phonons falling within the es-
cape cone and the fluctuations of the ultimate number of
quasiparticles are both proportional to the square root
of the respective mean numbers. Fluctuations for ather-
mal phonons are strong, partly because of their large
energies and hence smaller numbers, but more impor-
tantly because only a significantly smaller fraction of all
athermal phonons (those within the escape cone) con-
tribute to fluctuations in the energy loss. Subsequent
phonon generations also contribute to fluctuations, in-
creasing σ2, although each subsequent contribution be-
comes smaller, because the number of phonons doubles
in each subsequent generation. Thus, even if we over-
estimated J1, there is still an extra contribution from
lower-energy phonons, and σ2 � σ1. Because we cannot
provide credible estimates for contributions to the overall
variance from later phonon generations, we will use Feff
as a fitting parameter. The likely range of variation of
Feff must be consistent with our estimate for J1.

D. The effect of Fano fluctuations on the shape of
PCR curves in narrow, homogeneous SNSPDs

The shape of a PCR curve vs bias current at fixed
values of Tb, λ and B is affected by the bias depen-
dence of the energy terms in Eq. (8): E(IB , Ts, B) −
E(IB , Tb, B) − Ē. In addition, both σ1 and σ2 depend
on bias current: σ1 depends on the order parameter
at the critical point ∆s, while contributions to σ2 from
phonons of later generations may weakly depend on the
threshold energy Ω1, because both ∆s and Ω1 depend
on IB . We define the cutoff current of the SNSPD
at a fixed wavelength, bath temperature, and magnetic
field, Ico(λ, Tb, B), as the inflection point of the PCR
vs IB curve and use the approximation E(IB , Ts, B) −
E(IB , Tb, B) − Ē ≈ (IB − Ico(λ, Tb, B))/α(IB , λ, Tb, B)
to obtain

PCR =
1

2
erfc

[
IB − Ico(λ, Tb, B)√

2σ(IB , λ, Tb, B)α(IB , λ, Tb, B)

]
(13)

This is a modification of Eq.(9) for the case of a narrow
wire with a detection current that does not depend on y-
coordinate across the wire. If the width of the PCR
curve is narrow relative to the de-pairing current, we
may keep only the first term in a series expansion of
E(IB , Ts, B) − E(IB , Tb, B) − Ē, effectively assuming σ
and α are independent of bias current. Deviations of
PCR from an ideal complimentary error function thus
reflect either specific features of Fano fluctuations in the
current-carrying superconducting nanowire (through σ)
or a strong non-linearity of the SNSPD response (through
α).

The slope of the PCR curve at Ico is determined by
the product of σ and α and can be affected by changes
in photon energy, bath temperature or applied magnetic
field. As seen in Eq.(11), an increase in Eλ alone, with
all else being equal, would increase σ, resulting in a more
gradual slope in the PCR vs. IB curve at Ico. However,
changing the photon energy can also change Feff , ε and
α.

In other superconducting sensors with no significant
disorder, such as superconducting tunnel junctions and
many types of microwave kinetic inductance detectors, ε
is typically a constant. In these other detectors, the tem-
perature of the hotspot does not rise close to the critical
temperature TC even for rather large photon energies of
a few eV—or even a few keV, depending on device de-
sign. The transport current is small compared to the
de-pairing current and the order parameter stays close
to its value at zero current and temperature, ∆(0, 0).
Therefore, the energy required to generate a pair of quasi-
particles is constant during the downconversion process:
ε = 1.75∆(0, 0).

The situation in a strongly disordered, current-
carrying nanowire is quite different. Before and just af-
ter photon absorption, the order parameter at a given
bias current IB and bath temperature TB is ∆(IB , TB),
which is smaller than ∆(0, 0) (depending mostly on the
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value of the bias current if bath temperature is not
too close to TC). As down-conversion progresses, the
hotspot temperature T increases, reducing the order
parameter—and hence the energy required to generate a
quasiparticle pair. As a result, some low-energy phonons
emitted shortly after photon absorption do not initially
have enough energy to generate quasiparticles. If these
phonons survive and remain in the superconducting film
long enough, eventually ∆(IB , T ) is reduced to the point
that these early-generation phonons gain pair-breaking
capability. This happens if down-conversion and ther-
malization times are faster than the phonon escape time
from the film.

As the hotspot temperature approaches the criti-
cal value Ts, the order parameter remains nonzero, and
ε asymptotically approaches a much lower value ε →
1.75∆(IB , Ts) < 1.75∆(IB , TB). If the cutoff current
shifts to a lower value (because of increasing photon en-
ergy or bath temperature, for example), then Ts will in-
crease and ε will decrease resulting in a steeper slope in
the PCR vs. IB curve at Ico.

As discussed in the previous section, in WSi
nanowires, Feff is dominated by J1, which is not ex-
pected to depend strongly on Eλ or Tb. In larger-gap
NbN, by contrast, σ1 is more likely to be large enough
that changes in the Fano factor F could influence Feff .
Unfortunately, the only available estimates for F were
obtained by Monte-Carlo simulations in the absence of
transport current6,7. As T approaches Ts, smearing of
the quasiparticle density of states in a current-carrying
wire becomes quite substantial. The distribution of non-
equilibrium quasiparticles over the interval ∆ ≤ ε ≤ 3∆
becomes flatter, and F (being proportional to the vari-
ance of their energy) is likely to increase its contribution
to Feff .

The other factor, α, depends more
strongly on IB , because it is determined by
a highly non-linear function of bias current:

α−1(IB , λ, Tb, B) =
∂ (E(IB , Ts, B)− E(IB , Tb, B))

∂IB

∣∣∣Ē ,
neglecting any potential dependence on Ē of IB . It can
be analyzed only numerically.

Each of these four factors (Feff , ε, Eλ and α) can
vary with Tb, λ and B in different ways. Studying how
the slopes of PCR(IB) curves are affected by changing
each of these external variables should therefore give in-
sight into the role of each factor. Whether this slope
increases, decreases or stays constant will depend on
whether changes to Feff , ε, Eλ or α are dominant. Such
transformations have been observed in experiments, and
will be discussed in Section III A.

E. The effect of Fano fluctuations on the shape of
PCR curves in wide SNSPDs

In wide SNSPDs, the sensor response depends
on the y-coordinate of the absorption site across the

FIG. 3: (a) Schematic predictions of Idet vs transverse coordi-
nate y showing bell-shaped (upper solid curve) and w-shaped
(lower solid curve) profiles. The dotted curves illustrate the
variations expected at each position resulting from Fano fluc-
tuations. The two sections with width w/2 (or w/2 + δw/2
if fluctuations are taken into account) form the part of the
nanowire of total width w (E, Tb, B) in expression (9), where
vortex generation results in formation of a normal domain
across the wire (b) Predicted PCR assuming a w-shaped Idet
profile in an ideal SNSPD without Fano fluctuations (black),
along with the best-fit error function shape (red), and two
shapes smeared by Fano fluctuations (blue and cyan) with
variances differing by a factor 1.5. Curves of the same colors
at the bottom show differences between each PCR curve and
the best-fit error function.

nanowire. In a spatially homogeneous nanowire, this
dependence can be expressed in terms of position-
dependent detection current Idet(y). Fig.3a depicts two
shapes that are discussed in the literature: bell-shaped16

and w-shaped19,36. For illustration, we take the w-shaped
profile depicted in Fig.3a with an average detection cur-
rent of half the critical de-pairing current and a difference
between maximum (Imaxdet ) and minimum (Imindet ) detec-
tion currents of ∼0.1 of this current. The black curve
in Fig.3b shows that, in the absence of fluctuations, the
PCR curve has an unusual shape, with an abrupt tran-
sition (and infinite derivative with respect to current)
at the onset of counts (IB ∼ 0.4Ic). As the bias in-
creases above the value of Idet at the center of the wire
(IB ∼ 0.53Ic), there is another sharp feature in the PCR
curve as the derivative transitions from being infinite on
the lower-current side to finite for higher currents. The
closest fit error function (red curve) is shown on the same
graph, as is the difference between the red and black
curves (lower black curve).

PCR curves that more accurately reflect experimen-
tal data can be obtained by modifying the w-shaped
profile model to account for Fano fluctuations. To do



8

this, we replace σI ′det (y, χEλ, Tb, B) in Eq. (9) by(
σ

Eλ

∂lnIdet
∂lnEλ

)
Idet(y) and introduce kσ =

(
σ

Eλ

∂lnIdet
∂lnEλ

)
.

The blue and cyan curves in Fig.3b show the “smearing”
effect of Fano fluctuations for kσ = 0.05 and kσ = 0.075
respectively, while the lower curves of the same color plot
the differences between the smeared responses and the
best fit error function. At kσ = 0.05, the PCR curve is
noticeably smoother than the black curve, yet its shape
still significantly differs from the error function: at low
bias currents it is smaller, close to saturation it is higher,
and there are three inflection points in the transition re-
gion. Only with a further increase to kσ = 0.075 does the
PCR curve acquire a shape approaching an error func-
tion.

As a result, the observation of smooth error function-
like sigmoidal shapes in wide-wire SNSPDs indicates
a much weaker co-ordinate dependence than shown in
Fig.3a. Such a weak co-ordinate dependence on its own
cannot be responsible for the observable width of the
transition region, and ∆IB � Imaxdet − Imindet . In this
case the shapes of PCR curves of wide-wire SNSPDs
will closely resemble the PCR curves of narrow-wire
SNSPDs. Spatial inhomogeneities connected to vortex
initiation will also be smoothed out by Fano fluctuations,
which also determine the width of the transition region,
∆IB . Moreover, the hot belt and hot spot models36 will
further merge with appropriate replacements Ts ↔ T ∗,
Ico ↔ Idet and α(IB , λ, Tb, B)↔ I ′det (y, χEλ, Tb, B).

III. COMPARISON WITH EXPERIMENT

A. PCR vs IB curves

For comparison with experiment, we have chosen the
PCR vs IB curves of a WSi SNSPD measured at several
excitation wavelengths and bath temperatures30 shown
in Fig.4. We use these data for several reasons. First, all
experiments were performed using the same high-quality
device where all count rates exhibited saturation below
the switching current. Second, there are four different
experiments, two that measure the single-photon detec-
tion efficiency, and two that interrogate the time-delayed
two-photon response. The latter measurements probe
the relaxation of a hot spot created by one photon as a
function of excitation wavelength and bath temperature.
Further experiments were also conducted to obtain the
material parameters30. In our prior work, no attempt
was made to use these data for simulating and inter-
preting the shapes of PCR in the transition region; the
theoretical PCR(IB) was modeled as an ideal step func-
tion for single-photon detection or a rectangular-shaped
PCR(tD) for the time-delayed two-photon experiments,
where tD is the time delay between two successive photon
pulses31.

Here, by contrast, we show that a model including
Fano fluctuations gives more realistic predictions for both

FIG. 4: Normalized photon count rate (PCR) for a WSi
SNSPD operated in the single-photon detection regime for
a series of (a) bath temperatures from 250 mK to 2 K with
an increment 250 mK and (b) wavelengths λ=1200, 1350,
1450, 1550 and 1650 nm. Solid curves are theoretical sim-
ulations and solid circles are experimental results. Dashed
lines indicate the slopes of the outer PCR curves. All the-
oretical curves in (a) and (b) were fit simultaneously with
only 4 fit parameters: Feff = 1.3, χ̄ = 0.32, τ0 = 5 ns and
Isw/Idep=0.62.

PCR(IB) and PCR(tD), and can provide new insight
into the physics underlying detector operation. In this
Section, we test predictions of such a model connecting
dynamic Fano fluctuations with various functional forms
of photon count rates observed experimentally. Simula-
tions are based on the hotspot dynamics model developed
in31, modified to include Fano fluctuations.

Figure 4a shows the experimental and fitted PCR vs
IB curves at several temperatures. The material param-
eters used are those determined in our previous work:30

WSi wire dimensions 5 nm thick and 130 nm wide,
TC=3.7 K, square resistance 476 Ω, N(0) = 20.3 × 1021

eV−1cm−3, and D = 0.75cm2s−1. To model the hot belt,
we use two fitting parameters: the average energy conver-
sion efficiency χ̄ and the characteristic electron-phonon
relaxation time τ0—the latter being relevant only in the
time-delayed two-photon experiments. To this, we add
the effective Fano factor, Feff , as a third fit parameter.

Despite some degree of uncertainty in material pa-
rameters such as N(0), D and τ0, these can be measured
in independent experiments and are better known than
the energy conversion efficiency or the Fano factor. χ̄
is related to phonon escape from the film, and is deter-
mined through an integral over all electrons and phonons
in the down-conversion cascade. For that reason, we do
not attempt to express it in terms of conventionally used
phonon escape time and use it as free fitting parameter.
(Alternatively, some “average” phonon escape time as a
free fitting parameter can be introduced36.)
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The last remaining parameter is the critical de-
pairing current, Idep. In principle, it can be measured
through the dependence of kinetic inductance on bias
current34. In our previous work on this device,30,31

no distinction was made between the measured switch-
ing current Isw (which was 9.0 µA at T = 2K) and
the critical de-paring current Idep; this likely affected
our fit values of χ̄ and τ0. The difference between Isw
and Idep is significant, and here we make the revision
by taking a theoretical estimate for de-paring current
density37, Idep = 1.491N(0)e[∆(0)]3/2[D/h̄]1/2Wd, ob-
taining Idep = 14.6 µA and Isw/Idep = 0.62. For eval-
uation of σ2 we used J1 = 1.3. This is consistent with
calculated values of J1 for WSi on a-SiO2, which range
between 1 to 1.5 (for η = 0.5) taking τ0 in the inter-
val 5 to 10 ns. lpe,D varies in the limits from 2.6 nm to
5.2 nm. Note that there is no information in the litera-
ture about the strength of elastic scattering of phonons
in amorphous WSi films. For comparison, in a 6.9 nm-
thick amorphous SiO2 film, the phonon mean free path
defining heat conductivity at T > 50 K is comparable to
the film thickness38.

The qualitative agreement between theory and ex-
periment in Fig.4a is good. The simulated curves for the
whole range of bath temperatures from 0.25 to 2 K are
close to the experimental results. The simulations also
reproduce the increase in slope of the PCR curve with in-
creasing bath temperature. This feature is clearly seen in
the experimental data and is an extra consistency check
of our kinetic model.

Also consistent with the experimental data is the
group of simulated PCR curves for different photon
wavelengths at fixed bath temperature, which have al-
most identical slopes. We used the same set of fitting
parameters as in Fig.4a, fixing the bath temperature and
allowing λ to change. Steeper slopes at smaller bias cur-
rents (higher Ts in a fixed-λ experiment) originate in the
nonlinear E(IB , Ts, B) − E(IB , Tb, B) dependence. The
same nonlinearities are effective for a similar range of
currents in determining the shape of PCR(IB) curves
at fixed bath temperature and variable λ. However, in
the second experiment, shown in Fig. 4b, the effect of the
nonlinearity is nearly balanced by the square-root depen-
dence of the variance σ on photon energy. As a result,
the corresponding slopes remain almost unchanged, as
expected from the model.

B. The role of static non-uniformities

As we have shown, dynamic Fano fluctuations are
expected to be dominant in the absence of other fluc-
tuations. Nonetheless, static non-uniformities of the
nanowire itself may also play a role in broadening the
PCR curves. Such inhomogeneities could result from ge-
ometric imperfections (non-uniform width or thickness)
or from spatial variations in film structure and composi-
tion. These static non-uniformities contribute to spatial

variations of critical current and critical temperature, re-
sulting in local variations of detection threshold, E∗, and
thus detection current, Idet.

Fortunately, the effects of spatial inhomogeneities
and Fano fluctuations can be separated. To illustrate
this, we will discuss a simple 1-D model, assuming that
the de-pairing current exhibits long range random fluctu-
ations along the length of the nanowire (the x-direction),
with a mean value Idep and variance ∆Idep. We also
assume that the detection current within the hot belt
model remains a fixed ratio of the de-pairing current
for a particular photon wavelength λ for all x, so that
Idet(x, λ) = r(λ)Idep(x). (For simplicity, we assume Tb
and B are fixed.) This leads to fluctuations of Idet(x, λ)
about a mean value Ico(λ), which marks the midpoint on
the PCR transition for this wavelength. The width of
the transition is then ∆IB(λ) ∝ r(λ)∆Idep.

Within this model, the ratio

∆IB(λ)

Ico(λ)
=

∆Idep

Idep
(14)

remains fixed for all λ. As a result, a shorter-wavelength
photon (λ′ < λ) with a smaller cutoff current will have
a proportionally narrower transition width. The ratio of
cutoff currents at the two wavelengths should then equal
the ratio of the transition widths:

Ico(λ)

Ico(λ′)
=

∆IB(λ)

∆IB(λ′)
=

r(λ)

r(λ′)
> 1 (15)

This is quite different from our predictions based on Fano
fluctuations discussed in the previous section.

Comparing experimentally measured ratios of cut-
off currents and transitions widths should thus give in-
sight into whether spatial fluctuations or Fano fluctua-
tions dominate. Unfortunately, our data in Fig.4(b) do
not span a large enough range of photon energy for a
definitive test in our device. Recent measurements over
a much wider range from 750 nm to 2050 nm were re-
ported for an amorphous MoSi SNSPD39, as shown in
their Fig.2. The transition width, which they defined
as ∆IB = I80%

B − I20%
B , changed from ∼1.0 to ∼1.7 µA

when λ increased from 750 to 2050 nm. The ratio of
widths is ∆IB(2050nm)/∆IB(750nm) ≈ 1.7, while the
ratio of cut-off currents is Ico(2050nm)/Ico(750nm) ≈ 3.8
as seen from Figs. 2 and 4 of Ref.39. These two ra-
tios differ by more than a factor of two, indicating that
Fano fluctuations dominate over spatial non-uniformities
in determining the transition width. In that work, the
width also showed signs of saturation at Eλ ≥ 1 eV,
which is in line with an increasing role of Fano fluctua-
tions. For the highest photon energy reported in39 (from
the inset of their Fig.4), we estimate ∆IB/Ico ∼ 25%.
This means that if the transition width were due en-
tirely to spatial non-uniformities, then for 25% of the area
| ∆Idep | /Idep > 12.5%, while in 75% of the nanowire
area Idep varies in the range ±12.5% about the mean
value. MoSi, like WSi, is an amorphous film; as a result,
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film uniformity is typically much higher than in policrys-
talline materials such as NbN. Thus, it would be surpris-
ing if such a large spatial variation were present in MoSi
or WSi.

C. Pclick vs tD curves

We have shown that Fano fluctuations play an im-
portant role in smearing the detection threshold. This
conclusion holds regardless of the ultimate detection
mechanism, which primarily affects the magnitude of the
threshold energy E∗ and correspondingly the effective Ts.
Here we discuss the role of Fano fluctuations in deter-
mining the hotspot relaxation dynamics. As reported in
Ref.30, we coupled optical pulse pairs separated by a vari-
able delay tD to an SNSPD operating in the two-photon
regime. In the two-photon detection regime, a photore-
sponse pulse can be efficiently triggered only if two pho-
tons generate two overlapping hotspots. As shown in
Fig.5, we measured the probability of a response pulse,
or click (Pclick), as a function of tD for several bias cur-
rents. The Pclick vs tD curves have Lorentzian shapes
and become wider as the bias current is increased. We
defined the hotspot relaxation time as the half width at
half maximum of each Lorentzian curve30.

In an ideal, fluctuation-free model where the PCR
vs IB curve is a step function, each Pclick vs tD curve
will have a rectangular shape with a width determined
by the hotspot relaxation time31. In this section,
we show that Fano fluctuations will smooth the sides
of these rectangles, transforming them to Lorentzian-
shaped curves. Neglecting diffusive expansion31, we let
the first pulse at t = 0 deposit an energy E with prob-
ability P (E), which creates a hotspot with initial tem-
perature Tex = T (E, Tb, IB). Subsequently the hotspot
relaxes, and its temperature follows the functional de-
pendence T (E, Tb, IB , t). The latter can be found as
a solution of the kinetic equation31. At an instance of
time t = tD , the hotspot energy, EHS , thus decreases to
EHS(T (E), Tb, IB , tD). Then the normalized two-photon
Pclick becomes

PCR(tD) =

∫ ∞
0

dEP (E)

∫ ∞
E∗−E(T (E),Tb,IB ,tD)

dE′P (E′) =

1

2

∫ ∞
0

dEP (E)erfc

[
E(IB , Ts)− E(T (E), Tb, IB , tD)− Ē√

2σ

]
(12)

Fig.5b shows the simulated shapes of Pclick(tD) for sev-
eral different values of bias current using the following
parameters: Feff = 1.3, χ̄ = 0.32, Isw/Idep=0.68 and
τ0 = 5.0 ns.

The excellent agreement between experiment and
theory displayed in Fig.5 indicates that Fano fluctua-
tions play a dominant role in shaping the photoresponse
Pclick(tD), and provides further evidence in favor of our
prior theoretical model30,31. In short, this model predicts

FIG. 5: Normalized click probability Pclick as a function of
time delay tD for a series of bias currents. (a) Experimental
data taken at a bath temperature of 0.25 K for photons of
wavelength λ =1550 nm. (b) Simulations. The entire set
of theoretical curves was generated using the same set of fit
parameters as in Fig.4 except Isw/Idep=0.68.

that in amorphous WSi nanowires, hotspot relaxation is
dominated by self-recombination. While the simulated
curves in Fig.5 are well matched to the experimentally
observed Lorentzians over the range of time delays shown
here, their tails differ from the experimental data. The
simulated tails fall between that of Lorentzian and Gaus-
sian. It is possible that diffusion makes most of its con-
tribution at the tails of PCR(tD), causing reduced self-
recombination at the periphery of the hotspot.

Simulations were done at parameter values close to
our of earlier work30,31, but assuming a switching cur-
rent 32% less than the de-paring current and correspond-
ingly a more efficient energy deposition parameter than
we had previously assumed. In general, a larger differ-
ence between the switching and de-paring currents re-
quires larger factors χ̄ to match theory and experiment.
Physically, this means that achieving a higher critical
temperature in a wire, with bias current being a smaller
fraction of the de-paring current, requires more deposited
energy. Also, decreasing Isw/Idep and increasing χ̄ re-
sults in a weaker dependence of the hotspot relaxation
time on bias current, as evidenced by a weaker depen-
dence of hotspot relaxation time on IB at lower currents.
This dependence becomes weaker also for larger values of
τ0.

Allowing Isw/Idep to be a free fitting parameter, we
may shift the simulated PCR curves along the bias cur-
rent axis, achieving a better fit to the experimental data.
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These simulations must be considered together with the
best fits in Fig.4, which required the same set of fit-
ting parameters as for simulations in Fig.5 except for
Isw/Idep=0.6. Achieving a good fit with the same mate-
rial parameters and fixed values for Isw/Idep, Feff and
χ̄ is very challenging. We could have fit each separate
experiment better by allowing some flexibility of each
individual parameter. The fact that we can fit all the ex-
periments reasonably well, allowing only a 12% variation
of a single fit parameter (Isw/Idep) with the other three
fit parameters fixed, shows both the validity of the model
and the accuracy of the main assumptions.

D. Discussion

Our simulations of single-photon PCR curves and
two-photon pump-and-probe experiments with variable
time delay were based on a narrow nanowire hot-belt
model. The analogous hot-belt model was claimed to be
irrelevant for both NbN and WSi SNSPDs with nanowire
width exceeding 150 nm36. Our experiments and simu-
lations therefore allow testing of the hot-belt model pre-
dictions for a wide range of experiments and comparison
to predictions of the hotspot model where we can iden-
tify expected differences. The hot-belt model is the only
tested model that allows interpretation of the two-photon
detection experiment. For all other experiments, it was
shown that the hot belt and hotspot models predict qual-
itatively similar, but quantitatively different results (ex-
cept for SNSPDs in external magnetic fields in a certain
range of bias currents). In contrast, the agreement with
experiment we show here is much closer than what could
have been inferred on the assumption that the hot-belt
and hotspot models work for two-photon and one-photon
experiments, respectively.

The narrow-wire model should be valid provided
τth ≥ τD, where τth is the characteristic thermalisation
time, controlling suppression of the gap within the ini-
tial volume, and τD is characteristic diffusion time across
the nanowire36. We do not use the coherence length as
the radius R0 of the phonon bubble. This scale is not
relevant for the initial state, because the radius of the
phonon bubble must be exactly the same for a normal

metal. We chose R0 =
√

4Dtd + l2pe,D as the more ap-

propriate spatial scale. Here td stands for the descent
time for a photoelectron(hole) from the level E∗1 to the
Fermi energy. R0 thus represents the net length of the
random walk that the primary photoelectron and hole
perform while disposing their excess energy to phonons,
creating a phonon bubble. The second term under the
square root accounts for extra volume expansion due to
phonons in the bubble moving on average a distance of
their mean free path prior to being re-absorbed by elec-
trons.

For WSi using d = 5 nm, D = 0.75cm2/s30,
τ0 = 10 ns, ΩD = 34 meV41, c = 3.2 · 105 cm/s,

td = τ0
3E∗1
ΩD

(
TC
ΩD

)3

, τpe,D =
τ0
γ

TC
ΩD

and γ=57.6 corre-

sponding to TC = 3.7 K and N(0) = 20.3 · 10211/cm3eV,
we obtain for the volume of the phonon bubble V0 =
πR2

0d=2130 nm3. This exceeds the initial volume used
for the estimate of τth in Ref.36. For τ0 = 5 ns this vol-
ume becomes 958 nm3. The energy density is therefore
smaller, resulting in a lower temperature of electrons and
phonons in the hotspot: Te = Tph = 4.1TC and τth=8.6
ps (Te = Tph = 5.15TC and τth=2.2 ps for τ0 = 5 ns)
for absorption of a 1550 nm photon, as estimated from
energy conservation.

There is currently no consensus in the literature re-
garding the magnitude of τ0, with recent measurements
of magnetoresistance40 yielding τ0=1.9 ns. We have cho-
sen τ0 to be in the range of 5-10 ns for two reasons.
This value fits the measurements of electron-phonon re-
laxation time41 over the low temperature range. It also
better fits the expected magnitude of τ0 inferred from
scaling according to the Ω2

D/T
3
C law, which must work

during the formation of the phonon bubble, when ef-
fects of disorder on electron-phonon interactions are not
important. Phonon escape from the SNSPD film and
diffusive expansion during thermalisation both reduce
the energy density within the volume filled with non-
equilibrium excitations, resulting in a further slowdown
of thermalization.

A more important process is likely to be diffusive ex-
pansion, which may result in a substantial increase of τth.
Indeed, during the first picosecond the evolving hotspot
expands to fill a volume of 4710 nm3. Reducing energy
density within the evolving hotspot results in the temper-
ature of thermalised quasiparticles and phonons of 3.2TC
and τth > 18.1 ps (>9.1 ps for τ0=5 ns). The represen-
tative value for expansion time of the hotspot across the
width of the wire is the diffusion time from the center of
the strip, τD ∼W 2/16D ' 14.1 ps. Accounting for both
phonon loss and diffusion during thermalization must be
done within a refined model. In the absence of such a
model and in view of significant uncertainty of material
parameters, the question of validity of one or the other
model remains open.

The experimental data in Figs.4a and b have smooth
sigmoidal shapes close to predicted error functions. In-
deed, there is no evidence of coordinate-dependent re-
sponse in the transition region. With any of the bell- or
w-shaped coordinate-dependent responses, one expects a
change in curvature at the inflection point from concave
below the cutoff current (IB < Ico) to convex above the
cutoff current(IB > Ico) as shown in Fig.3. In contrast,
for a narrow wire, the predicted error function shape is
convex on the left and concave on the right of the inflec-
tion point.

To check whether the experimental data in Fig.4 can
be approximated by error functions, in Fig.6 we show the
results of fitting each curve to a simple error function,

PCR =
A

2
erfc

(
Ico − IB

∆IB

)
, where A and ∆IB are fitting
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FIG. 6: Fitting PCR vs IB for λ = 1200, 1350, 1450, 1550
and 1650 nm by error functions.

parameters that we optimize separately for each wave-
length. No signs of coordinate-dependent response are
seen in Fig.6. It is difficult to estimate the kσ for the
position-dependent wide-wire model, because the loga-
rithmic derivative ∂lnIdet/∂lnEλ is unknown. If we as-
sume that this derivative is close to that for the maximum
detection current, then it can be roughly estimated us-
ing the results in Fig.14 of reference36 for photon energies
corresponding to our range of wavelengths. Such an es-
timate yields kσ ≤ 0.03; according to our simulations in
Fig3b, the specific features associated with a w-shaped
profile of detection current should have been seen.

In a recent paper on MoSi SNSPDs, the PCR curves
were measured and fitted with error functions for a wave-
length range of 750 to 2050 nm. It was found that at
low photon energies the fit agrees very well with the
data. However, at high energies, the shapes of the curves
starts to deviate from simple error functions39. The au-
thors hypothesize that these deviations might indicate a
coordinate-dependent response of the SNSPD. The ob-
served deviations, however, are not what can be ex-
pected from a coordinate-dependent response, as shown
in Fig.3b. First, the curvatures of PCR shapes on both
sides of the inflection points remain consistent with a
Fano fluctuation-induced homogeneous sensor response.
Second, the experimental curves show smaller counts
both in the lower-bias tail and on approach to the satura-
tion level. This is not indicative of an inhomogenious re-
sponse, for which on approach to Imaxdet the photon count-
ing rate should exhibit a cusp and stay above the error-
function as seen in Fig.3 for kσ = 0.

Strong Fano-fluctuations with kσ = 0.05 and kσ =
0.075 smear specific cusps on the curve kσ = 0, when no
fluctuations are present. However, incorporation of Fano-
fluctuations fails to simulate the smaller counts both in
the lower bias tail and on approach to saturation level.
It is possible that the observed deviations are connected
with the non-linearity of the SNSPD response given by
the function α in expression (13). This non-linearity is of
the same origin as the observed substantial non-linearity
of the current-energy relation in MoSi39. The results39

may be explained within the hotspot model provided that
the detection current is only weakly dependent on the co-
ordinates of the absorption site. The predicted width of

the transition range of PCR, Imaxdet −Imindet , must be much
smaller than the variances describing Fano and static
fluctuations. In this limit the predictions of the hotspot
model for the shape of PCR vs IB will be no different
from the hot belt and both models further merge as ex-
plained in Section II.

The effects of an external magnetic field on PCR
vs bias current18,23,42,43 deserve special attention, since
they can give insight into the detection mechanisms in
SNSPDs23,42. Features due to Fano fluctuations were
not accounted for in any of the previous work. There are
several ways that external magnetic fields can combine
with Fano fluctuations and thus cause the PCR curves
to change shape. In an external perpendicular magnetic
field, the threshold E∗ depends on the field magnitude, as
seen in (5) and (8). Both the critical current and the de-
pairing energy depend on magnetic field, with the former
being dominant for weak magnetic fields. With Ic(B)
decreasing asB increases, the obvious effect in weak fields
is the shift of PCR curves towards lower currents, as
observed in23,42,43. The magnitude of the shift depends
on the exact functional dependence of Ic(B).

Vodolazov et al.23,42 observed shape transformations
of the PCR curves with varying magnetic field and pho-
ton wavelength above the crossover current. Their results
were interpreted on the basis of a model assuming vortex
trapping by compact hotspots having a radius depend-
ing on the photon wavelength. The SNSPD response in
a weak magnetic field was suggested as the definitive ex-
periment for identification of the detection mechanism36.
Within our model with uniform current density, there
is no such a crossover. Nonetheless, the shifts may as-
sume a more complicated pattern due to the interplay
between the critical current, the de-pairing energy, and
the complicated nonlinear E(IB , Ts, B) − E(IB , Tb, B)
dependence. At shorter photon wavelengths, the PCR
curves shift towards lower bias, where the contribution
of the magnetic field term to the de-pairing energy in-
creases relative to the supercurrent term. A significant
non-linearity of the energy-current relation was recently
reported over the spectral interval 750-2050 nm39. A full
understanding of the detection mechanisms in SNSPDs
will require a more detailed study of PCR shapes through
the transition range at the low current tail, near inflection
points, and close to saturation, together with a thorough
study of magnetic field-dependence.

Finally, Fano fluctuations are a universal fac-
tor setting the theoretical limit for the timing jit-
ter of an SNSPD, independent of detection mech-
anism. There has been spectacular progress re-
cently in improving timing jitter of NbN SNSPDs
to a record level of 5 ps44. The FWHM is given

by σj = 2
√

2 ln 2
√
σ2
el + σ2

g‖ + σ2
g⊥ + σ2

j,N−u + σ2
j,Fano,

where σel, σg‖, σg⊥, σ2
j,N−u and σ2

j,Fano are respec-
tive variances describing electronic noise, geometric noise
originating from uncertainty of absorption site position
along the wire length (x-axis), geometric noise originat-
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ing from uncertainty of absorption site position along
the perpendicular direction (y-axis) including coordinate-
dependent dynamics of normal domain initiation and
growth and the effect of spatial non-uniformities and
Fano-fluctuations. The first three factors can be cali-
brated, resulting in an estimate of the remaining con-
tributions in the range of a few ps. The next factor is
fully deterministic, depending on the transverse coordi-
nate of the absorption site, detection model and dynam-
ics of initiation and growth of the resistive state. One
attempt was recently made on modelling σg⊥ depending
on vortex dynamics45 based on model36 evaluating this
contribution at ∼ 1 ps at ∼ 0.6Idep rapidly decreasing
to 0.1 ps on approach to Idep. An SNSPD optimised for
best timing jitter will operate close to saturation of the
PCR curve as a function of bias current and IB > Imaxdet .
In these conditions, the role of probabilistic factors, dy-
namic Fano-fluctuations and spatial non-uniformity, will
be the remaining challenges to take care of in order to
advance into sub-picosecond timing jitter performance.
From this prospective, metallic glasses like WSi and MoSi
look preferable, being more uniform with smaller σ2

j,N−u,

while Fano-variances σ2
j,Fano in policrystalline films like

NbN, NbTiN and amorphous WSi, MoSi are likely to
be comparable. The latter is plausible because of the
dominant role of phonon-electron interaction determin-
ing athermal phonon mean free paths relative to grain
boundary phonon scattering in policrystalline films or

resonant scattering by two-level systems and local har-
monic oscillators in amorphous films.

IV. CONCLUSIONS

In summary, we have shown how Fano fluctuations
play a fundamental role in superconducting nanowire
single-photon detectors. They are an essential factor in
determining the exact shape of both single-photon pho-
toresponse and time-delayed, two-photon photoresponse.
The special features of PCR(IB) curves, such as slope
transformation, positions of inflection points versus wave-
length, bath temperature and magnetic field reveal a
wealth of sensor physics and will do a significant service
for unambiguous determination of the detection mecha-
nisms.
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