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There is a growing interest in the property dependence of transition metal dichalcogenides as
function of the number of layers and formation of heterostructures. Depending on the stacking,
doping, edge effects and interlayer distance, the properties can be modified, which open the door
to novel applications which require a detailed understanding of the atomic mechanisms responsible
for those changes. In this work, we analyze the electronic properties and lattice dynamics of a
heterostructure constructed by simultaneously stacking InSe layers and GaSe layers bounded by
van der Waals forces. We have assumed the same space group of GaSe, P 6̄m2 as it becomes the
lower energy configuration for other considered stackings. The structural, vibrational and optical
properties of this layered compound have been calculated using density functional theory. The
structure is shown to be energetically, thermally and elastically stable, which indicates its possible
chemical synthesis. A correlation of the theoretical physical properties with respect to its parent
compounds is extensively discussed. One of the most interesting properties is the low thermal
conductivity, which indicates its potential use in thermolectric applications. Additionally, we discuss
the possibility of using electronic gap engineering methods, which can help into tune the optical
emission in a variable range close to that used in the field of biological systems (NIR). Finally,
the importance of considering properly van der Waals dispersion in layered materials has been
emphasized as included in the exchange correlation functional. As for the presence of atoms with
important spin orbit coupling, relativistic corrections have been included.

I. INTRODUCTION

Since the discovery of graphene, there has been
an intense activity within the scientific community in
the field of low dimensional materials, specially on
metal dichalcogenides.1 New interesting properties have
been discovered so far, as the existence of topological
insulators,2 band gap engineering,3 van der Waals inter-
layer frictional forces,4 etc. In most of these studies, the
role played by a few monolayers, or even one monolayer,
has attracted the interest of physicists and chemists due
to the changes in the optical properties as the dimen-
sionality is reduced.5,6 New unexpected properties arise
with interest from both the fundamental point of view
and the envisioned of new applications.1 Among the most
promising materials examined nowadays, MoTe2,7 WS2

and MoS2,8–11 ZrS2 and ZrSe2,12 Bi2Te3,13–15 Bi2Se3,16

PbSe,17,18 GaSe,19–22 InSe,23–26 GaS,27 GeS,28 and other
layered compounds have been extensively studied, where
particular attention has been paid to the properties of one
or a few material layers. On the other hand, in connec-
tion to graphene and in particular the possibility to stick
graphene to boron nitride or other single layer materials,
a renewed interest on van der Waals heterostructures has
arisen. In a recent work, several researchers have demon-
strated the fractal character in the stacking of graphene
on BN and the appearance of Hofstadter butterflies,29,30

which were predicted in the past but never grown or
measured.31 X. Li et al. have recently grown a few lay-
ers of GaSe20,21 and stack the layers forming different
orientation angles between layers, which can allow the
formation of large in plane supercells, giving rise to new
interesting phenomena.

Concerning the applications of some of the mentioned
layered compounds, topological insulators are believed
to play in the future an important role in spintronics, in
particular Bi2Te3.32 Bismuth telluride is, on the other
hand, a very well known thermoelectric material, with a
renew interest nowadays.33–35 Since InGaSe2 has a more
complex structure compared to InSe or GaSe (and thus
a lower sound velocity for the acoustic phonons), we can
also expect that InGaSe2 would be a good thermoelectric
material. We discuss more about this possibility in the
lattice dynamics sections. Additionally, the electronic
gap seems to be in the region of interest for the fabrica-
tion of lasers for biological systems and telecommunica-
tions (NIR).

In this work, we propose a new van der Waals het-
erostructure composed by stacking GaSe layers and InSe
layers, keeping the space group of GaSe (P 6̄m2). We be-
lieve that this type of heterostructure can be grown by
van der Waals epitaxy,36 as it has recently been demon-
strated to work in the case of Bi2Se3,37 or following
the method given in Refs. 20 and 21 The growth of
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InSe/GaSe quantum wells have been proposed in the
past38 and even a linear chain model for the wells pro-
posed structure has been calculated.39 It has been ex-
perimentally demonstrated the growth of InSe on GaSe
and GaSe on InSe40 and there is also a theoretical pa-
per of an InSe/GaSe superlattice within the framework
of the effective mass approximation.41 In this work we
present the calculation of the electronic band structure
and the lattice dynamics of an InGaSe2 crystal by means
of density functional theory. The elastic constants, ther-
mal conductivity and optical properties have also been
calculated.

II. THEORETICAL DETAILS

In the calculations reported in this work, we have used
two different but complementary ab initio codes. The
main reason is that, in one of then, we can provide a
very reasonable value for the gap with low computational
cost using the modified Becke-Johnson (mBJ) correction
(Wien2k-mBJ),42 while in the other we can introduce van
der Waals corrections, needed to provide accurate inter-
layer distances, which are essential to properly calculate
the lattice dynamics and elastic properties.

The total energy and vibrational ab initio calculations
reported here have been performed within the framework
of density functional theory (DFT) and the projector-
augmented wave (PAW)43,44 method as implemented in
the Vienna ab initio simulation package (VASP).45–48 We
used a plane-wave energy cutoff of 650 eV to ensure very
high convergence in forces and energies in all our cal-
culations. The exchange and correlation energy was de-
scribed within LDA (VASP-LDA)49 and with GGA with
the Perdew-Burke-Ernzerhof (PBE) functional (VASP-
PBE).50 We have used an In pseudopotential with 5s25p1

valence, while for Ga and Se the valence states of the
pseudopotentials are 3d104s24p1 and Se 4s24p4, respec-
tively. Due to the presence of van der Waals interactions,
we have also considered a non-local correlation func-
tional as introduced by Dion et al.51 and with the specific
form for the exchange functional as proposed and imple-
mented in VASP by Klimeš et al (VASP-vdW).51–53 The
Monkhorst-Pack scheme was employed for the Brillouin-
zone (BZ) integrations54 with a 12 × 12 × 3 mesh cen-
tered at the Γ−point (in the calculation of the elastic
constants a 14× 14× 4 mesh has been used). In the re-
laxed equilibrium configuration, the forces were less than
1 meV/Å per atom in each of the Cartesian directions
and each component of the stress tensor was relaxed to
values smaller than 2 bars. The highly converged results
on forces were required for the calculations of the dy-
namical matrix using the direct force constant approach
(or supercell method) as implemented in the Phonopy
code55,56 interfacing with VASP. For the bulk case we
have considered a 3× 3× 2 supercell, and for the anhar-
monic properties we did use a 2× 2× 2 supercell and we
take into account interactions up to the fourth neighbor.

For the anharmonic part and, therefore the calculation of
the thermal conductivity, we use the Phono3py code that
solves the Boltzmann transport equation for phonons it-
eratively through the second and third order interatomic
force constants. Then, the group velocities and phonon
life-time can be obtained and ultimately, the thermal
conductivity.56 The optimized geometries obtained from
this code were then used for further analysis.

On the other hand, we have made use of a full potential
linearized augmented plane wave method (FP-LAPW)
also for DFT as implemented in the Wien2k code.57 In
this method, the wave functions, charge density, and
crystal potential are expanded in spherical harmonics
within non-overlapping muffin-tin spheres and in plane
waves in the interstitial regions between the spheres. In
this code, core and valence states can be managed in
a different way. Core states are treated fully relativis-
tic, while valence states are treated in a scalar relativis-
tic approach as it is discussed in Ref.[58 and 59]. As
well as for the VASP code, The exchange-correlation en-
ergy has been calculated using local density approxima-
tion (Wien2k-LDA)49 the generalized gradient approxi-
mation (Wien2k-PBE) correction of Perdew et al.50 The
convergence of the total energy in terms of the varia-
tional cutoff-energy parameter has been guaranteed by
using an appropriate set of k−points in the calculations.
The In 4p−states and the Ga 3d−states were treated as
valence band states using the local orbital extension of
the LAPW method,57 and spin-orbit (relativistic) cor-
rections have been taken into account. The plane-wave
cutoff used was 9 Ry. A set of 70 k−points was used to
calculate the total energy for InGaSe2, this k−points set
is equivalent to a 13× 13× 2 Monkhorst-Pack54 grid.

III. CRYSTAL STRUCTURE

Figure 1 shows four unit cells of the proposed InGaSe2
structure in the xy plane and one extra GaSe layer in the
z−direction, in order to depict the layered structure. The
shown unit cells in the plane allows us to observed well
the interatomic bonds. The layers stacking (if all layers
were of GaSe) corresponds to the ε−polytype. The lay-
ers consist of a hexagonal lattice of Se, where three Se
are bound to an In atom, an In-In (Ga-Ga) bond per-
pendicular to the layer structure, and further bonds to
the upper hexagonal layer of Se in a symmetric pattern.
In a layer, we have the same stacking, independently
if we have InSe or GaSe, although the bond distances
are different. The two layers of Se are bound through
van der Waals forces and thus, the Se-Se inter-layer dis-
tances are larger than the other bond distances (Se-Se in
plane more precisely). The space group is P 6̄m2. The
proposed crystal structure differs from the superlattice
proposed by Gashimzade et al.41, where the stacking of
InSe and GaSe are in their bulk-like crystal structure (γ-
InSe/ε-GaSe). We choose this particular configuration
since symmetries of individual monolayers of InSe and
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GaSe are similar (D3h point group) and such similarity
breaks in the bulk compounds.60

FIG. 1. InGaSe2 supercell with space group #187 (P 6̄m2
) showing the stacking of GaSe/InSe. We can observe the
inter-layer separation of the Se-Se atoms due to van der Waals
forces. Indium, gallium and selenium atoms are represented
by yellow, red and turquoise balls, respectively. (color online)

The In atom has a larger atomic radius than Ga,
thus, the unit cell of GaSe is smaller than that of InSe.
Once the structure of InGaSe2 has been optimized, it
is expected that the layers of GaSe will be tensioned in
the plane and thus there will be a compression in the
z−direction, while in the case of an InSe layer there
will be a compression in the plane and a tension in the
z−direction. This can be concluded from the energy dif-
ference of the InGaSe2 heterostructure with respect to
the pristine InSe and GaSe compounds, which is higher
in energy by 0.1 eV per formula unit. As a first ap-
proximation, the volume of the unit cell must be con-
served (within the elastic limit) and only the stretching
of the different layers will be responsible for the changes
in the crystal cell, but as we will show below, even after
this structural rearrangement, the system is thermally
and elastically stable. These changes in the parameters
are not unusual in low dimensional systems as it hap-
pens to other cases as in PbSe/WSe2,61 PbSe/NbSe2,62

graphene/BN,63 etc. In this work we have also calculated
the electronic structure of ε−InSe for completeness (see
Supplementary Material, where the electronic structures
of ε−InSe and ε−GaSe are compared).

IV. STRUCTURE OPTIMIZATION

We perform a full structural optimization of the lat-
tice parameters and internal coordinates of InGaSe2
within the VASP code as this code includes the van

der Waals functionals (VASP-vdW), an important el-
ement in layered materials. With the aim to assure
consistency between the two used codes, we have per-
formed structural relaxation for InSe and GaSe in the
ε crystal phase using PBE and LDA as the exchange-
correlation functionals and without considering Van der
Waals corrections. The results were compared to avail-
able experimental data. We have found that with VASP-
LDA (Wien2k-LDA), GaSe shows lattice parameters
equal to a=3.72Å (3.65Å) and c=15.63Å (15.21Å), while
VASP-PBE (Wien2k-PBE) gives a=3.82Å (3.81Å) and
c=17.94Å (16.20Å). Experimental measurements of the
structural parameters give a=3.74Å and c=15.919Å. For
the case of InSe, we have obtained the lattice constant
values equal to a=3.99Å (3.98Å) and c=16.26Å (17.24Å)
for VASP-LDA (Wien2k-LDA) and a=4.10Å (4.16Å) and
c=18.63Å (17.36Å) for VASP-PBE (Wien2k-PBE), while
experimentally has been reported values of a=4.04Å and
c=16.90Å. These results show that the structures ob-
tained with standard PBE and LDA are similar between
the two codes. The main differences are in the estima-
tion of the c-parameter. Nevertheless, it has been ob-
served that the inclusion of vdW corrections improves
the c-parameter for various arrangements of InSe and
GaSe.64 In that respect, we have also included in our
analysis vdW corrections for InGaSe2. In general, we
have found that VASP-LDA systematically underesti-
mates the lattice parameters with respect to experimen-
tal measurements.65,66

The work of Srour et al. shows that the inclusion of
vdW corrections (within the Grimme’s approximation)
improves the accuracy of the interlayer stacking distance
with respect to the results obtained with the PBEsol
functional for GaSe.64 While the use of mBJ approxima-
tion corrects the systematic underestimation of the elec-
tronic band gap showed in DFT calculations, which im-
proves the agreement with experimental data at a lower
computational effort than hybrid exchange correlation
functionals.67

In table I we summarize the interatomic distances re-
sults for ε−GaSe, ε−InSe and InGaSe2 obtained from
VASP-vdW (with a LDA pseudopotential) and Wien2k-
PBE. Here we would like to remark that, even though
vdW functionals in the VASP code are built on top of
GGA functionals, according to VASP documentation: ei-
ther PBE or LDA pseudopotentials can be used since only
the sum of the pseudo-valence density and partial core
density are used for the evaluation of the vdW energy
term.68 The InGaSe2 unit cell parameters obtained using
the Wien2k-PBE are: a = 3.9945 Å (Se-Sel distance) and
c = 16.61 Å, while those calculated using VASP-vdW are
a = 3.97 Å and c = 16.89 Å. We found that for our sys-
tem, within the VASP code (VASP-LDA compared with
VASP-vdW), the inclusion of vdW corrections systemat-
ically increases the lattice parameters. We have observed
the same trend for InSe, GaSe and InGaSe2. We observe
an increase of 3.3 % and a more abrupt increase of 4.75 %
in the a and c parameter, respectively, for InGaSe2. The
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TABLE I. Nearest neighbor and next nearest neighbor distances for InGaSe2 and its parent compounds calculated with Wien2k-
PBE (W) and the VASP-vdW (V), respectively. All values are given in Å. The label Se-Sel refers to the intra-layer distance
(within the xy−plane), Se-Sei refers to the shorter ”bond” distance between two Se atoms in different layers, while inter-layer
refers to the distance, in the c-direction, between two layer adjacent Se-Se layers.

crystal Ga-Ga Ga-Se In-In In-Se Se-Sel Se-Sei inter-layer

ε−GaSe (W) 2.431 2.515 3.810 3.918 3.240

ε−GaSe (V) 2.480 2.511 3.841 4.023 3.357

ε−InSe (W) 2.605 2.732 4.160 4.222 3.473

ε−InSe (V) 2.825 2.701 4.111 3.953 3.161

InGaSe2 (W) 2.488 2.551 2.799 2.667 3.945 3.868 3.126

InGaSe2 (V) 2.488 2.552 2.818 2.669 3.970 4.020 3.303

work of Srour et al.,64 shows that the values obtained
with VASP-vdW, for different structures of GaSe and
InSe, are in better agreement with experimental measure-
ments than those obtained with Wien2k-PBEsol, espe-
cially the inter-layer distances. We would like to remark
that Sour et al. have used the vdW Grimme’s correc-
tion on top of the PBE functional, while here, we have
used the non-empirical vdW non local correlation func-
tional as proposed by Dion et al.52,53,69 where the long
range part is taken from the single pole approximation
to DFT. However, we have observed similar trends be-
tween the two methods. For example, we have noticed
that for GaSe, the use of vdW functional (VASP-vdW)
reduces the inter-layer distance which is the same behav-
ior observed by Srour et al. The authors report the same
behavior for the different configurations of InSe, which
leads (at least in the case with experimental data) to
a worse agreement with experimental measures for the
same inter-layer distance with respect to PBEsol results.
In our case, the use of the Van der Waals functional in-
creases the inter-later distance for InSe with respect to
the Grimme’s approximation, suggesting a possible bet-
ter agreement to experimental data. For InGaSe2 the
inter-layer distance is the largest one (not the same that
Se-Se ”bond” distance ), the value obtained with VASP-
vdW is 3.303 Å, while that calculated with Wien2k-PBE
is 3.126 Å. Though the van der Waals forces should not
affect much the electronic properties, we have used the
optimized crystal structures obtained from VASP-vdW
as the used geometry on any further analysis. This can
also be straighten out by comparing the electron charge
distribution obtained from the VASP code for the cases
with and without vdW corrections. No noticeable differ-
ence was observed (see supplemental information70).

V. ELECTRONIC STRUCTURE

This section is devoted to the electronic structure,
where the band structure was obtained from VASP-vdW,
while the optical spectra was obtained from Wien2k-
mBJ, although with the optimized parameters given by
the VASP code, since the difference in the inter-layer dis-

tance changes notably. The parameters obtain with the
VASP code are more confident in the case of van der
Waals semiconductors.

A. Atomic contributions to the bands

The atomic contribution to the bands calculated with
VASP-vdW is shown in Fig. 2. The atomic contribution
has been quantified using the size of the symbol in the
figure. We found that Ga contribution to the electronic
bands is small around the Fermi level (zero energy in
Fig. 2) compared with the contribution of In or Se. We
also observe that the main contribution to the valence
and conduction bands comes from selenium atoms. This
contribution has p−character, as it can be seen in the
Supplementary Information.
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FIG. 2. Electronic band structure obtained with VASP-vdW
for InGaSe2. Indium contribution to the bands is represented
by red circles, selenium contribution is in black and Ga con-
tribution is in blue. (color online)
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B. Electronic band structure

In the Supplemental information70 we compare the
electronic band structure of InGaSe2 with that of ε−InSe
and ε−GaSe. Here, we limit the representation of the
band structure to the InGaSe2, which is the purpose
of the present work. While the band structures ob-
tained from both codes are very similar, here we only use
the Wien2K (Wien2k-PBE and Wien2k-mBJ) because it
gives the necessary information to understand the optical
response.
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FIG. 3. Electronic band structure of InGaSe2, taking into ac-
count the mBJ exchange correlation potential (Wien2k-mBJ,
solid-black line). The value of the gap, Eg = 1.207 eV is com-
pared with that obtained without the mBJ correction (0.369
eV). Dashed-red lines correspond to the bands obtained before
applying the mBJ correction (Wien2k-PBE). (color online)

In Fig. 3 we show the electronic band structure
of InGaSe2, with (black-solid lines) and without (red-
dashed lines) the mBJ42 correction as obtained from the
Wien2K code (Wien2k-mBJ and Wien2k-PBE, respec-
tively). The value for the direct band gap of InGaSe2
(≈ .1.2 eV) is in an interesting range for biological appli-
cations and telecommunications. Modifying the system
to different InSe/GaSe stacking, we should be able to
modify the gap up to a 40% (going from the InSe to the
GaSe electron band gap). In both cases we show a direct
band gap located at the Γ−point of the BZ with a small
effective mass for the electrons.

In table II we compare the calculated band gaps of
InSe, GaSe and InGaSe2 and show some experimental
data and previous calculations, when available.

Applying the mBJ correction to the layered com-
pounds gives an improved value for the electron band
gap, but in the case of GaSe is still far from the experi-
mental value.72 On the other hand, the value calculated
with the GW correction73 is a 10% higher than the ex-
perimental gap of GaSe. The bandgap of γ−InSe is close
to 1.2 eV,71 but there are no experimental data in the
case of ε−InSe. Since the packing of the structures are

TABLE II. Comparison of the band gaps calculated for GaSe,
InSe, and InGaSe2. The value of the InSe gap has been as-
sumed to be the same as that of the γ−polytype.71 All values
are in eV.

structure Eexp
g EPBE

g EPBE−mBJ
g EGW

g

ε−GaSe 2.12 0.785 1.463 2.34

ε−InSe 1.20 0.247 1.019

InGaSe2 0.369 1.207

very similar, we assume that the gaps are also similar (as
we have discussed before, the vdW corrections should not
modify much the electronic structure). If we apply the
same correcting factor to obtain the experimental gap of
GaSe, the band gap of InGaSe2 would be of the order
of 710 nm/1.75 eV, in between the GaSe and InSe gaps.
This value is in the range of emission of lasers used in
biology and telecommunications. In any case, it is clear
that the mBJ correction needs to be re-parametrized for
the case of layered compounds following the work of Tran
and Blaha.42 It is well known that standard DFT tends
to underestimate the electronic band-gap. We found that
the band gap obtained with VASP-vdW is very similar
to the one obtained with Wien2k-PBE (0.383 eV). This
is expected since both calculations were done with PBE
pseudopotentials and the only correction is on the crystal
structure (only in VASP-vdW).

C. Optics

In this subsection we have calculated the real and
imaginary parts of the dielectric function of InGaSe2 as
obtained from the Wien2k code (Wien2k-mBJ).

The optical properties are given in terms of the com-
plex dielectric function ε(ω) = <ε(ω) + =ε2(ω), which
in the case of an uniaxial crystal is a tensor with εxx =
εyy 6= εzz.

To calculate the imaginary part of the dielectric func-
tion we have to integrate over all possible transitions.
The intraband transitions are only important for met-
als, in the case of semiconductors we have to consider
only transitions from the valence to the conduction band.
Thus, the imaginary part of the dielectric function is
given by the expression

=εzz(ω) =
4πe2

m2ω2

∑
c,v

∫
BZ

d3k|〈vk|Pz|ck〉|2δ(Eck−Evk−h̄ω)

(1)
where e and m are the electron charge and mass, re-
spectively and h̄ω is the energy of the incoming photon.
〈vk|Pz|ck〉 is the interband dipole allowed transition, as
in the present case. The expression for =εxx(ω) is equiv-
alent by substituting Pz by Px.

The real part can be written in terms of the imaginary
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FIG. 4. Real and imaginary part of ε(h̄ω), in units of the
dielectric permittivity of vacuum, corresponding to InGaSe2.
The real part <εzz(h̄ω) and <εxx(h̄ω) are shown in black-solid
and black-dashed lines, respectively. The imaginary parts
=εzz(h̄ω) and =εxx(h̄ω) have been plotted in red-solid and
red-dashed lines, respectively. (color online)

part through the Kramers-Kronig relations,

<ε(ω) = 1 +
2

π
P
∫
ω′=ε(ω′)
ω′2 − ω2

dω′ (2)

where P in front of the integral means its principal value.
In Fig. 4 we show <ε and =ε for polarizations in the z
and x directions. The origin of energies was taken at the
top of the valence band. The red solid line represents
=εzz(ω) while the red dash line is =εxx(ω).

On resolving the optical spectra shown in Fig. 4, it
is clear that the onset of the edge band occurs around
1.2 eV and the region of sun optical absorption matches
the optical region with respect to this material, indicat-
ing that InGaSe2 in this configuration should absorb in
the visible region. Around the gap, close to 1.2 eV, =εzz
starts to grow and there is a maximum in the region
close to 3.7 eV, which corresponds to the interband tran-
sition from the p−states of Se and the s−states of Ga
(see the DOS in Supplemental Material70). After this
maximum, the dielectric function decreases again. At 12
eV we have basically the electronic contribution (ε∞).
In the case of =εxx(ω) the value of the dielectric func-
tion is shifted at higher energies since the transition is
dominated by the split-off valence band, as in the case of
III-V compounds.74 The top of the valence band has pz
character while the split-off band has px + py character
(Fig. 3 in Supplemental Material70). Figure 4 also shows
the real part <ε, which can be obtained from the imag-
inary part from Eq. (2) and represents the changes in
the refractive index of the material. We have also found
the real part of the dielectric function becomes negative
at energies of 5.11 and 6.5 eV for out-of-plane and in-
plane, respectively. The negative dielectric function has

been also observed theoretically for ε-GaSe at an energy
of 7eV.75 Experimentally, it has been measured that the
real part of the dielectric function becomes negative in
ε-GaSe.76 As far as we know, there is not ellipsometry
information of the dielectric function for ε-InSe and even
for β-InSe the available data is rare.

VI. LATTICE DYNAMICS

Starting from crystal symmetry considerations and by
using group theory,77 we obtain the following symmetry
characters for the Γ−point:

Γ = 4A′1 + 4A′′2 + 4E′ + 4E′′ , (3)

since the space group is the P 6̄m2 (with Wyckoff posi-
tions 2i, 2g and 2h). We have 8 atoms inside the unit
cell and thus 24 vibrational modes. The A modes are
one dimensional (they vibrate in the c−direction, per-
pendicular to the layers) while the E modes are two di-
mensional (they vibrate in the ab plane). The acoustic
modes are A′′ + E′, thus the remaining modes (21) are
Raman (R) or/and infrared (IR) active. Actually, since
there is not center of inversion, some of the modes can
be both IR and R active. The 4A′1 + 4E′′ (12) modes are
only Raman active (there is a change of polarizability but
they do not carry a dipole moment), the 3A′′2 (3) modes
are IR active (they carry a dipole moment but there is
no change of polarizability) and the 3E′ (6) modes are
both R and IR active (they carry a dipole moment and
the vibrations modify the Raman polarizability). This
is basically concluded from group theory, but we know
that polar modes can split into TO and LO. These are
the 3A′′+ 3E′ modes. In backscattering configuration in
Raman,78 in the case of an A′′ mode, if the laser light
has the c−direction we observe an A′′(LO) mode (in the
present material), while in the case the light travels in
the a or b plane we will observe the A′′(TO). The same
happens in the case of an E′ mode. If the vibration is
along a and the light comes along the a−axis, we have
an E′(LO) mode, while in the case the light beam travels
along the b or c−axis, we will observe the E′(TO). In the
case of GaSe, the LO − TO splitting was observed in an
E′ mode79 (they called them E′(4)(LO) and E′(4)(TO)),
in the case of InSe as far as we know there are not Ra-
man data for the ε−polytype. In any case, the behavior
of the phonons in this heterostructure resembles those
from the pristine compounds. Therefore, it is expected
that phonon polarization can be also correlated to exci-
ton dephasing80.

A. Phonon dispersion relations

Figure 5 shows the phonon dispersion relations of
InGaSe2 calculated from the Phonopy code (interfaced
with VASP-vdW),55 including the LO−TO splitting ob-
tained by considering the Born effective charges. There
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FIG. 5. Phonon dispersion relations of InGaSe2 as obtained
from the Phonopy code as interfaced with VASP (see Supple-
mentary Material). The three acoustic branches are in red for
its easy identification. (color online)

are 24 modes, as it can be observed in any of the direc-
tions outside the Γ−point, where there are several degen-
erate modes. First of all, there is not a single imaginary
mode, which indicates the thermal stability of this com-
pound. There is a mode at the A-point, which is softer
compare with other acoustic modes. Some of the optical
modes have also an important drop in the phonon eigen-
value, in particular at the Γ symmetry point. Figure 5
also shows a phonon band-gap from ≈5 to ≈5.5 THz.
A similar phonon dispersion was reported for SnSe81,82,
a compound that has been found to have a remarkable
low thermal conductivity and that recently, has been pro-
posed as a good thermoelectric material at temperatures
around 700K.83 In this case, it has been established that
more than the phonon band-gap, the interaction between
optical and acoustic phonon modes is the main responsi-
ble for the drastic decrease of the thermal conductivity.84

This featured is shared by the compound that we propose
and the mentioned SnSe. The c− axis is very long com-
pared to a and b, therefore the reciprocal direction Γ−A
is small compared to any other direction in the plane (for
instance the Γ−M). Nevertheless, we can clearly observe
at the right side of Fig. 5 the splitting of the two high-
est E′ modes. The low frequency E′ mode has a very
small splitting and it cannot be observed in the disper-
sion relations. When coming from the A− Γ−direction,
the E′ modes are degenerate, but when the modes come
from the M − Γ−direction, we can see the LO − TO
splitting. There is also a splitting in one of the IR A′′

modes. Our calculations suggest that the material could
be experimentally synthesized since we found only posi-
tive frequencies in the entire Brillouin zone, which is an
indication of dynamic stability. The non-linear behavior
of the lowest energy acoustic phonon modes near Γ is

not exclusive to our system. It has also been observed
in other layer materials, as in different stacking configu-
rations for Graphene85 or KC8 and Rb8

86, BiSb layered
structure87 and it is related to the weak forces between
layers and the rigid-layer (in-plane layer) that moves as
a rigid unit.88,89 Nevertheless, the non-linear behavior
that we observe is not as abrupt as in the previous men-
tioned examples, since we have bilayers stacking along
the c-axis. In particular, the non-linear acoustic phonon
modes are also reported in layered ε−GaSe calculated by
first principles.90 We must remark that the mentioned
calculations show very good agreement with experimen-
tal measurements obtained from neutron scattering.91

B. Phonon modes in InGaSe2

In this section, the different optical phonons at the
Γ−point will be analyzed and visualized. The frequency
of the optical modes are listed, in THz (1 THz=33.35641
cm−1) in Table III.

TABLE III. Calculated modes, ordered by increasing fre-
quency, of InGaSe2 using the program Phonopy.55 There are
Raman active (R) modes, infrared active (IR) and some are
both R and IR active because the space group has no center
of inversion, they are not mutually excluded. Charge effective
masses have not been taken into account (see Supplementary
Material). Activity “A” means acoustic.

Mode Frequency (THz) Activity

E′ 0 A

A′′2 0 A

E′ 0.897 IR, R

E′′ 1.017 R

A′′2 1.644 IR

E′′ 1.693 R

A′1 3.406 R

A′1 3.991 R

E′′ 5.408 R

E′ 5.520 IR, R

E′′ 5.793 R

E′ 5.995 IR, R

A′′2 6.388 IR

A′′2 6.735 IR

A′1 7.445 R

A′1 8.840 R

The frequency depends on the distortion of the lattice
during the atomic movement. Then, as a general rule,
A modes involving the same atomic movements have a
larger frequency than E modes (it is like stretching vs
bending/sliding). The LO − TO splitting has not been
included in the table, for simplicity, since the movement
of the mode will be the same, only the propagation di-
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rection and frequencies will change (see Figs. 5 and 6).
Starting from the highest frequency, there are two A′1
modes, one at 8.44 THz and other at 7.44 which are Ra-
man active (see Table III). The mode with the highest
frequency (8.44 THz) corresponds to the vibration of the
GaSe layer, while the mode at 7.44 THz corresponds to
the vibration of the InSe layer (see Fig. 6). These two
modes are non-polar since the dipole moment from above
and under the mirror plane between the In-In interlayer
compensates each other. The reason why the GaSe layer
vibrates at a higher frequency is the lower mass of Ga
compared to the mass of In. At lower frequencies, we
have two A′′2 modes. In both modes, the cations vibrate
against the anions, but in the mode at 6.73 THz, the
dipole moments created by the two layers compensate,
while in the 6.40 THz mode the two dipole moments add
and for this reason that mode splits into TO and LO
(see Supplementary Material). Lowering the frequency
we have two more Raman active (A′1) modes, at 3.99 and
3.40 THz, and the last optical A′′2 mode, at 1.64 THz.
There is one A′′2 acoustic mode. From group theory, the
IR and Raman modes are easily distinguished because
under the mirror plane operation, the Raman mode is
symmetric while the IR is anti-symmetric.

The 3E′ modes appear at 5.99, 5.52 and 0.89 THz with
the corresponding LO/TO splitting. In Fig. 6 (c) we
show the highest frequency E′ mode. From the atomic
movement we can see that the two dipole moments add,
and at the same time there is a change in the Raman
polarizability, therefore, this mode exhibits Raman and
IR response. We have also drawn in Fig. 6 (d) the highest
frequency E′′ non polar mode (at 5.79 THz). Although
there is a dipole moment, they compensate and thus, it
is only Raman active. The other E′′ modes appear at
5.40, 1.69 and 1.01 THz.

In Fig. 6 (a) and (b), we show the atomic movement
corresponding to the two A′1 phonon of higher frequency.
In these modes, all cations move in the opposite direction
of the anions, but the two dipole moments cancel out;
however, the Raman polarizability is non zero, it is thus
a Raman allowed mode. As explained above, the high
frequency mode corresponds to vibration of the GaSe,
while that at lower frequency corresponds to the atomic
movement of the InSe layer (the mass of In is larger than
that of Ga).

C. Thermal conductivity

It was common to neglect optical phonons for the cal-
culation of the thermal conductivity due to their low
group velocities, phonon occupation and its large excita-
tion energy.92,93 However, in cases where optical phonons
have frequencies comparable with acoustic ones, they
necessarily must be taken into account. We showed
in a previous publication that, optical phonons pro-
vide important scattering channels for acoustic modes,
which significantly reduces the thermal conductivity in

a) b)

c) d)

FIG. 6. A′1 and E′ eigendisplacements at Γ. a) A′1 mode
with frequency at of 8.84 THz. This mode corresponds to
the vibration of GaSe layers. b) A′1 mode with frequency of
7.74 THz, which correponds to the vibration of InSe layers.
c) E′ (5.99 THz) and d) E′′ (5.79 THz) modes. In the E′

mode, the two dipole moments (from above and below the
mirror plane) adds while in the E′′ the dipoles subtract since
anion and cation moves in opposite direction. (The color of
the atoms are the same than in Fig. 1)

LiMg2.84 We have calculated the phonon contribution
to the thermal conductivity κ, as implemented in the
Phono3py code.56 In Fig. 7 we show κ as a function of
temperature from 50 to 800 K. At low temperatures they
are of the order of a typical semiconductor, but if we pay
attention at the high temperature region, starting at 300
K, we can observe that the value of κ is of the order, or
even lower, than that of a polymer.94 This is a remark-
able result, since the lattice contribution to the thermal
conductivity is extremely low. Figure 7 shows that the
out-of-plane κ exhibit lower values than in the in-plane
direction, which is consistent with the fact that the ther-
mal conduction find more scattering along this direction
due to the weak interaction between layers. In general,
the systematic change of atomic masses along this direc-
tion increases the phonon scattering (see Fig. 5), which
translates in an abrupt reduction of the thermal conduc-
tivity.

D. Elastic constants

Finally, we have calculated the elastic constants using
the VASP code, which is obtained from response theory
by perturbing the crystallographic vectors from its zero
stress value. The calculated values for InGaSe2 are C11 =
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FIG. 7. Thermal conductivity of InGaSe2. Black solid-line
and red dashed-line correspond to values along the a (or b)
and c directions, respectively. (color online)

82.3 GPa, C12 = 34.2 GPa, C13 = 28.6 GPa, C22 = 82.3
GPa, C33 = 76.0 GPa, C44 = 17.2 GPa and C66 = 24.1
GPa. In the hexagonal system, c66 ≡ (c11− c12)/2, there
are only 5 independent elastic constants. Since all elastic
constants are positive we can confirm that the compound
is thermodynamically stable. We can also see that all
Born criteria of elastic stability are represented in these
data.

By using the obtained elastic constants it is possible
to estimate the upper Voigt and lower Reuss bounds
for a polycrystalline material for several elastic observ-
ables. Here we only give the average value (Hill aver-
age) obtained from the two bounds: Bulk modulus 47
GPa, Shear modulus 21 GPa and Young modulus of 56
GPa. Our result of the bulk modulus is close to what
has been theoretically reported for ε-InSe (44.39 GPa),
β-InSe (44.16 GPa) and ε-GaSe (49.62 GPa).65,95.

VII. CONCLUSIONS

In summary, we have performed an ab initio calcula-
tion of a novel van der Waals heterostructure, namely
indium gallium selenide. Though each individual mono-
layer in the heterostructure happens to be strained, the
whole structure becomes energetically, thermally and

elastically stable, a usual behavior in heterostructures
formed by layer materials. For this system, we reported
the electronic structure and lattice dynamics. We show
that this novel structure could have interesting applica-
tions, since by engineering InSe/GaSe, we are able of
modulate the gap from 1.2 to 2.3 eV (experimental gaps
of InSe and GaSe), with open possible applications in
solar cells, photodetectors, etc. In the phonon spectra,
none imaginary phonons were observed which indicates
the thermal stability of this heterostructure, which prob-
ably can be growth by van der Waals epitaxy for instance.
Finally, we have calculated the phonon thermal conduc-
tivity, which is the most important contribution to the
heat transport in the case of semiconductors. From the
lower result obtained at room and higher temperatures,
we can confirm that InGaSe2 is a promising thermoelec-
tric material due to its low thermal conductivity (for ex-
ample it has a value of 1.07 W/mK at 300K and 0.55
W/mK at 600K), which is comparable with what has
been measured on Bi2Te3, which is one of the best room
temperature thermoelectric material.96 While the value
that we obtain at 600K compares with the value obtained
for SnSe, which has been proven to have outstanding
thermoelectric performance at high temperatures.83 This
feature (high ZT at high T) makes SnSe, and possibly
InGaSe2, suitable for thermoelectric energy conversion,
since the operational temperatures are much higher than
room T. We expect that our work encourage both, exper-
iment and theoretical researchers to further investigate
InGaSe2 as a possible high temperature thermoelectric
material.
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