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At small momenta, the Girvin-MacDonald-Platzman (GMP) mode in the fractional quantum Hall
(FQH) effect can be identified with gapped nematic fluctuations in the isotropic FQH liquid. This
correspondence would be exact as the GMP mode softens upon approach to the putative point
of a quantum phase transition to a FQH nematic. Motivated by these considerations as well as
by suggestive evidence of an FQH nematic in tilted field experiments, we have sought evidence of
such a nematic FQHE in a microscopic model of interacting electrons in the lowest Landau level at
filling factor 1/3. Using a family of anisotropic Laughlin states as trial wave functions, we find a
continuous quantum phase transition between the isotropic Laughlin liquid and the FQH nematic.
Results of numerical exact diagonalization also suggest that rotational symmetry is spontaneously
broken, and that the phase diagram of the model contains both a nematic and a stripe phase.

I. INTRODUCTION

The FQH nematic is a hypothesized state of mat-
ter simultaneously characterized by a broken symme-
try and topological order. In this state, the defining
characteristics of topological order (quasiparticles with
fractional charge and statistics and topological ground-
state degeneracy [1]) coexist with those of nematic or-
der (spontaneous breaking of spatial rotational symme-
try [2]). Early approaches to broken rotational symmetry
in FQH states involved the construction of effective field
theories [3] and trial wave functions [4]. Observations of
anisotropic transport in a two-dimensional electron gas
(2DEG) at filling fraction ν = 7/3 [5] (and, more recently,
ν = 5/2 [6]) motivated the construction of effective field
theories [7–10] of a putative FQH isotropic-nematic quan-
tum phase transition.

An independent motivation for the study of such
physics comes from the work of Haldane [11–13], who pro-
posed a geometrical description of FQH states in which
the Girvin-MacDonald-Platzman (GMP) mode [14, 15]—
a gapped neutral collective mode similar to the phonon-
roton mode of superfluids—is interpreted as a fluc-
tuating but unimodular guiding-center spatial metric
gab(r, t) [16] that describes the shape of the correla-
tion hole in the FQH fluid. In particular, the long-
wavelength limit of the GMP mode was identified as a
spin-2 (quadrupolar) excitation, analogous to the gravi-
ton [17–20]. Because a unimodular metric gab is equiva-
lent via matrix exponentiation g = expQ to a traceless
symmetric nematic order parameter Qab, the GMP mode
of the Laughlin liquid can also be identified as the gapped
fluctuations of a nematic order parameter in a disordered
(isotropic) phase [9].

Deep in the FQH phase, the GMP mode (and all other

excitations) occur at high energies, and so are sensitive to
microscopic considerations. However, if a transition from
an isotropic FQH liquid to a FQH nematic can be induced
by varying some parameters in the problem, the GMP
should soften upon approach to the associated quan-
tum critical point (QCP). Proximate to the QCP, the
physics should be universal and accurately describable
by an effective quantum field theory. This scenario and
the resulting effective field theory of the FQH nematic
state [9] can be realized in a model of 2DEG in a magnetic
field with attractive quadrupolar interactions, within the
composite-fermion mean-field theory [10]. Ref. [10] also
clarified the relation between the Berry phase for nematic
fluctuations [9] and the Hall viscosity of the isotropic
FQH liquid [21, 22].

There are two additional routes to arriving at a FQH
nematic in addition to the transition from a gapped
FQH state described above. In the first the effective
field theory approach was extended to the problem of
the half-filled Landau level, in order to describe a tran-
sition from an isotropic to a nematic composite Fermi
liquid [23]. This is relevant in the context of the observa-
tion of compressible anisotropic phases in half-filled Lan-
dau levels [24–29]. In the composite fermion approach,
the FQH nematic is obtained as a Pomeranchuk insta-
bility [30, 31] of composite fermions [32], and the bro-
ken rotational symmetry corresponds to the condensa-
tion of a fermion bilinear. This is a Fermi-liquid-like or
weak-coupling mechanism for the formation of a nematic.
In the second, which is a strong-coupling perspective,
a nematic electron fluid is viewed as a partially melted
solid [33]. In this picture, inspired from the theory of
classical liquid crystals, a nematic state is proximate to
various phases with broken translational symmetry, such
as stripe or smectic phases. If under the influence of some
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external parameter, topological defects in the latter pro-
liferate in such a way that translational order is melted
but orientational order is preserved, a nematic state (or
in general, a `-atic with ` ≥ 2) results. This leads, for
example, to an alternate description of the compressible
nematic phase observed in half-filled Landau levels as a
quantum melted stripe phase rather than as a nematic
composite Fermi liquid [34–37]. According to this per-
spective, one might expect an incompressible FQH ne-
matic to be proximate not only to an isotropic FQH liq-
uid but also to phases with translational order.

More generally, there is increasingly strong evidence
that a host of highly correlated electronic systems sup-
port one or another form of electronic liquid crystalline
phases [33, 38–41]. In many ways, the FQH nematic stud-
ied here is the paradigmatic example, as the electronic
Hamiltonian is simpler, with none of the complexity as-
sociated with the solid-state chemistry of typical highly
correlated materials, and more symmetric (to good ap-
proximation, the system is fully rotationally invariant).
Thus, the results of the present study may be conceptu-
ally useful more broadly.

In this paper we report the results of a microscopic
study of spatially ordered phases proximate to the in-
compressible, isotropic FQH liquid. To do so, we explore
possible quantum phase transitions out of the isotropic
FQH liquid in a model of interacting electrons in the
lowest Landau level (LLL) at filling factor ν = 1/3. Our
model contains only the first three Haldane pseudopo-
tentials [42] V1, V3, and V5, with the ratios V3/V1 and
V5/V1 as tuning parameters. We study the model with
numerical exact diagonalization (ED) for up to N = 13
electrons as well as with a variational approach using trial
wave-functions of a sort that have been used successfully
in studies of explicitly anisotropic Hamiltonians [43–52].
We find that the isotropic ν = 1/3 Laughlin liquid is
obtained at small values of the tuning parameters but
gives way to other phases at larger values (Fig. 1). Our
results show (although not entirely unambiguously) the
existence of three phases separated by direct transitions:
(1) An isotropic (Laughlin) FQH liquid; (2) A nematic
FQH liquid crystal; (3) A striped FQH liquid crystal
phase (which breaks both rotational and translational
symmetry).

II. MICROSCOPIC MODEL

The general Hamiltonian for a 2DEG in a uniform per-
pendicular magnetic field and interacting via translation-
ally invariant two-body interactions is

H =
∑
q

V (q) : ρ̄qρ̄−q :, (1)

when projected to the LLL, which corresponds to ignor-
ing Landau-level mixing effects. In Eq. (1), ρ̄q is the
projected density operator in momentum space and the
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FIG. 1. Conjectured schematic phase diagram of the V1-V3-
V5 model: A = isotropic Laughlin liquid, B = stripe/smectic
phase, C = FQH nematic.

colons denote normal ordering. The projected two-body
interaction V (q) can be decomposed as

V (q) =
∑

n=1,3,5,...

VnLn(q2), (2)

where Vn are the Haldane pseudopotentials and Ln is
the nth Laguerre polynomial. The model we consider
is one in which V1, V3, V5 are nonzero and all the other
pseudopotentials are set to zero. Thus our Hamiltonian
depends on two tuning parameters V3/V1 and V5/V1,

H(V3/V1, V5/V1) = V1

∑
q

(
L1(q2) +

V3

V1
L3(q2)

+
V5

V1
L5(q2)

)
: ρ̄qρ̄−q :, (3)

with V1 simply setting the overall energy scale. For
V3/V1 = V5/V1 = 0, one recovers the model Hamilto-
nian for which the Laughlin state is the exact zero-energy
ground state at ν = 1/3. For our calculations, we con-
sider N interacting electrons in the LLL on a torus ge-
ometry pierced by NΦ flux quanta. The torus is spanned
by the two vectors Lxex and Lyey, with two orthogonal
unit vectors ex and ey. The aspect ratio of the torus is
defined as Ly/Lx = 1 + δ. For δ = 0, the system has a
square aspect ratio and exhibits an additional C4 sym-
metry. We fix the filling factor ν = N/NΦ to be ν = 1/3,
and neglect spin effects.

III. VARIATIONAL APPROACH

To search for a possible isotropic-to-nematic transition
in the microscopic model (3), a natural first line of attack
is a variational approach. This requires (1) a family of
trial wave functions parametrized by an appropriate set
of variational parameters, and (2) a microscopic defini-
tion of an order parameter that can be calculated from
these wave functions.

In 2D systems such as the FQH liquids of interest to
us, nematic order is described in the long-wavelength
limit by a real traceless symmetric rank-two tensor Qab
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with two independent parameters Q11 = −Q22 and
Q12 = Q21 [2]. It is convenient to use a complex repre-
sentation Q ≡ Q11 + iQ12 = |Q|eiφ where |Q| and φ are
the amplitude and phase of the nematic order parameter,
respectively [53]. In this representation, phase rotations
are spatial rotations; here we define φ such that a rota-
tion of it by 2π corresponds to a physical spatial rotation
by π, which leaves the nematic order parameter invari-
ant. In an isotropic phase, |Q| vanishes and φ is free to
fluctuate, while in a nematic phase, |Q| is nonzero and φ
selects a specific direction, breaking rotational symmetry
spontaneously.

Building on the equivalence between Haldane’s uni-
modular metric gab and a nematic order parameter [9],

gab =

(
ch |Q|+ sh |Q| cosϕ sh |Q| sinϕ

sh |Q| sinϕ ch |Q| − sh |Q| cosϕ

)
,

(4)

we use the anisotropic LLL wave functions of Ref. [43] as
a continuous family of trial ground-state wave functions
|Ψ(|Q|, φ)〉 parametrized by |Q| and φ (see Appendix A
for the explicit form of these wave functions). To de-
termine the possibility of an FQH nematic phase in the
Hamiltonian (3), we minimize the variational energy

E(|Q|;V3/V1, V5/V1) =

〈Ψ(|Q|, φ)|H(V3/V1, V5/V1)|Ψ(|Q|, φ)〉
〈Ψ(|Q|, φ)|Ψ(|Q|, φ)〉

, (5)

with respect to the variational parameter |Q|. Unlike in
previous studies [43–49] where the optimal metric gab is
determined variationally for a system with an anisotropic
band effective mass or an anisotropic dielectric tensor,
i.e., for a microscopic Hamiltonian that explicitly breaks
rotation symmetry, here our microscopic Hamiltonian (3)
is rotationally invariant and the variational energy (5) is
independent of φ. However, rotation symmetry can be
broken spontaneously if Eq. (5) is minimized by a nonzero
nematic amplitude |Q| for certain values of V3/V1 and
V5/V1.

Finally, we must find a definition of the nematic order
parameter in terms of the electronic degrees of freedom
of our microscopic model. In principle, any microscopic
observable with quadrupolar symmetry is a suitable can-
didate. Consider for example the quantity

f(d) = 〈Ψ|ρ̄(r + d/2)ρ̄(r − d/2)|Ψ〉, (6)

where r is the position vector, ρ̄(r) is the projected den-
sity operator in real space, |Ψ〉 is the ground state, and d
is a vector with a microscopic length (so the order param-
eter remains local) and angle θ in the plane. The length
of d only affects the overall scale of the order parame-
ter amplitude and can be chosen for simplicity to be the
magnetic length `B , which is the only length scale in the
problem. For a translationally invariant ground state,
Eq. (6) is independent of r. For a rotationally invariant
ground state, f(d) = 0. Furthermore, f(d) = f(−d),

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.60 0.2 0.4 0.6 0.8 1 1.2
0

0.2

0.4

0.6

0.8

1

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

FIG. 2. (a) Value of the variational parameter |Q| that mini-
mizes the ground-state energy (5) for a system with N = 13
electrons. A continuous quantum phase transition from an
isotropic to a nematic FQH state is seen at V3/V1 ≈ 0.6. (b)
Amplitude of the microscopic nematic order parameter (7) as
a function of |Q|.

hence f(d) measures the breaking of rotational symme-
try up to the equivalence d ∼ −d, as does a nematic
order parameter (which can also be thought of as a head-
less vector [2]). Expanding f(d) in angular momentum
components, we find that the first nontrivial term has
angular momentum l = 2 and thus its complex coef-

ficient f2 =
∫ 2π

0
dθ
2π e
−2iθf(d) can be used as a micro-

scopic definition of our complex nematic order parame-
ter. Because our numerical simulations are performed on
a torus, the full SO(2) rotation symmetry is in fact ex-
plicitly broken to a discrete C4 rotation symmetry by the
periodic boundary conditions (see Appendix B for a de-
tailed discussion). The resulting Ising nematic [54, 55] is
thus more appropriately described by an order parameter
Nx2−y2 ∝ f(x̂)− f(ŷ) with dx2−y2 symmetry,

Nx2−y2 ≡
∑
q

(cos qx − cos qy)〈Ψ|ρ̄qρ̄−q|Ψ〉, (7)

working in units such that `B = 1, and assuming nematic
order along the x axis without loss of generality.

In Fig. 2(a) we plot the value of the variational parame-
ter |Q| that minimizes the variational energy (5), while in
Fig. 2(b) we give the correspondence between |Q| and the
microscopic nematic order parameterNx2−y2 , i.e., Eq. (7)
evaluated in the optimal trial state. The isotropic FQH
liquid is stable up to a value V3/V1 ≈ 0.6, beyond which
rotation symmetry is broken spontaneously. Given that
the trial states |Ψ(|Q|, φ)〉 have the same topological or-
der as the isotropic ν = 1/3 Laughlin state for all |Q| and
φ [43], this broken-symmetry state is a FQH nematic. In
this variational approach, the isotropic-nematic transi-
tion is continuous; however, in other approaches such as
composite fermion mean-field theory [10] the transition
is sometimes found to be first order. Figure 2 was calcu-
lated numerically and is shown for N = 13, but finite-size
effects are negligible given the variational nature of this
approach. The variational approach thus suggests a first
phase boundary in our schematic phase diagram (Fig. 1),
i.e., the nearly vertical phase boundary that signals the
destruction of the isotropic Laughlin liquid (phase A).
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FIG. 3. Exact diagonalization study of the V1-V3-V5 model
with N electrons: (a)-(c) gap between ground and first ex-
cited state in the zero-momentum sector; (d)-(f) overlap of the
ground state with the ν = 1/3 Laughlin state; (g)-(i) overlap
of the ground state with the V3/V1 →∞ ground state.

IV. EXACT DIAGONALIZATION

To complement our variational approach, we study the
model (3) with ED for up to N = 13 electrons. Our main
results are shown in Fig. 3. In order to compare gaps be-
tween different values of V3/V1, we have set the energy
scale to be one for the two-particle problem, irrespective
of the value of V3/V1. While finite-size effects are still
noticeable from a quantitative standpoint, from a qual-
itative standpoint the combined data of the gap in the
zero-momentum sector [Fig. 3(a)-(c)] and the overlap of
the ground state with the Laughlin [Fig. 3(d)-(f)] and
V3/V1 →∞ [Fig. 3(g)-(i)] ground states allow us to fur-
ther refine our schematic phase diagram (Fig. 1). Three
phases are noticeable, separated by gap-closing transi-
tions. In agreement with the variational results, phase A
occurs for V3/V1 less than ∼ 0.5 and appears to persist
for relatively large V5/V1. It is gapped and adiabatically
connected to the isotropic ν = 1/3 Laughlin liquid. The
second phase (denoted by B) occurs for V3/V1 & 0.5 and
small V5/V1. The gap in the zero-momentum sector is
much smaller than that of the Laughlin state and appears
to be strongly size-dependent. The ground state in this
part of the phase diagram has significant overlap with
the V3/V1 → ∞ ground state (obtained by considering

Eq. (2) with V3 nonzero only). Since this overlap grows
with increasing V3/V1, we suspect the ground state is
adiabatically connected to the V3/V1 →∞ ground state.
This picture holds when looking at the gap to the first
excited state irrespective of its momentum (such a calcu-
lation can only be performed for N = 10 and N = 11).
The V3-only model has only been the object of a few
studies [56–58], and we discuss it further in Sec. IV A.
Finally, the third phase (denoted by C) occurs for large
V3/V1 and V5/V1. It has negligible overlap with both the
Laughlin state and the V3/V1 →∞ ground state; we dis-
cuss it further in Sec. IV B. Note that we did not consider
a system with N = 12 electrons. Indeed, the Laughlin
liquid has an enhanced stability due to commensuration
effects (see Appendix D).

As already mentioned, the gap-closing phase bound-
ary obtained in ED between phase A and phases B and
C roughly matches the isotropic-nematic phase boundary
obtained in the variational approach. Since phases B and
C are on the nematic side of the transition, this suggests
they are characterized by some form of spatial order in
the thermodynamic limit. As we discuss in Sec. IV B,
phase C exhibits a large nematic susceptibility, and we
conjecture it is an FQH nematic in the thermodynamic
limit. Given that the variational approach with a single
nematic variational parameter predicts an FQH nematic
also in the region corresponding to phase B, while our
ED results suggest this is a distinct phase but also with
spatial order (as we will argue in Sec. IV A), we conjec-
ture that phase B is a spatially ordered phase proximate
to a nematic, that has a lower energy than the nematic
in this region of parameter space. The most natural pos-
sibility is a phase with spontaneously broken translation
symmetry, i.e., a smectic/stripe phase, from which the
FQH nematic descends by quantum melting at the B-C
phase boundary. Such phases have been considered in
the quantum Hall context before [34–37].

A. Large V3: possible stripe phase

Compared to the V1-only Hamiltonian whose exact
ground state at filling factor ν = 1/3 is the celebrated
Laughlin state, the V3-only Hamiltonian at the same fill-
ing factor has been studied much less (the exact ground
state of the V3-only Hamiltonian is the ν = 1/5 Laugh-
lin state, but at filling factor 1/5). A series of numerical
ED studies [56–58] have argued that the ground state in
this limit is an incompressible state with shift 7 on the
sphere and topologically distinct from the Laughlin state,
the so-called Wójs-Yi-Quinn (WYQ) state. Interpret-
ing the V3-only Hamiltonian as describing the interaction
of composite fermions in the second LL at filling factor
νCF = 1 + 1/3, the resulting WYQ state of composite
fermions was proposed as a candidate state for a recently
discovered FQHE at filling factor ν = 4/11 [59, 60].

Here we propose the alternate possibility that the
V3/V1 → ∞ ground state, and by adiabatic continuity,
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FIG. 4. Dependence of gap to first excited state on system
size: comparison between the Laughlin liquid (blue curve,
V1 = 1 and V3 = V5 = 0) and the pure V3 phase (red curve,
V3 = 1 and V1 = V5 = 0 i.e. V3/V1 → ∞). The gap was
computed up to N = 14 (resp. N = 13) electrons for the
pure V3 phase (resp. Laughlin liquid).

phase B in Fig. 1, might be gapless in the thermody-
namic limit. First, as mentioned before, the gap in phase
B appears to be strongly size-dependent. In Fig. 4 we
compare the dependence on system size N of the gap
between ground and first excited state for the Laughlin
liquid (V1-only model) and the V3-only model. While the
gap in the Laughlin liquid is essentially system-size inde-
pendent, the gap in the pure V3 model exhibits a strong
dependence on N (and almost closes at N = 14 electrons,
the largest size we can reach), which suggests the exis-
tence of gapless degrees of freedom in the thermodynamic
limit. It is interesting to note in this context that in a
recent study [61], the neutral collective mode spectrum
of the composite fermion WYQ state mentioned above
was found to be nearly gapless, with the wave vector and
energy of the magnetoroton minimum an order of mag-
nitude smaller than in the ν = 1/3 Laughlin state.

Second, in Fig. 5 we plot the dependence of the gap
on the aspect ratio δ of the torus. Here we plot both
the direct gap (gap in the zero-momentum sector) and
the absolute gap, which in these systems is indirect (i.e.,
occurs at finite momentum). In the Laughlin liquid there
is essentially no dependence of the gaps on the aspect ra-
tio, as one expects for an isotropic incompressible phase.
By contrast, in the pure-V3 case both direct and indirect
gaps are strongly dependent on the aspect ratio, which
is at odds with the scenario proposed previously of an
isotropic, incompressible topological phase. Within the
limitations of numerical ED on small systems, this re-
sult nonetheless suggests that the ground state of the
V3-model is strongly susceptible to spatial perturbations
that break the spatial C4 rotational symmetry of the
torus. In the thermodynamic limit, this is suggestive of
a phase with a spontaneous broken spatial symmetries.
As we discuss in Sec. IV B, phase C is characterized by a
large nematic susceptibility, leading us to speculate that
it becomes an FQH nematic in the thermodynamic limit.
Since phase B is a distinct phase, but proximate to a
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FIG. 5. Dependence of gap to first excited state on aspect
ratio δ = Ly/Lx − 1 of the torus in both the zero-momentum
sector (blue lines) and at finite momentum (red lines). We
have considered both N = 12 electrons (solid lines) and N =
11 electrons (dotted lines): (a) Laughlin liquid (V3 = V5 = 0),
(b) pure V3 phase (V3/V1 →∞).

nematic, we conjecture it is a smectic/stripe phase.

B. Large V3 and V5: possible FQH nematic

In the large V3, V5 regime, the ground state has essen-
tially zero overlap with both the Laughlin state and the
V3/V1 → ∞ ground state; we surmise it corresponds to
a distinct phase of matter in the thermodynamic limit
(phase C in Fig. 1). As in the case of phase B, the gap in
phase C appears to be strongly size-dependent [Fig. 3(a)-
(c)], suggestive of a gapless phase in the thermodynamic
limit. Combined with the variational results of Sec. III,
this strongly suggests phase C is a FQH nematic.

To further investigate this possibility and go beyond
the variational approach, which is necessarily biased, we
would like to show directly that the ground state ob-
tained in ED in the large V3, V5 regime exhibits nematic
order. However, since there is no spontaneous symme-
try breaking in a finite system, we can only calculate a
nematic susceptibility, defined as the rate of change of
the nematic order parameter with respect to a suitable
symmetry-breaking field. Since a nonzero aspect ratio
parameter δ explicitly breaks the C4 rotation symmetry
of the torus, we adopt the following microscopic defini-
tion of nematic susceptibility,

χQ ≡ lim
δ→0

∂Nx2−y2(δ)

∂δ
, (8)

where the nematic order parameter (7) is calculated nu-
merically with the ED ground state |Ψ〉 (by opposition
to the trial ground state) and as a function of δ. In prac-
tice, we obtain χQ by numerically determining the slope
of the curve of Nx2−y2(δ) vs δ for small values of δ.

In Fig. 6 we plot the nematic susceptibility χQ as a
function of the tuning parameters V3/V1 and V5/V1, for
different system sizes. While we are clearly in a regime
where finite-size effects are still important, at least for
N = 10 and N = 11 electrons there is a strong nematic
susceptibility in this phase. This is evidence of strong
nematic correlations, and further supports our conjecture
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FIG. 6. Ground-state nematic susceptibility (8), capped for
readability at χmax = 10.

that phase C is an FQH nematic in the thermodynamic
limit.

V. IMPLICATIONS FOR EXPERIMENTS

Experimental evidence of nematic ν = 7/3 and ν = 8/3
FQH states was reported in the tilted field experiments
of Xia et al. [5]. They argued convincingly that the tilted
field has two important effects in the particular devices
they studied: Of course, it produces a symmetry break-
ing field in the 2DEG which defines a preferred nematic
“x” axis parallel to the in-plane component of the mag-
netic field. It also affects the effective interactions, and
it is apparently this latter effect that tunes the system
through an isotropic-to-nematic transition. In the rele-
vant range of tilt angles, the Hall conductance is appro-
priately quantized at low temperatures. However, the
longitudinal resistivity exhibits an astonishing T depen-
dence: While at elevated T , ρxx and ρyy differ by a tilt-
angle dependent factor, both decrease with decreasing T
in a similar fashion. However, below a critical temper-
ature Tnem ∼ 50 mK, ρxx exhibits a sharp change such
that it is an increasing function of decreasing T , while ρyy
continues its smooth decrease, tending to 0 as T → 0.

The existence of a finite-T transition is expected [35]
for a nematic phase, and this and the large enhancement
of the resistance anisotropy are the strongest pieces of ev-
idence in favor of this identification [7, 8, 35]. However, it
is far from obvious how to understand the particulars of
the results. Most obviously, the quasiparticle creation en-
ergy and character should not change dramatically across
the nematic transition, and consequently well inside the
nematic state, either in the regime of thermally activated
transport or variable range hopping, ρxx/ρyy should ap-
proach a T independent constant value, which is not read-
ily reconciled with the strongly T dependent anisotropy
that is observed.

To resolve this issue, we offer a speculative proposal,
which could be readily tested in future experiments. One
of the most important characteristics of classical liquid
crystals is that in appropriate circumstances they form
macroscopic textures — textures whose length scales are
set by the size of system. The ubiquitous existence of
such textures reflects the fact that the broken symmetries
involved are spatial as opposed to internal symmetries.

The nature of the textures depends sensitively on the na-
ture of the broken symmetries. For theory at the level of
the effective Hamiltonian studied in the present paper,
there is full U(1) rotational symmetry, so the nematic
is an XY order parameter. However, in the GaAs het-
erostructures in which the 2DEG is realized, corrections
to the effective mass approximation break that symme-
try down to a C4 discrete subgroup. These corrections
are small in proportion to (a/`B)4 (see Appendix C), so
they are unimportant for most purposes, but at long dis-
tances in the broken symmetry phase they necessarily
play an essential role, and correspondingly any macro-
scopic textures should be characteristic of an Ising order
parameter.

In the present context, we note that generically one
particular order parameter orientation is favored at any
edge of the system. So long as this preference is suf-
ficiently strong, it must be satisfied in the equilibrium
state, which forces the order parameter to be spatially
varying in the bulk. In the case of an Ising order pa-
rameter and a square sample in the presence of a weak
symmetry breaking field, or more generally in any rect-
angular sample, this forces the existence of two domain
walls which split the sample into three macroscopic do-
mains running along one direction. The nature of the
states associated with the domain wall is, itself, an inter-
esting problem whose solution depends on a number of
microscopic considerations; however, typically such do-
main walls are associated with a dramatically reduced
gap to current carrying excitations. Where this is the
case, the existence of such textures below Tnem could ac-
count for the opposite T dependence of ρxx and the sud-
denness of its onset, even in the presence of a symmetry
breaking field. Clearly, further theoretical and experi-
mental work is necessary to test this proposal.

Assuming that what is observed in these experiments
is, indeed, an FQH nematic, there are a number of other
interesting quantities that could be measured. Most im-
portantly from the present viewpoint, the GMP mode,
which can be observed as a sharp mode in Raman [62] or
acoustic wave [63] spectroscopy, should soften as the tran-
sition is approached from the isotropic side. Observing
this mode would confirm its identification as the soft-
mode associated with a proximate nematic state; more
generally, it would be interesting to observe as the con-
densed matter version of a graviton.

VI. CONCLUSION

In conclusion, we have explored the possibility of en-
gineering quantum phase transitions out of the isotropic
FQH liquid towards spatially ordered phases in a micro-
scopic model of an interacting 2DEG in a perpendicu-
lar magnetic field. Combining a variational study with
ED results for up to N = 13 electrons, we arrived at
the schematic phase diagram illustrated in Fig. 1. Phase
A was seen be adiabatically connected to the isotropic
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ν = 1/3 Laughlin state, and thus represents the region
of stability of the isotropic FQH liquid. In phase B, nu-
merical evidence suggests that this phase is adiabatically
connected to the V3/V1 → ∞ ground state. The many-
body gap of the latter was seen to be strongly dependent
on system size and aspect ratio of the torus on which
our simulations were defined, which suggests that phase
B would have spontaneously broken spatial symmetries
in the thermodynamic limit. Finally, a variational anal-
ysis with anisotropic Laughlin trial wave functions com-
bined with the study of a suitably defined nematic sus-
ceptibility led us to propose that phase C could be a
FQH nematic in the thermodynamic limit. General ar-
guments suggest that a nematic should be proximate to
a phase with translational order: we were thus led to
conjecture that phase B could be a smectic/stripe phase,
which melts into a nematic at the B-C phase boundary.

Of course, the main limitation of our study is the ne-
glect of quantum fluctuations in our variational analysis
as well as the presence of finite-size effects (especially in
phases B and C). We hope nonetheless that our work will
stimulate further numerical studies of the model Hamil-
tonian considered here. In particular, it would be inter-
esting to study this model and test the conjectures pre-
sented here using algorithms recently developed to apply
the density-matrix renormalization group to FQH sys-
tems [64–66], which might reduce finite-size effects.

Finally we note that weak disorder will destroy both
the nematic and the stripe phase in d = 2 but the nematic
will have a quadratically longer correlation length in this
limit and exponentially longer if the spatial anisotropy
is taken into account. So the practical effect of weak
disorder is to stabilize the nematic relative to the stripe
phase [67].
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Appendix A: Variational wave functions for the
FQH isotropic-to-nematic transition

In Sec. III we use the anisotropic Laughlin states

Ψ
1/3
L (γ) at filling factor ν = 1/3 constructed in Ref. [43]

as a continuous family of trial ground-state wave func-
tions for the FQH isotropic-to-nematic transition. These
anisotropic Laughlin states are many-body wave func-

tions at filling factor 1/q in the LLL,

Ψ
1/q
L (Q, Q̄) = f

1/q

Q,Q̄
({zi})e−

∑
i |zi|

2/2, (A1)

where f
1/q

Q,Q̄
({zi}) is a holomorphic function of the di-

mensionless complex electron coordinates zi = (xi +

iyi)/
√

2`B given by [43]

f
1/q

Q,Q̄
({zi}) =

∏
i

√
λ

2π
e−γz

2
i /2

×
∏
i<j

[
zi − zj + z2

0

(
∂

∂zi
− ∂

∂zj

)]q
1,

(A2)

where λ, γ, and z2
0 are dimensionless parameters. In-

terpreting Haldane’s intrinsic metric as a nematic order
parameter via Eq. (4), we can relate these dimensionless
parameters to our complex nematic variational parame-
ter |Q|eiφ in the following way,

λ = sech(|Q|/2), (A3)

γ = e−iφ tanh(|Q|/2), (A4)

z2
0 =

1

2
eiφ sinh |Q|. (A5)

When the amplitude of nematic order vanishes |Q| = 0,

we have λ = 1, γ = 0, and z2
0 = 0, and Ψ

1/q
L (Q, Q̄) re-

duces to the usual isotropic Laughlin wave function [68].

Appendix B: Ising anisotropy from finite-size effects

An important consequence of studying an isotropic-to-
nematic transition on a torus of finite dimensions Lx×Ly
is the explicit breaking of the continuous SO(2) rota-
tion symmetry to a discrete C4 rotation symmetry. This
has the effect of reducing the continuous degeneracy of
broken-symmetry nematic states to a discrete two-fold
degeneracy. In this Appendix, we derive an effective
Hamiltonian [Eq. (B43)] for this 2D ground state mani-
fold. For Lx = Ly and in the absence of tunneling effects
the system is effectively an Ising nematic with two de-
generate ground states related by a 90◦ rotation of the
nematic director. As we will see, a change of aspect ratio
Lx 6= Ly splits the degenerate ground states by a “Zee-

man” energy ∝ V −1/2δ for small δ where Ly/Lx = 1 + δ
and V = LxLy is the system volume, and tunneling ef-

fects also induce a splitting ∝ exp(−const.× V 1/4).

1. Landau-Ginzburg theory of the
isotropic-to-nematic transition

Assuming we are close enough to the transition, we can
ignore the coupling to the topological degrees of freedom
of the FQH liquid, i.e., the Chern-Simons gauge fields
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and Laughlin quasiparticles [9], and we focus on the ne-
matic sector alone. As mentioned previously, the nematic
order parameter can be expressed as a complex scalar
Q = |Q|eiφ, where 0 ≤ φ < 2π corresponds to physically
distinct configurations. We denote the complex conju-
gate by Q̄ = Q∗, and use a complex notation for spatial
derivatives, ∂ = ∂x + i∂y and ∂̄ = ∂x − i∂y. Under an
SO(2) spatial rotation by an angle θ, the fields transform
as

Q→ e2iθQ, Q̄→ e−2iθQ̄, ∂ → eiθ∂, ∂̄ → e−iθ∂̄, (B1)

so an SO(2) invariant Lagrangian should be invariant
under this U(1) transformation. In our earlier work [9],
the nematic sector was described by a Lagrangian of the
form

L0 = iλQ̄∂tQ−H0, (B2)

with a Hamiltonian

H0 = κ∂Q̄∂̄Q+ rQ̄Q+ uQ̄Q̄QQ, (B3)

which is manifestly invariant under the transformation
(B1). This Landau-Ginzburg theory is meant to be an
expansion in powers of Q, Q̄ and its derivatives. At this
order in the expansion, the Lagrangian (B2) has the same
form as that for an internal degree of freedom (e.g., an
XY model), which is reflected in the fact that the Gold-
stone mode has an isotropic dispersion ε(q) ∝ |q|. In the
nematic language, this means the Frank free energy [69]
has equal splay and bend coefficients,

∂Q̄∂̄Q ∝
{

(∇ · n)2 + [n× (∇× n)]2
}
, (B4)

where n = (cos(φ/2), sin(φ/2)) is the nematic director,
which is related to the nematic order parameter by Qab =
|Q|(2nanb − δab). Note that there is no twist in 2D, n ·
(∇×n) = 0. In writing Eq. (B4) we assumed a uniform

magnitude |Q| of the nematic order parameter, which is
appropriate for a nonlinear sigma model description of
the ordered phase.

To see that we are breaking a spatial symmetry and
not just an internal symmetry, we need to go to higher
orders in the Landau-Ginzburg expansion. The simplest
terms that do this (and give different splay and bend
coefficients) are cubic terms of the form Q∇Q∇Q [70].
In our complex notation, four such terms are allowed,

Lcubic = c1
[
Q(∂Q̄)2 + c.c.

]
+ ic2

[
Q(∂Q̄)2 − c.c.

]
+c3(Q∂̄Q∂̄Q̄+ c.c.) + ic4(Q∂̄Q∂̄Q̄− c.c.),

(B5)

where c1, c2, c3, c4 are real coefficients. We now imag-
ine that we are in the nematic phase 〈Q〉 = Q0e

iφ0 6= 0
and wish to examine the effects of fluctuations. We write
Q(r, t) = (Q0 + χ(r, t))ei(φ0+φ(r,t)) and expand in pow-
ers of the fluctuations χ(r, t) � Q0, φ(r, t) � 2π and
their derivatives. The amplitude fluctuations χ are mas-
sive and can be integrated out. The imaginary-time La-
grangian for the Goldstone mode φ is of the form

L(φ) =
1

2

{
(∂τφ)2 + v2(∇φ)2 + λ(φ0)[(∂xφ)2 − (∂yφ)2]

+2η(φ0)∂xφ∂yφ
}
, (B6)

where v2 ∝ Q2
0, and

λ(φ0) = A cosφ0 −B sinφ0, (B7)

η(φ0) = B cosφ0 +A sinφ0, (B8)

with A,B ∝ Q3
0, hence close to the transition we have

Q0 � 1 and thus λ, η � v2. The Goldstone mode dis-
persion is

ε(q) =
√
v2q2 + λ(φ0)(q2

x − q2
y) + 2η(φ0)qxqy, (B9)

which is clearly anisotropic.

2. Finite-size corrections to the ground-state energy

We will now use the approach of Fisher [71] to calculate the finite-size corrections to the ground-state energy. We
consider putting the system on a torus of dimensions Lx × Ly. We define

∆E0(Lx, Ly) = E0(Lx, Ly)− E0(Lx =∞, Ly =∞), (B10)

where E0 is the ground-state energy. From Eq. (B6), we have

E0(Lx, Ly) =
1

2

∫ ∞
−∞

dω

2π

∑
qxqy

ln
(
ω2 + v2q2 + λ(φ0)(q2

x − q2
y) + 2η(φ0)qxqy

)
. (B11)
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In the limit Lx, Ly → ∞ we have
∑
qxqy
→ LxLy

∫
d2q

(2π)2 where the integral ranges over the entire momentum-space

plane R2, hence Eq. (B10) becomes

∆E0(Lx, Ly) =
1

2

∫ ∞
−∞

dω

2π

∑
qxqy

−LxLy
∫

d2q

(2π)2

 ln
(
ω2 + v2q2 + λ(φ0)(q2

x − q2
y) + 2η(φ0)qxqy

)
(B12)

=
1

2

∑
qxqy

−LxLy
∫

d2q

(2π)2

 ε(q), (B13)

with ε(q) given in Eq. (B9). Using the Poisson summation formula, we can show that [71]∑
qxqy

ε(q) =
∑

qx∈ 2πZ
Lx

∑
qy∈ 2πZ

Ly

ε(qx, qy) =
∑

`x,`y∈Z

∫ ∞
−∞

dθx

∫ ∞
−∞

dθy e
2πi(`xθx+`yθy)ε

(
2πθx
Lx

,
2πθy
Ly

)
, (B14)

whereas

LxLy

∫
d2q

(2π)2
ε(q) =

∫ ∞
−∞

dθx

∫ ∞
−∞

dθy ε

(
2πθx
Lx

,
2πθy
Ly

)
, (B15)

via a simple rescaling qx = 2πθx
Lx

, qy = 2πθx
Ly

. Therefore

∆E0(Lx, Ly) =
1

2

∑
`x 6=0

∑
`y 6=0

∫ ∞
−∞

dθx

∫ ∞
−∞

dθy e
2πi(`xθx+`yθy)ε

(
2πθx
Lx

,
2πθy
Ly

)
=

1

2
LxLy

∑
`x 6=0

∑
`y 6=0

ε̃(`xLx, `yLy), (B16)

where ε̃(x, y) is the Fourier transform of ε(q) defined in Eq. (B9). The Fourier integral is difficult to evaluate exactly,
but we can expand in powers of the anisotropy λ

v2 ,
η
v2 � 1 if we are close enough to the transition. To first order in

these quantities, we have

ε̃(r, ϕ) = v

∫ ∞
0

dq q2

2π

∫ 2π

0

dθ

2π
eiqr cos(θ−ϕ)

(
1 +

λ(φ0)

2v2
cos 2θ +

η(φ0)

2v2
sin 2θ

)
+O(λ2, η2, λη), (B17)

where q = q(cos θ, sin θ) and r = r(cosϕ, sinϕ). Performing the integration over θ and q, we obtain

ε̃(r, ϕ) = − v

2πr3

(
1 +

3λ(φ0)

2v2
cos 2ϕ+

3η(φ0)

2v2
sin 2ϕ

)
, (B18)

hence, from Eq. (B16), we have

∆E0(Lx, Ly) = ∆Eis
0 + ∆Eanis

0 (φ0), (B19)

where the isotropic contribution ∆Eis
0 comes from the φ0-independent term in Eq. (B18), and the anisotropic contri-

bution ∆Eanis
0 (φ0) is

∆Eanis
0 (φ0) = −3LxLy

8πv

∑
`x 6=0

∑
`y 6=0

λ(φ0)(`2xL
2
x − `2yL2

y) + 2η(φ0)`x`yLxLy

(`2xL
2
x + `2yL

2
y)5/2

. (B20)

We change variables from Lx and Ly to the total volume V = LxLy and aspect ratio R = Ly/Lx. The term
proportional to η(φ0) vanishes because the summand is odd in `x or `y. We have

∆Eanis
0 (φ0, V,R) = − 3λ(φ0)

8πv
√
V
f(R), (B21)

where

f(R) = R3/2
∑
`x 6=0

∑
`y 6=0

`2x −R2`2y
(`2x +R2`2y)5/2

. (B22)
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This function can be evaluated numerically. Alternatively, for aspect ratios close to one, R = 1 + δ with δ � 1, we
can expand for small δ. We find

f(R) =
δ

2

∑
`x 6=0

∑
`y 6=0

3`4x − 14`2x`
2
y + 3`4y

(`2x + `2y)7/2
+O(δ2) ' −1.37δ +O(δ2), (B23)

hence we obtain

∆Eanis
0 (φ0, V, δ) ' const.× λ(φ0)δ√

V
, (B24)

for δ � 1. However, there should be a four-fold anisotropy for a finite-size system when δ = 0. The expansion to first
order in λ, η in Eq. (B17) was insufficient. We go back and expand to second order. The correction to ε̃(r) at this
order is

δε̃(r, ϕ) = − 1

8v3

∫ ∞
0

dq q2

2π

∫ 2π

0

dθ

2π
eiqr cos(θ−ϕ)

(
λ2(φ0) cos2 2θ + η2(φ0) sin2 2θ + 2λ(φ0)η(φ0) sin 2θ cos 2θ

)
=

1

32πv3r3

{
η2(φ0) + λ2(φ0) + 15

[
(η2(φ0)− λ2(φ0)] cos 4ϕ− 2η(φ0)λ(φ0) sin 4ϕ

]}
. (B25)

The term proportional to η(φ0)λ(φ0) is odd in `x or `y and vanishes upon summation over `x, `y. We find that the
dependence on the aspect ratio parameter δ of the contribution of δε̃(r) to ∆E0(Lx, Ly) begins at order δ2 only, so
we can set δ = 0 in the resulting expressions. To leading (zeroth) order in δ therefore, we find

δ∆E0(φ0, V, δ) =
1

64πv3
√
V

[η2(φ0) + λ2(φ0)
] ∑
`x 6=0

∑
`y 6=0

1

(`2x + `2y)3/2
+ 15

[
η2(φ0)− λ2(φ0)

] ∑
`x 6=0

∑
`y 6=0

`4x − 6`2x`
2
y + `4y

(`2x + `2y)7/2


' 1

64πv3
√
V

{
4.22

[
η2(φ0) + λ2(φ0)

]
− 15× 1.94

[
η2(φ0)− λ2(φ0)

]}
=

Q3
0√
V

(c+ a cos 2φ0 + b sin 2φ0) , (B26)

where a, b, c are independent of φ0, V, δ. The term proportional to c contributes to the uninteresting isotropic part
∆Eis

0 . Ignoring the isotropic terms, the finite-size correction to the ground-state energy in the nematic phase is
therefore

∆Eanis
0 (φ0, V, δ) =

Q2
0√
V

[Q0(a cos 2φ0 + b sin 2φ0) + δ(a′ cosφ0 + b′ sinφ0)] +O(δ2). (B27)

The a, b terms describe the finite-size four-fold anisotropy due to the toroidal geometry, while the a′, b′ terms (pro-
portional to δ) describe the perturbation due to the aspect ratio.

What about terms of cubic and higher order in λ, η in Eq. (B17)? At order n in the expansion, we will have terms
of the form Qn+1

0 ×{cos 2nϕ, sin 2nϕ}× {cosnφ0, sinnφ0} summed over the square lattice (`x, `y) ∈ Z2\{(0, 0)}. Due
to the symmetries of the lattice certain terms will vanish identically when summed over the entire lattice. The mirror
plane at `y = 0 sends ϕ → −ϕ, hence sin 2nϕ vanishes when summed over for all n. The mirror plane at `x = `y
sends ϕ→ π

2 − ϕ, under which cos 2nϕ changes sign for odd n and stays unchanged for even n. Therefore the terms
cos 2nϕ with even n survive the sum. In general therefore, we will have

∆Eanis
0 (φ0, V, δ) =

1√
V

[ ∞∑
n=1

Q2n+1
0 (an cos 2nφ0 + bn sin 2nφ0) + δ

∞∑
n=1

Q2n
0 (a′n cos(2n− 1)φ0 + b′n sin(2n− 1)φ0)

]
+O(δ2), (B28)

where an, bn, a
′
n, b
′
n are constants. We note that ∆Eanis

0 (φ0, V, 0) is invariant under φ0 → φ0+π while φ0 has periodicity
2π, which implies two degenerate minima for square aspect ratio. Sufficiently close to the critical point where Q0 � 1,
we can neglect terms of higher order in Q0 and work with the simpler potential (B27).

3. Zero-mode dynamics and effective Hamiltonian

The finite-size correction to the ground-state energy
(B27) corresponds to the zero-point energy of the q 6= 0

Goldstone bosons. However, when discussing symmetry
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breaking in finite systems it is important to consider the
effect of the uniform (q = 0) mode [72]. The lowest-
energy q 6= 0 fluctuation has a finite-size gap ∝ 1√

V
.

On the other hand, as will be seen shortly, the uniform
fluctuation q = 0 has a finite-size gap∝ 1

V , which is much

smaller than 1√
V

in the thermodynamic limit V → ∞.

Therefore the q 6= 0 fluctuations are very fast compared
to the uniform fluctuation, and it is appropriate to use an
approximation à la Born-Oppenheimer and think of φ0 in
Eq. (B27) as a dynamical field φ0 = φ0(τ). The kinetic
term in the action for φ0 is obtained from Eq. (B6) with
φ(r, τ) = φ0(τ),

S0[φ0] =
1

2

∫ β

0

dτ

∫
d2r (∂τφ0)2 =

V

2

∫ β

0

dτ (∂τφ0)2,

(B29)

which corresponds to the first-quantized Hamiltonian of
an SO(2) rotor,

H0(φ0) = − 1

2V

∂2

∂φ2
0

, (B30)

where the wave functions Ψ(φ0) must obey the periodic
boundary conditions Ψ(φ0) = Ψ(φ0 + 2π). Using the
ansatz Ψ(φ0) ∝ eiNφ0 where N ∈ Z, we obtain the

“tower-of-states” spectrum E(N) = N2

2V , hence the uni-

form fluctuation has a finite-size gap ∝ 1
V . The finite-size

energy (B27) is then essentially a potential for φ0, and
we consider the Hamiltonian

H(φ0) = − 1

2V

∂2

∂φ2
0

+ U(φ0), (B31)

where

U(φ0) =
Q2

0√
V

[
Q0(a cos 2φ0 + b sin 2φ0)

+ δ(a′ cosφ0 + b′ sinφ0)
]
. (B32)

Since 1√
V
� 1

V in the thermodynamic limit, we can min-

imize the potential energy U(φ0) first and consider the
kinetic term as a perturbation. Since δ � 1, we can in
fact minimize the a, b terms first and consider the second
term in U(φ0) as a perturbation. Because 0 ≤ φ0 < 2π,
the a, b terms have two inequivalent minima. Writing

a cos 2φ0 + b sin 2φ0 = A cos 2(φ0 − f), (B33)

with A2 = a2 + b2 (not the same A as before) and
tan 2f = b/a, and assuming A > 0, there are two de-
generate minima at

φ0 =
π

2
+ f, φ0 =

3π

2
+ f. (B34)

These are the two states of our effective Ising nematic,
which we can denote by a pseudospin variable ↑, ↓,

| ↑〉 =
∣∣∣φ0 =

π

2
+ f

〉
, | ↓〉 =

∣∣∣∣φ0 =
3π

2
+ f

〉
. (B35)

Because these are φ0-eigenstates, the term proportional
to δ in U(φ0) is diagonal in the pseudospin basis. Writing

a′ cosφ0 + b′ sinφ0 = B cos(φ0 − f ′), (B36)

where B2 = (a′)2 + (b′)2 and tan 2f ′ = b′/a′, the term
proportional to δ becomes a “Zeeman” term for the Ising
pseudospin,

BQ2
0δ√
V

cos(φ0 − f ′)→ EZτz, (B37)

where τz is the third Pauli matrix acting in pseudospin
space, and

EZ =
BQ2

0δ√
V

sin(f ′ − f) = const.× Q2
0δ√
V
, (B38)

is the “Zeeman” energy. Finally, besides the τz term,
even at δ = 0 the kinetic term will lift the degeneracy
between the two pseudospin states because of tunneling
effects, which corresponds to a τx term. We can study
these effects via a simple instanton calculation that is
equivalent to the WKB approximation. Ignoring the Zee-
man term, the action corresponding to the Hamiltonian
(B31) is

S[φ0] =

∫ ∞
0

dτ

[
V

2

(
dφ0

dτ

)2

+
AQ3

0√
V

cos 2(φ0 − f)

]
,

(B39)

at zero temperature. The Euler-Lagrange equation is the
sine-Gordon equation,

V
d2φ0

dτ2
=
dU(φ0)

dφ0
. (B40)

We search for a kink solution with φ0(τ = −∞) = π
2 + f

and φ0(τ = +∞) = 3π
2 + f . The solution

φ̃0(τ) = π + f + 2 arctan

(
tanh

√
AQ3

0

V 3/2
(τ − τ0)

)
,

(B41)

where τ0 is the (arbitrary) position of the kink, satisfies
the equation as well as the boundary conditions at τ =
±∞. The action for this instanton is

Sinst = S[φ̃0] ' 4AQ3
0√

V

∫ ∞
−∞

dτ sech2

(
2

√
AQ3

0

V 3/2
(τ − τ0)

)
= 4
√
AQ

3/2
0 V 1/4, (B42)

where we have made the approximation of extending the
range of integration from (0,∞) to (−∞,∞). Therefore
the final effective Hamiltonian for the 2D ground-state
manifold is

Heff = ∆τx + EZτz, (B43)

where

EZ ∝
Q2

0δ√
V
, ∆ ∝ e−const.×Q3/2

0 V 1/4

. (B44)
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Appendix C: Ising anisotropy from corrections to
effective mass theory

Even for an infinite system, due to the underlying crys-
tal structure of the material hosting the 2DEG continu-
ous rotation symmetry will be broken down to a discrete
point group symmetry, with the consequence that the
Goldstone mode in the FQH nematic phase will acquire
a gap. In this Appendix we show that for a lattice with
C4 symmetry, the gap Egap of the quasi-Goldstone mode
scales like Egap ∼ (a/`B)4, where a is the lattice constant
and `B is the magnetic length.

1. Corrections to effective mass theory

As discussed in Appendix B, nematic order is described
by the Landau-Ginzburg Lagrangian (B2). This descrip-
tion assumes the 2DEG has a perfect continuous SO(2)
rotation symmetry (B1), which is valid if we consider the
microscopic first-quantized Hamiltonian

H =

N∑
i=1

π2
i

2m∗
+
∑
i<j

V (ri − rj), (C1)

for a system of N electrons, with πi = pi − eA(ri) and
V (r) the Coulomb interaction. In general this symme-
try will be broken explicitly by lattice effects. At long
wavelengths this is captured by corrections to effective
mass theory, which for a lattice with C4 symmetry be-
gins at quartic order in the momentum πi. (One could
also consider anisotropic corrections to the dielectric ten-
sor implicit in V (r).)

For a lattice with C4 symmetry the leading corrections
to effective mass theory near the Γ point are

∆H =

N∑
i=1

(α
2
{π2

ix, π
2
iy}+ β

(
π4
ix + π4

iy

))
. (C2)

The second and first terms could come from nearest-
neighbor t and next-nearest-neighbor t′ hopping on the
square lattice, respectively. The first term has been sym-
metrized because πix and πiy do not commute. Let us
assume that t′ ∼ t for simplicity, and neglect all factors of
order one. Then ta2 ∼ ~2/m∗ and α, β ∼ ta4/~4, where
a is the lattice constant. Therefore α, β ∼ a2/m∗~2.

2. First-order perturbation theory

Using the variational wave functions presented in Ap-
pendix A, we wish to compute perturbatively the form
of the symmetry-breaking corrections to the Hamiltonian
(B3) that originate from (C2):

∆H(Q, Q̄) = 〈Ψ1/q
L (Q, Q̄)|∆H|Ψ1/q

L (Q, Q̄)〉+ . . . , (C3)

where the first term corresponds to first-order pertur-
bation theory in ∆H and . . . to higher orders in per-
turbation theory. We assume the trial wave functions

|Ψ1/q
L (Q, Q̄)〉 are normalized, 〈Ψ1/q

L (Q, Q̄)|Ψ1/q
L (Q, Q̄)〉 =

1. ∆H(Q, Q̄) should contain terms that are only invari-
ant under rotations by θ = nπ/2, n ∈ Z, corresponding
to Q→ −Q, Q̄→ −Q̄ for n odd. These terms break the
U(1) symmetry of the nematic to Z2. Listing the most
relevant terms first, we expect to have

∆H(Q, Q̄) = c1(Q2 + Q̄2) + ic2(Q2 − Q̄2) + . . . , (C4)

where c1, c2 are real constants. In the nematic phase,
these terms will correspond to a mass term for the trans-
verse Goldstone mode.

Defining the inter-Landau level (LL) annihilation oper-

ator bi = `B(πix+iπiy)/
√

2~ and its Hermitian conjugate

b†i , where `B =
√

~/eB is the magnetic length, we obtain

∆H =
~4

`4B

N∑
i=1

[
(α+ 6β)b†i bi +

(α
2

+ 3β
)
b†i b
†
i bibi

+

(
−α

4
+
β

2

)
(bibibibi + b†i b

†
i b
†
i b
†
i )

]
, (C5)

plus a constant that we neglect. Note that bi, b
†
i are di-

mensionless. The expectation value in Ψ
1/q
L (Q, Q̄) of the

first two terms in Eq. (C5) vanishes, because bi acts on a
LLL wave function. Very explicitly, consider the action
of this operator on the trial wave function. Using the
fact that bj = 1

2zj + ∂/∂z̄j , we have

bjΨ
1/q
L (Q, Q̄) =

(
1

2
zj +

∂

∂z̄j

)
f

1/q

Q,Q̄
({zi})e−|zj |

2

×
∏
i 6=j

e−|zi|
2/2

=
1

2
zjΨ

1/q
L (Q, Q̄) + f

1/q

Q,Q̄
({zi})e−|zj |

2/2

×
(
−1

2
zj

)∏
i6=j

e−|zi|
2/2

= 0, (C6)

using Eq. (A1). For the same reason, we have

bibibibiΨ
1/q
L (Q, Q̄) = 0, (C7)

and the term with b†i b
†
i b
†
i b
†
i will involve terms such as∫ ∏

i

d2ziΨ
1/q
L (Q, Q̄)∗b†jb

†
jb
†
jb
†
jΨ

1/q
L (Q, Q̄)

=

∫ ∏
i

d2zi

(
bjbjbjbjΨ

1/q
L (Q, Q̄)

)∗
Ψ

1/q
L (Q, Q̄)

= 0. (C8)

Thus ∆H(Q, Q̄) in Eq. (C3) vanishes to first order in
perturbation theory, and we must go to second order.
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FIG. 7. (a) Gap between ground and first excited state irre-
spective of its momentum for the V1-V3-V5 model with N = 11
electrons. Note that the scale of the gap in Fig. 3(b) is slightly
different but the gross features of the two plots are mostly
identical. (b) Gap as a function of the ratio V3/V1 for N = 13
electrons and a square aspect ratio. We show both the gap in
the zero-momentum sector (red line) and the gap to the first
excited with a non zero-momentum (blue line). Note that
in order to compare gaps between different values of V3/V1,
we have set the energy scale to be one for the two-particle
problem, irrespective of the value of V3/V1. Inset: Close-up
of the gap in the zero-momentum sector around the point
V3/V1 ' 0.500 where the gap almost closes (1.5× 10−4).

3. Second-order perturbation theory

The second-order correction would look like

∆H(Q, Q̄) =
∑
n 6=0

〈Ψ1/q
L (Q, Q̄)|∆H|n〉〈n|∆H|Ψ1/q

L (Q, Q̄)〉
En − E0

,

(C9)

where |n〉, n 6= 0 are many-body excited states and E0

is the energy of the trial wave function. We first observe

that the terms b†i bi, b
†
i b
†
i bibi, and bibibibi will again give

a vanishing contribution to ∆H since these terms anni-
hilate the trial wave function and thus make the matrix
element 〈n|∆H|Ψ1/q

L (Q, Q̄)〉 vanish for all n. The only
nonvanishing contribution must come from the bibibibi
and b†i b

†
i b
†
i b
†
i terms, which cause LL mixing. Schemati-

cally,

∆H(Q, Q̄) ∼
(
~4

`4B

)2(
a2

m∗~2

)2

×
∑
n 6=0

〈Ψ1/q
L (Q, Q̄)|bbbb|n〉〈n|b†b†b†b†|Ψ1/q

L (Q, Q̄)〉
En − E0

,

(C10)

where we used the fact that α, β ∼ a2/m∗~2. Now, |n〉
cannot be in the LLL because this would again lead to the

vanishing of the matrix element 〈Ψ1/q
L (Q, Q̄)|bbbb|n〉. The

largest contribution to ∆H comes from virtual transitions
to excited states in the first LL, such that En−E0 ∼ ~ωc
where ωc = eB/m∗ is the cyclotron frequency. Since
b, b† are dimensionless, the matrix elements are order one.
While determining exactly the dependence on Q, Q̄ of
∆H(Q, Q̄) would require a more detailed analysis, we
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FIG. 8. Gap as a function of the ratio V3/V1 for N = 12
electrons and a square aspect ratio. We show both the gap in
the zero-momentum sector (red line) and the gap to the first
excited with a non zero-momentum (blue line). In order to
compare gaps between different values of V3/V1, we have set
the energy scale to be one for the two-particle problem, irre-
spective of the value of V3/V1. Inset: Overlap of the ground
state with the ν = 1/3 Laughlin state (red dashed line) and
the V3/V1 → ∞ ground state (blue bashed line) as function
of the ratio V3/V1 for N = 12 electrons and a square aspect
ratio.

see no reason why the leading terms in Eq. (C4) would
not appear. Therefore we expect the magnitude of the
coefficients c1, c2 to be given by

c1, c2 ∼
(
~4

`4B

)2(
a2

m∗~2

)2
1

~ωc
∼
(
a

`B

)4

~ωc, (C11)

where we used ωc = eB/m∗. We thus estimate the gap
of the quasi-Goldstone mode in the nematic phase to be

Egap ∼ Q2
0

(
a

`B

)4

~ωc, (C12)

where Q0 is the (dimensionless) amplitude of the nematic
order parameter.

In Ref. [5], the ν = 7/3 plateau is found at B ≈ 2.8 T,

which using the rule of thumb `B ≈ 25 nm/
√
B[T] cor-

responds to a magnetic length `B ≈ 14.9 nm. The lattice
constant of GaAs is a ≈ 5.65 Å, which gives(

a

`B

)4

≈ 2× 10−6, (C13)

i.e., a millionth of the cyclotron gap.

Appendix D: Additional numerical results

In this Appendix we will provide a more complete nu-
merical survey that might be relevant for the expert read-
ers. In Sec. IV, we have focused on the gap in the zero-
momentum sector. We mentioned that looking at the
gap to the first excited state (irrespective of its momen-
tum) does not qualitatively change the phase diagram,
at least for the system sizes we can reach, i.e., N = 10
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FIG. 9. Exact diagonalization study of the V1-V3-V5 model
with N = 12 electrons: (a) overlap of the ground state
with the ν = 1/3 Laughlin state; (b) overlap of the ground
state with the V3/V1 → ∞ ground state; (c) gap between
ground and first excited state in the zero-momentum sector;
(d) ground-state nematic susceptibility (8), capped for read-
ability at χmax = 10.

and N = 11. Indeed, we show the gap to the first ex-

cited state for N = 11 in Fig. 7(a). It should be com-
pared to Fig. 3(b) that provides the gap in the zero-
momentum sector for this number of fermions. (Perform-
ing a similar calculation for N = 13, including the full
(V3/V1, V5/V1) diagram, would be computationally too
demanding.) We have however calculated both the gap
in the zero-momentum sector and the indirect gap along
the V5/V1 = 0 line for this system size [Fig. 7(b)]. Once
again, we see that the gap in the zero-momentum sector
is sufficient to characterize the different regions.

We have mentioned that the system with N = 12 elec-
trons was not considered in Sec. IV due to an enhanced
stability of the Laughlin phase most probably related to
commensuration effects. Indeed, on the sphere geometry
at the shift of the Laughlin ν = 1/3 state, the gap never
closes when increasing V3/V1 for N = 12 electrons. The
torus geometry is not biased by the shift choice. Thus we
still observe the gap closing but at a larger value of V3/V1

[see Fig. 8, that should be compared to Fig. 7(b)]. De-
spite this greater robustness of the Laughlin phase, the
full (V3/V1, V5/V1) phase diagram for this system size
does not exhibit any major qualitative change. Indeed
the various quantities (overlaps, gap, and nematic sus-
ceptibility) shown in Fig. 9 for N = 12 have large simi-
larities with those of Figs. 2 and 3.
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