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We construct an effective field theory a two-dimensional two-component metallic system described
by a model with two Fermi surfaces (“pockets”). This model describes a translationally invariant
metallic system with two types of fermions, each with its own Fermi surface, with forward scattering
interactions. This model, in addition to the O(2) rotational invariance, has a U(1) x U(1) symmetry
of separate charge conservation for each Fermi surface. For sufficiently attractive interactions in
the d-wave (quadrupolar) channel this model has an interesting phase diagram that includes a
spontaneously generated anomalous Hall metal phase. We derive the Landau-Ginzburg effective
action of quadrupolar order parameter fields which enjoys an O(2) xU(1) global symmetry associated
to spatial isotropy and the internal U(1) relative phase symmetries respectively. We show that the
order parameter theory is dynamically local with a dynamical scaling of z = 2 and perform a one-loop
renormalization group analysis of the Landau-Ginzburg theory. The electronic liquid crystal phases
that result from spontaneous symmetry breaking are studied and we show the presence of Landau
damped Nambu-Goldstone modes at low momenta that is a signature of non-Fermi liquid behavior.
Electromagnetic linear response is also analyzed in both the normal and symmetry broken phases
from the point of view of the order parameter theory. The nature of the coupling of electromagnetism
to the order parameter fields in the normal phase is non-minimal and decidedly contains a precursor
to the anomalous Hall response in the form of a order-parameter-dependent Chern-Simons term in

the effective action.

I. INTRODUCTION

Interest in soft electronic liquids™? grew out
of attempts to understand the rich phase dia-
gram of the cuprates which hosts high temperature
superconductivity.? This approach draws its inspiration
from classical soft-condensed matter. Specifically, classi-
cal liquid crystals where competing orders and entropic
gains from broken translational and/or rotational sym-
metries can lead to a plethora of energetically competi-
tive phases. Electronic liquid crystal phases, the quan-
tum analogs of classical liquid crystals, have been con-
firmed in several electronic condensed matter systems
such as in quantum Hall fluids,*® stripe and nematic
phases in the cuprate superconductors,?% and the iron-
based superconductors,” and in S3RusO~.8

Among the many possible soft electronic phases,
there are those electron fluids that retain their trans-
lational symmetry but break orientational isotropy ei-
ther spatially? ! and/or internally i.e. the spin de-
gree of freedom'? !4 or a band (‘pseudo-spin’) degree of
freedom.'® From the weak-coupling perspective, this or-
der is driven by a tendency of the Landau Fermi-liquid
to develop a Pomeranchuk instability.! Near the tran-
sition point into an electronic liquid crystal, the soft
modes'” of the theory are shape distortions of the Fermi-
surface(s) (FS) that may be mixed with internal degrees
of freedom.'?!3 Moreover, the spontaneous symmetry
breaking of the orientational isotropy leads to non-Fermi
liquid behavior? due to Landau damping of the particle-
hole soft collective modes near the FS.

In this paper, we revisit a simple model introduced
in Ref.[15] of a soft 2D electron metal that has an
interaction-driven unquantized anomalous Hall effect.'®

In its simplest form the model consists of a 2D metal
with nearly degenerate orbital degrees of freedom with
two FSs nested inside each other with forward scattering
attractive inter-band interactions in the d-wave channel.
This simple model may also be realized in a strongly lay-
ered metallic system in a perpendicular (Zeeman) mag-
netic field with an easy-plane magnetic anisotropy with
quadrupolar exchange interactions. In this case the two
species of electrons are labelled simply by the spin pro-
jection and the forward scattering interactions are the
XY quadrupolar exchange interactions. The soft modes
can also be thought of as ‘nematic Stoner excitations’
which mediate residual forward XY -exchange scattering
in the [ = 2 partial wave channel after the establishment
of ferromagnetism. Here we analyze this soft electronic
liquid using weak coupling perturbation theory in the
vicinity of its quantum critical point within the Hertz-
Millis approach.'?2° Due to the XY -exchange-type fluc-
tuations which are inter-band and gapped in character,
the critical theory is that of a non-relativistic boson with
z = 2 dynamical scaling exponent. Throughout this pa-
per we will use the terminology of a pseudo-spin model
but the translation to other cases is straightforward.

The mean-field theory phase diagram of this model has
three phases: normal metal and two broken-symmetry
states (dubbed «; and B; in Ref.[15]) representing a
nematic-like state (cp) which is invariant under a ro-
tation by 7/2 followed by an orbital exchange, and
an anomalous quantum Hall metal (5;) with a sponta-
neously broken time-reversal invariance. All three phases
are gapless. In this work we will consider the effects of
quantum fluctuations about these mean field results. To
this end we derive an effective low-energy field theory of
the soft collective modes in the normal phase near the



quantum phase transition to the «; and B; phases. At
the level of a one-loop renormalization group (RG) treat-
ment we find that the three phases meet at a quantum
tricritical point. We further investigate the electromag-
netic response of these phases. The main results of this
paper that follow from this analysis are the electromag-
netic linear response kernels that contain the direct cou-
pling between the electromagnetic gauge field and the
soft quadrupolar modes (at quadratic order) near the
critical point of the theory. We show that the Ward
identities for the electromagnetic U(1) gauge symme-
try are necessarily satisfied. The non-minimally electro-
magnetic coupling to the soft quadrupolar modes has a
subtle structure but yields in the [y phase the intrin-
sic anomalous Hall effect in the form of a Chern-Simons
term for the order-parameter fields with an unquantized
coefficient (as expected for a gapless system). Previ-
ously the anomalous Hall conductivity was determined
only the DC limit within the self-consistent mean-field
approximation.'®

The paper is organized as follows. In Section II we
define the model, its various symmetries and coupling to
electromagnetism. In Section III we briefly discuss the
effective action for the quadrupolar XY -exchange bosons
whose derivation is included in Appendix A. Next in Sec-
tion IV the symmetry broken phases are discussed in de-
tail from the point of the view of the effective action.
This is followed up with an RG analysis in Section V
that leads to a schematic phase-diagram which takes into
account of quantum fluctuations at one-loop order. The
electromagnetic linear response is addressed in Section VI
with special attention placed on the Ward identities. In
Section VII we briefly comment of the effects of breaking
the U(1) symmetry of the relative phase down to a Zy in-
variance. Possible experimental realizations and material
candidates are proposed in Section VIII. We summarize
and discuss the implications of our findings in Section IX.

II. FERMIONIC MODEL

We begin with the model of Ref. [15] described here
as a (2+1) dimensional action of two split Fermi-liquids
that contains only a single XY-exchange interaction in
the quadrupolar (I = 2) partial wave channel, which we
minimally couple to probe electromagnetic (EM) fields

(Ao, A),

SW}T,d},A} = /d3$£0+/d3x/d3$lﬁint (21&)

Lo = [(Do + &(—iD)dup + vrAds, ] v (2.1b)
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Coupling to EM proceeds with the operators Dy = dy —
e¢ and D = V + ieA(x) that are covariant derivatives®!

acting on (2+1) Euclidean space-time coordinates x =
(z0,x). In this paper, we focus only on the T = 0 zero
temperature limit. This model are may be realized in
itinerant ferromagnets, spintronic half-metal devices or
2D bilayer materials. These possibilities are discussed in
full in Sec. VIII.

First we describe terms in the free Lagrangian £y fol-
lowed by the terms in the interaction Li,;. The function
&(k) = e(k) — ep is the reduced energy with dispersion
(k) and Fermi energy e¢p. The fermionic bands are uni-
formly split by an energy difference of 2vpA in an oth-
erwise isotropic energy-momentum dispersion ¢(k). In
one interpretation of the model where the different 1,2
bands of ¢ are identified with physical spin-1/2 polar-
izations, then 2vpA is a Zeeman splitting. The bands
have equal Fermi momenta (kp) and Fermi velocities (vr)
when A = 0. In particular, vr and the effective mass m
are related to £(k) by

0ub W)l =vrke Oy = b (22)

In Ly, the field operators ®,; mediate an XY-
exchange interaction between the energy split fermionic
bands and carry an additional [ = 2 quadrupolar or-
bital angular momentum. Thus, special care needs to
be given to the nature of the coupling of the interaction
terms to electromagnetism. The gauge invariant compos-
ite quadrupolar field operators ®,,; are given in terms of
fermionic bilinears as

,.i(x) = Yl (x) 04y (—iD) g (x) (2.3a)
; 1 o o
Og (—iD) = = a,BTCLb( 1Dg)(—iDy) (2.3b)
F
or in k-space when A =0
Z% k-a/2 a5 () Uh ety (2.4a)
i 1 i
Ogﬁ(k) = ga(‘:ﬁ%bkakb (2.4b)
where the matrices 7! = 0%, 72 = 0% are the invariant

tensors of the [ = 2 quadrupole (d-wave) channel viz.
Thpape = Pt — p3 and T2 papy, = 2papy. The division by
k% where kp is a Fermi momentum, is meant to make
ngﬁ dimensionless.?? The operator

“ “ -

D=V +ieA=L1(V-V)+icA (2.5)
is the symmetrized covariant derivative operator, which is
convenient for defining explicitly Hermitian velocity (ver-
tex) operators. A similar coupling to electromagnetism
within the quadrupolar density operator is also found in
the context of quadratic semi-metals and fractional quan-
tum Hall systems.?3:24

Note that the repeated summation convention is im-

plied and the earlier Greek indices «, 8 = 1,2 vary over



the different fermionic bands, while the earlier Latin in-
dices a,b sum over spatial coordinate z1,xo directions.
The other set of Greek and Latin indices are associated
to symmetries. The later Greek indices p,v = x,y are
taken to vary over the z, y basis of the Pauli spin-1/2 ma-
trices and can be considered as an internal XY -isospin
or pseudospin degree of freedom. While the later Latin
indices 7,7 = 1,2 are associated to the two real | = 2
quadrupolar harmonic basis functions e;(k) = ;bifa/%b
such that ej (k) = cos(26) and ez (k) = sin(26y).

The ®,(x) fields mediate the XY pseudospin-
exchange interaction between the two bands, and we take
the Landau interaction potential f(x) for this partial
wave to be attractive, f(x) < 0, with a Lorentzian profile
in momentum space of the form

)
T+ sl O)al”

The parameter x > 0 is the range of this potential.

We next describe the symmetries of ®,;. The com-
posite quadrupolar field ®,; which is a tensor in two
indices p and i, transforms under the global action of a
O(2)is0 X O(2),0t symmetry group which acts on the ‘left’
and the ‘right’ of the matrix valued field ®,;. Moreover,
the total action Eq.(2.1) is globally O(2)iso X O(2)rot
invariant when translated appropriately into a group
action on v,. It will be convenient to regard ®,; as
being composed of two real XY -vectors according to
P, = (®ui, ®yi)T, i = 1,2. Furthermore, the angle
of the vector CEZ relative to the X-axis is the phase
difference between the fermionic fields 7 and o in
the i** quadrupolar channel. In the case that the
fermionic bands 1 and 2 correspond to physical spin
polarizations of S#, then ®, is the spin-1/2 polarization
in the zy-plane for the [ = 2 partial wave channel which
is part of the spin triplet channel.'® For this paper,
we have chosen to focus only on the O(2)iso X O(2)r0t
symmetric model although Ref.[15] had also considered
broken O(2);s generalizations which break the ‘relative
phase’ symmetry, leading to more nuanced electronic
liquid crystal phases (see below). The physical transfor-
mations of the symmetry group O(2)iso X O(2)0t and
time-reversal are described as follows.

fa) (2.6)

0(2);so symmetry: The action of O(2);s, on the XY-
vectors @1, ®5 is comprised of a proper rotation

D, — [(cos )i — (sin )€, | Py, (2.7)
and a parity transformation
((I)wi, (I)yz> — (q)a:ia _q)yi)v 1= 1a 2 (28)

where ¢,, is the totally anti-symmetric Levi-Civita
symbol. ~ The first continuous transformation is a
U(1) = SO(2) phase rotation by an amount ¢ between
the v, and 9 bands, while the second is a discrete
complex conjugation of their relative phase. Note that

€uv s invariant under SO(2) but is odd under the parity
transformation. Also this O(2) symmetry is a broken
symmetry of U(2) which is present in free part of the
theory of Eq. (2.1b) whenever A = 0. Lastly, the com-
bination of the total U(1) phase rotation symmetry of
both bands — which preserves total electric charge — and
the relative U(1) phase symmetry leads to the separate
U (1) phase rotation symmetries in each band. Hence the
model enjoys separate number conservation in each band.

O(2)0+ symmetry: The other symmetry group factor
corresponds to an isometric transformation in Euclidean
space E2 and acts on the quadrupolar or d-wave multiplet
(51, CI;Q) as a proper rotation

i — [(cos20)6;; — (sin20)e;;|P,; (2.9)
and a mirror reflection
((I)Id’ ‘I)MQ) — ((I)Hh _(DMQ), n=2x,y (210)

where €;; is the Levi-Civita symbol now acting on [ = 2
orbital space and 6 is the angle of rotation. Note that
being a quadrupolar density, ®,; is invariant under
spatial inversion, but a non-zero expectation value of it
may break reflection symmetry.'® Like in the previous
symmetry, €;; is rotationally invariant but is odd under
mirror reflection. ~ When this symmetry is broken
spontaneously, a nematic fluid phase is achieved. Due to
the continuous O(2),0t group, this is an XY -nematic as
opposed to an Ising nematic in which Cy is the broken
symmetry.

Time-reversal: The transformation properties of
®,; under time-reversal depend crucially on how the
fermionic bands are physical interpreted. In the case
of spin-less fermions and an internal isospin symmetry,
then time-reversal manifest as complex conjugation K on
1o which results in a mirror reflection, c.f. Eq.(2.8), of
®;. The inversion of momenta (k — —k) does not affect
®,,; because it is inversion invariant. However, when v,
is taken to be spin-1/2 with the 1 and 2 bands having
a well defined S* eigenvalue, then time-reversal on
Yo — [i0Y]ap K1)z produces d; — —®; as an inversion in
XY-vector space and A — —A in the Zeeman splitting.
Thus only in the case of an internal isospin symmetry
and where ®,; = 0 for 7 = 1,2 is 51’2 time-reversal
invariant. The action of Eq. (2.1) is however always
time-reversal invariant.

One last symmetry to comment on is the U(1)
electromagnetic gauge symmetry. Despite ®,; being
gauge-invariant by definition, it can still depend non-
trivially on the vector potential A because the Fermi
field 1 is not gauge invariant. As we shall see, this
leads to subtle vertex couplings between Ag, ¥ and ®,;
through the quadrupole operator of Eq. (2.3).



The action of O(2)iso X O(2)y0¢ then endows ®,; with
isospin in the internal XY -space and an orbital angular
of momentum of 2A from its d-wave character. The term
isospin is an appropriate one in this instance because
®,,; facilitates inter-band transitions in analogy to pions
in nuclear physics. In the instance that the isospin cor-
responds to physical spin polarizations of S%, then these
inter-band transitions are literally spin-flips.2> We should
also remark that a Hartree-Fock treatment'® of the model
of Eq.(2.1) shows that a non-zero (®,;) # 0 will lead to
an XY -isospin texture on the mean-field corrected Fermi-
surfaces of ¢. More precisely (®,;) will determine the
strength and orientation of this isospin texture. The spe-
cific O(2)iso X O(2)10t symmetry broken phases and their
properties will be the focus of the subsequent sections.

Next we perform a Hubbard-Stratonovich (HS) decou-
pling in the ®® channel inside the interaction term. This
produces the following HS decoupled action

Stot 01,9, T, A] = So[w", ¥, A] + 81 [T
+ Syt 9, T, A (2.11a)
So[v', v, A /d% Lo (2.11b)
= /de/dgx’,Cl (2.11c)
L= —%f‘l(x —x")8(zo — )T pi(@)Li(2")  (2.11d)
ot T, A] = / B D ()T () (2.11¢)

where T',,;(2) is the bosonic HS field and

L elar etar, (2.12
zq: fla) 7 Z fla 12)

Note that I',; has the same (Cartesian) indices as ®,;
and hence transforms identically under O(2);so X O(2)yot-
Thus, I'y; carries the same types of conserved quanti-
ties as ®,; ie. | = 2 orbital angular momentum, and
XY-isospin. Other decoupling channels may also be con-
sidered but lie beyond the intended scope of this work.
Here we expressly focus on the physics of the | =
quadrupolar XY -exchange fluctuations and the phases
associated with these. It is however worth mentioning
that an account of superconducting order parameters in-
tertwined with electronic liquid phases leads to a rather
complex and rich phase-diagram with a plethora of pos-
sible phases, see, e.g. Ref. [26].

For the purposes of studying the linear EM response,
we need only expand the gauge fields (Ap, A) to second
order; which is the same order as in the interaction vertex
®I'. This yields the following truncated expansion for the

electromagnetically coupled portions of the action,

Soltt, 4, A = Sl 9, 0] +/d3x—wwam A,
+ [ @rens [wg ([i) wa} Ao [ @ clulvala

(2.13)
So[toT, 4, T, A = So[tpf, 4, T, 0]
+ / dBal, (2 ) e By5) Aa
+ / d*xT ( Tap ) [l 4] Ag Ap. (2.14)

Now So[tT, 1, A] contains the conventional interaction
vertices between ¢ and the gauge field A which includes
the (1/2m)|A|? diamagnetic contribution. However, ad-
ditional interaction vertices arise from the Sa[yT, 1, T, A]
functional that linearly couples to I', while linearly as well
as quadratically to A. These may interpreted as pertur-
bative anisotropic corrections to the group velocity and
band curvature due to I'. More importantly, the presence
of the o tensor implies that non-trivial transitions be-
tween fermionic bands are involved in these I' dependent
vertex operators. The reason for this can be traced back
to the definition of Eq.(2.3) of the ® field. Physically,
this allows the gauge field A to couple to the distortions
of the Fermi-surface due to to I'. This fact will prove to
be crucial in understanding the EM response properties
of this model.

Finally we have the partition function formally ex-
pressed as

Ziot = /@FCD?/}DQ/}T o So[v" W, Al=51[T]=Sa[¢" 4., A]
(2.15)

Notationally we can compactly express the action by
suppressing the integrations and contraction of indices,
where the interpretation is obvious. This gives

Solt, v, Al = =016y — eAght + evp Aytky

+ £, A%y (2.16a)

S1[I] = —57IT (2.16b)
So[yt, 0, T, Al = T 00T + 2e AepTO1T

—e2A200)TyT (2.16¢)

where Qa 1in the inverse free propagator and O, is

the vertex operator with n internal momenta opera-
<

tors —i 0 contracted with the quadrupolar coupling con-
stant o7/(kr)?. Then, upon formally integrating-out the
field?” 1) first, we get the partition function as

Ziot = 2y /'DF e~ S1ll1gTr n(i+M(T,A))

= —GoOsT + eGo Ay — evp AGok — %AQQAO
- 2€AgA0©1F + 62A2ng(50F (218)

(2.17)

ML, A]



where Z,, is the free fermion partition function, ie.
det[—Gy!]. This then leads to the effective action

Sesr[l', A] = — =TT — Trln(1 + M[T, 4])  (2.19)
which will be the focus of our discussion in the following
sections.

III. EFFECTIVE ACTION

Initially, we shall limit our discussion to A = 0 to fo-
cus on the order parameter I',;, the Landau-Ginzburg
effective action and the symmetry broken phases. We
proceed to expand Eq.(2.19) in order of perturbation
and formally derive an expression for the effective La-
grangian Leg(I', OT) in the same vein as Hertz-Millis!?:20
theory. The details of this calculation which involve a
single fermionic loop are presented in Appendix A. The
form of the Landau-Ginzburg effective Lagrangian up to

o(T*?) is

Lo = _gﬁuuruiarrui + gvrlti : VFMi
P

T3

(Cpil'i) + %(Fmrm)Q - g(euveijFuiFVj)Q- (3.1)
The form of this Lagrangian could have been determined
purely from the requirements of O(2)iso X O(2)y0r Sym-
metry. Note that the oddness of ¢, under time-reversal
compensates for the change in sign arising from 9, un-
der time-reversal. However the specific coefficients at one
loop order in terms of the microscopic theory of Eq.(2.1)
have to be computed from a one loop calculation. These
couplings are given as

1 vpA N ar

"= uea ), NOES N O Lee &l N7(0)
(3.2a)
- s PO (3.2b)

 2upA’ P= 17(0)] .

_ N’(0)2 N"(0) N"(0)
S 2N() 8 A= 24 (3.2¢)
where

Mo= / ((217:;2 (€ — k) (3.3)

is the density of states (DOS) induced from the dispersion
¢(k) and the quantity r is defined as the average DOS in
the region between the split Fermi-surfaces. For stability
purposes, it is also required that a > |\ > 0.

The free Gaussian portions of L.g are entirely local
with a dynamical scaling of z = 2 that makes the o and
A couplings marginal in (241) dimensions. The coupling
p is relevant and controls the phase of the model such
that when p < 0, spontaneous symmetry breaking occurs.

This is the Pomeranchuk instability'® from the point of
view of the fermionic theory that occurs at sufficiently
negative f(0). Noticeably absent is the dynamical term
in the form of Landau-damping that is typically associ-
ated with Hertz-Millis theories of itinerant magnetism.
This can be attributed to the gapped inter-band fluctua-
tions of the microscopic interactions. In the next section
we will introduce and discuss the different symmetry bro-
ken phases that follow from Landau-Ginzburg theory.

IV. BROKEN SYMMETRY PHASES

On a classical level, the theory described by Eq.(3.1)
experiences spontaneous symmetry breaking whenever
p < 0. The specific type of symmetry broken phase
will depend on the coupling A, which we take here to
be either positive or negative. Notice that the symmetry
group SO(2)iso X SO(2)y0t is isSomorphic to U(1) x U(1),
and that the form of the dynamical term is highly sug-
gestive that the O(2)is0 plays a more important role than
O(2)10t- In fact, for the purposes of deriving the effective
action after spontaneous symmetry breaking, we have
found it useful to elevate the U(1) x U(1) isomorphism
by complezifying the 4-real components of I',; into a C?
valued field according to

¢j=Taj —ily;,  j=12 (4.1)
This choice is made to simplify the form of the dynam-
ical term. Thereafter by re-scaling time and space, and
dropping a boundary term, we have the much simplified
Lagrangian density

Lot =000+ V! -Vo+pole

+ 56167 - S(dlovey (4.2
where the couplings p,a, A are related to the ones in
Eq.(3.2) by proportionality constants. Note that the o¥
Pauli-matrix here acts on the two component ‘spinor’ ¢
and hence mixes the I'; and 'y vectors. In particular, in
the internal isospin interpretation of O(2);s,, the opera-
tions of time-reversal and mirror reflection are now given
by ¢ — ¢* and ¢ — o*¢ respectively. In the case of the
magnetic spin-1/2 interpretation, time-reversal is instead
implemented as ¢ — —¢.

Firstly, it is easily recognized that the effective action
now describes a two component non-relativistic boson
whose total number is conserved. Hence, the route to
spontaneous symmetry breaking is very much like the
physics of (bosonic) superfluidity where the O(2);s, sym-
metry has been promoted to a global U(1) charge con-
serving symmetry. Secondly, note that the free Gaussian
part has a U(2) symmetry which is more symmetric than
the U(1) x U(1) symmetry of the full action with the in-
teraction terms. But the U(2) symmetry is only restored
in the fine-tuned limit where A = 0. Furthermore, the A



(b)

FIG. 1. Visualization of the a;-phase. (a) The vacuum man-
ifold (thick blue line) of § defined in Eq.(4.4) which lies on
the xz great circle of the Bloch sphere such that s¥ = 0. The
position of § depends on arg(u/v) defined from Eq.(4.6). Not
shown is the remaining Hopf fiber component arg(uv) that
takes values in S'. (b) The nematic Fermi surfaces in the
ai-phase with the isospin texture plotted. The (wlaz’yqu
texture does not wind around the Fermi surface and is shown
here as being horizontal and vanishes along the high symme-
try directions £ /4, +£37/4.

dependent term is proportional to the square of the cross
product of I'y » vectors according to
eu€iiT il = 2(T1 ATg) = —(¢T0¥¢). (4.3)
Thus, the distinguishing feature between the different
possible phases whenever A # 0, is whether or not
(pTa¥¢) is zero or extremal. In the following subsections,
we will discuss each of the broken symmetry phases.
Given a non-zero order parameter ¢ = (¢), it will

prove convenient in our subsequent discussion to define
the following unit isospin vector

PhGPo

o

g:

(4.4)

where ng = ¢>$¢0 > 0 quantifies of the symmetry break-
ing; essentially the density of condensed ¢ bosons. The
mapping ¢g ++ 5 is simply the Hopf map of S% — S2.
Moreover, the Hopf fiber which is topologically S! and
transforms under O(2)iso. Hence, fluctuations in the
Hopf fiber are really fluctuations of the internal XY-
isospin directions. While fluctuations in § are a mixture
of (spatial) orientational and orbital fluctuations.

A. a;-phase

Conditions that characterize this phase, whenever A <
0, are
T _ @ Ty
Goto =mno, np = o ¢p0?do =0 (4.5)
which also means s¥ = 0. This translates_to collinear
XY-vectors 'y || T'y with a squared sum (|T'1|? + |T'2|?)

that is invariant under the O(2),o; rotation. In Ref.[15]
this phase was called the a;-phase by analogy with the
He? system, and in keeping with the naming convention
of Ref.[13] in regard to spin-nematics. Additional oz and
a3 phases were also defined in Ref.[15] and they arise
from explicitly broken O(2)iso, symmetry. Superficially,
the aj-phase breaks time-reversal symmetry ¢g — g,
whenever ¢g is not real. However this is a ‘broken’ time-
reversal symmetry in the same vein that an ordinary BCS
s-wave superconductor breaks time-reversal whenever the
order parameter is complex valued. The key point is
that, one can always transform using the O(2)iso X O(2) 0t
group to choose a ‘gauge’ where ¢q is real. Likewise, in
a BCS superconductor unless there is a topological ob-
struction, one can always choose a gauge where the order
parameter is real. Said another way, in the space of all
symmetry broken vacua, there exist a representative vac-
uum state, degenerate in energy with all others, which
is time-reversal invariant. In a similar fashion chiral or
reflection symmetry is also preserved'® due to the exis-
tence of a mirror symmetric plane. However, in the mag-
netic spin-1/2 interpretation, any non-zero ¢y will always
break time-reversal symmetry. Lastly, from the point
of view of the fermionic mean-field theory, the a;-phase
will exhibit quadrupolar Fermi-surface distortions but no
isospin textures that wind around the Fermi-surfaces.

Next we describe the space of broken symmetry vacua
associated to the aj-phase. Let us generally express ¢q
in the basis where o¥ is diagonal as

=) ()
O \i) T e\
such that |u|? = |v|?> = ng/2. The U(1) x U(1) symmetry
acts on u and v by the following phase rotations

(4.6)

wrs ey, v e, 61,0, € R (4.7)
By choosing u = v, we can make ¢y manifestly time-
reversal invariant. More importantly this means that the
space of vacua is topologically a 2-torus, S! x S'. One
then predicts that there should be 2 Nambu-Goldstone
modes and topological defects in the form of vortices with
Z ® Z charges. This is indeed the case but the non-
relativistic form of Eq.(4.2) and the U(2) symmetry of
the free theory complicates the broken symmetry analysis
a bit. Finally, shown in Fig.1 is a visualization of the
manifold of possible s and an example of a nematic Fermi-
surface in the aq-phase.

The derivation of the Nambu-Goldstone action is best
understood by considering the U(2)-symmetric, A = 0,
point first. Now, taking the group quotient of U(2) by
the stabilizer of any general ¢g € C2, reduces U(2) to
SU(2).%® Since SU(2) is topologically a 3-sphere, one
naively expects that there are 3 Nambu-Goldstone modes
to start out with in the A = 0 limit. This is however
not the case because of the non-relativistic symmetry
and the non-commutativity of SU(2).2° There are in fact



2 Nambu-Goldstone modes which satisfies the Brauner-
Watanabe-Murayama3®:3! relation

nBG — NGB
p9 = —il[o", o)) (4.9)

= lrank p (4.8)

where ngg = 3 is the number of symmetry broken gen-
erators, nygg = 2 is the number of massless Nambu-
Goldstone modes and rank p = 2 is the rank of the com-
mutator matrix of the SU(2) Lie algebra.

To confirm this, we begin by parameterizing the order
parameter fluctuations by

_ no+oén iw-d
¢ = /e g

(4.10)

= 86 = i(7 - 760 + (22 ) 60. (4.11)

Then we determined the symmetry-broken action3? in
the A = 0 limit to be

LY = o (5-0,7)° +ing 5+ (7 x 0,7))]

7
+noV7 - V& (4.12)

which follows from an integration over the dn amplitude
fluctuations. This in turn leads to the following equations
of motion for the Nambu-Goldstone fields 7

(02 +2[p|V)m =0
i(5x 0.7)+ V1, =0

(4.13a)
(4.13b)

where 7| = 5 7 and 7, = (1 — §® 5)7, are the parallel
and perpendicular isospin directions of @ with respect to
5. Hence the m| field is gapless and relativistic, while the
second equation describes a single gapless non-relativistic
mode with z = 2 dynamical scaling. To appreciate this,
we can take as a concrete example § = z which then
yields a relativistic 7, mode but produces the following
complimentary equations of motion

10,y + V2m, =0, —idymy + Vim, =0.  (4.14a)

This coupling between 7, and m, modes that leads to
a single gapless non-relativistic mode stems from their
mutual identification with conjugate momenta fields from
the ‘Berry phase’ term in Eq.(4.12).

Returning now to the «;-phase, we include the A < 0
term in the effective Lagrangian which gives the following
Nambu-Goldstone action

L& = L (5-0,7) +ing [5- (7 x 9,7)]
2
u-

S .
+ 1oV - V7 +2[\n3(5x (4.15)

Remarkably, the additional A\ dependent term does not
remove any of the previously two discussed gapless
modes. This is so because the equations of motion that

follow from El(\?(); are

(02 +2|p|V*) 7, =0 (4.16a)
i0-my + V2, =0 (4.16b)
—i0,m, + V21, = 4 \ndm,. (4.16¢)

(b)

FIG. 2. Visualization of the 8i-phase. (a) The vacuum man-
ifold (dark blue dots) of § defined in Eq.(4.4) which lies on
the +y poles of the Bloch sphere. Not shown is the remain-
ing Hopf fiber component arg(u) from Eq.(4.19) that takes
values in S'. (b) The Fermi surfaces in the B;i-phase with
the isospin texture plotted. The (oY) texture winds
around the Fermi surface twice in this case.

where we have again taken § = z for concreteness. Tak-
ing another time-derivative of the non-relativistic modes
gives
021y — Vi, + 4 \ndV3r, =0
0%, — Vin, + 4A|ndVir, =0

(4.17a)
(4.17b)

which results in a higher order dispersion relation in the
gapless modes m;,m,. Thus the addition of the A < 0
dependent term preserves the number of gapless modes
and is still in agreement with the counting relation of
Eq.(4.8). This is so because although there are now 2
broken symmetry generators from the U(1) x U(1) sym-
metry group, the rank of (p¥/) = 0 since the group is now
Abelian. Finally in the static limit, 7, and m, decouple
in Eq.(4.16), but 7, is short-ranged because of the A de-
pendent term. Thus in the vicinity of a vortex, the order
parameter winding occurs through slow gradients of solu-
tions to the harmonic equations V2ﬂ'y =0 and V27r“ =0.
The latter fluctuation is recognized as the winding of the
vector 8, while the former with the O(2)is, symmetry.

B. [i-phase

In the opposite limit, A > 0, the order parameter is
required to satisfy

el (g1s)

T4y — Y —
¢hoY g = sYn ng =
0 0 05 0 A\

b = no,
such that 5 = (0,5Y,0)T,s¥ = +1. In this instance the
expectation value (¢fo¥¢) is extremal and there is a Z
degree of freedom that determines the direction of s¥. In
the X'Y-vector language, this corresponds to vectors that
are perpendicular (fl Ty = 0) and equal in magnitude
(IT'4] = |T'3]). The sign of s¥ determines whether or not



fl and fg describes a left-handed or right-handed sys-
tem of axes. The phase is called the /31-phase in Ref.[15],
again in analogy with the pattern of symmetry break-
ing in He3. Similarly to the o phases, 3 and B3 phases
are also defined in Ref.[15] and also arise from explic-
itly broken O(2)iso symmetry. In the (i-phase, time-
reversal symmetry and parity symmetry are always bro-
ken. This is because either transformation causes the
exchange s¥ — —sY. From the point of view of the
fermionic mean-field description, the [i-phase will not
experience a Fermi-surface distortion, but an isospin tex-
ture that winds non-trivially around the Fermi surfaces.'®
This produces a non quantized Berry phase Wilson loop
on the mean-field Fermi surfaces which is the geometri-
cal obstruction to time-reversal and parity symmetries.
A fact that gives the 8;-phase a non-zero anomalous Hall
response.

The symmetry broken manifold for the [i-phase is
more constrained than the o and is given by

v-5(2)

with |u|? = ng and s¥ = 1. The phase ambiguity in the
coordinate u and the sign choice of s¥ means that the
total vacuum manifold is topologically Zs x S'. Thus,
one should expect a single Nambu-Goldstone mode and
the possibility of vortices with Zs @ Z charge, and this
is indeed the case. Shown in Fig.2 is a visualization of
the manifold of possible § and an example of a (iso-)spin
textured Fermi-surface in the (;-phase.

The derivation of the Nambu-Goldstone action follows
closely with the a;-phase case, but with the difference
that the equilibrium density ng is now A dependent. The
final form of the Nambu-Goldstone Lagrangian is

(4.19)

L’I(\IB()} = m(@ﬂ'yy +noV7T - VT +ing s¥Y(T x 0:7),

+ 2\nd (72 + 72) (4.20)
which does indeed contain only a single relativistic
Nambu-Goldstone mode in 7,. The other 7,7, modes
have acquired a mass which is now controlled by A > 0.
Again this counting conforms with the relation Eq.(4.8)
since symmetry is reduced to the Abelian U(1) group in
this phase.

As a final point, we remark that the order parameter
manifold of the «;-phase Eq.(4.6) does not contain in
it the smaller order parameter manifold of the §;-phase
Eq.(4.19) as a sub-manifold. Hence, on the basis of Lan-
dau symmetry breaking, there is a first order transition
that separates the a; and By phases.

C. Over-damped Nambu-Goldstone Modes

The preceding analyses superficially indicate that the
Nambu-Goldstone modes in the a; and (7 phases are

gapless, coherent and long-lived. This is incorrect due
to a general argument by Watanabe and Vishwananth?3
which determines a necessary criterion for the stability of
such modes. This criterion being that the broken symme-
try generators, 5 7 and 7, in ay and (3 respectively, do
not commute with the total momentum operator, and in
this instance leads to the non-vanishing [ = 2 quadrupo-
lar matrix elements at q = 0. In this subsection, we
discuss the damping experienced by these modes in the
broken symmetry phases at the level of the mean-field
approximation. We show that the damping is paramet-
rically small in its pre-factor such that Landau damping
is only experienced at very small momenta.

Generally, inter-band transitions lead to coherent un-
damped excitations and intra-band transitions lead to
Landau damping. However, in the normal phase only
inter-band transitions are involved in the computation
of the effective action of Eq.(3.1) which leads to the ef-
fective actions of Eq.(4.15) and Eq.(4.20) after symme-
try breaking. Hence they predict no damping for their
respective Nambu-Goldstone modes because only inter-
band transitions within the fermionic loop are involved.
Nevertheless, the presence of a non-zero order parameter
(I'yi) # 0 opens up an inter-band channel that ultimately
produces damping for the Nambu-Goldstone modes.

The calculation of this Nambu-Goldstone damping is
given in Appendix E and we just quote here the final
result. Denoting the fluctuation correlator in the broken
symmetry phase as

T (@) pivj = (6Tw;(—igo, —a) 6T ui(igo, q))mr
the intra-band contribution is given to leading order by
(itea) @i = (Jioiea) O
B 2fcijlp<ruz><ryp>< a0l
~ 2

(0pd) Whlqu\) (4.22)

where we have defined the tensor

(4.21)

1
Cijlp = g (5ij5lp + 5i16jp + 5ip§jl) . (423)
Analytically continuing to real frequencies igg — w +40™
Wl 1, yields to O(s)

vr|q|

and in the branch where s =
(Ji(ft)ra)(w7 q)HiVj - (‘]i(nzt)ra)(o)ﬂi’/j

N <_F|z|> {wj;)?] Gl For)

which is an imaginary self-energy correction to the cor-
relator (6T',;(—w, —q) 0T i (w, q)).

Next we express the Goldstone fluctuations as dI' =
imATA(T') where {T“} are an orthonormal basis of the
broken symmetry generators and w4 is the Nambu-
Goldstone field. This implies that inverse lifetime de-
duced from Eq.(4.24) is of order O((I')*) = O(n3) in
terms of the Goldstone modes 7, where ng is the density

(4.24)



of condensed I' bosons. Comparing terms other terms
of order O(ng) and O(n2) within the effective actions
Eq.(4.15) and Eq.(4.20), we conclude that

(1) The relativistic mode §- 7 mode is lightly damped

when |q|? > ﬁ\/% but eventually becomes
over-damped when |q|? < (vFFA)M/%' By con-

trast, the mode § x 7 is always over-damped since
its equations of motion are of O(n?) as well.

(B1) Likewise the relativistic m, mode is lightly damped

when |q|? > ﬁ % and is otherwise over-
damped at lower momentum.

Note that the fact that the damping rate is proportional
to ng o |p|? means that it is parametrically small com-
pared to the leading order ng terms that arise from inter-
band dynamics. Thus near the critical point, where |p|
and ng are small, inter-band damping is suppressed lead-
ing to the stated lightly damped behavior. Nevertheless,
strictly speaking the broken symmetry phases are non-
Fermi liquid in accordance to Ref.[33].

V. RENORMALIZATION GROUP ANALYSIS

In this section, we present a renormalization group
analysis at one-loop order for the effective action of
Eq.(4.2) to determine approach to symmetry breaking
from the normal phase prior to the Pomeranchuk insta-
bility. This is relatively straightforward given the similar-
ity of Eq.(4.2) to a superfluid theory.?* What makes this
possible and interesting is the z = 2 dynamical scaling
such that d = 2 becomes the upper critical dimension.
We note that the renormalization group method can also
be applied within the broken symmetry phases®® but we
shall not pursue that matter here. At the classical level,
the normal phase would correspond to p > 0 or a negative
chemical potential for the ¢ bosons.

In accordance to the z = 2 dynamical scaling, we begin
by parameterizing the space-time scaling

X —xe ¢

ToTe M, o pe (5.1)
where u € R-y. We then proceed to carry out a Wilso-
nian renormalization group analysis by using a hard mo-
mentum cutoff A to define the regularized theory. For-
mally, we then divide the theory into fast and slow modes,
where modes with momentum |k| < Ae™™ are deemed
slow and those with Ae™ < |k| < A are fast.?6 Then
integrating over the fast modes produces quantum cor-
rections to the effective action functional I'[of, @] for the
slow modes ¢. This is conveniently done using the back-
ground field method3” where the slow field is the back-
ground field. Using

o Tletel — /w*wexp(—S[qu +olo+¢l) (5.2)

O >0

FIG. 3. The first order loop corrections to the quadratic and
quartic interactions.

the one-loop order quantum contributions to I' is33

0Tl ] = tr [ln 831451eT, @] = In &3 4500, 0]]
= tr {(8, = V2 + p) " W[, o], ) }

- t{[i0. - 72+ )t gl )]
(5.3)

with the matrix operator

(A" el(@. 1) = al(e'e)di; + el
— N(@to¥o)a?; + oot ol onl.
(5.4)

These one-loop contributions correspond to the usual
tadpole or Hartree bubble, and the four point bubble di-
agrams that are shown in Fig.3. Because the propagators
are U(2) symmetric, the form of UV and IR divergences
are identical to usual Bose gas case. The only differences
arise from the complicated form of the coupling which is
U(1) x U(1) symmetric that is encoded in M.

It turns out that the Hartree bubble is zero and does
not introduce any quantum corrections to the relevant
coupling p. This is due to the simple reason that in
the normal phase, the boson number density is zero at
T = 0. Since the scaling dimension [p] = 2 we have
the renormalized p coupling as pr = ppe®* and the RG
equation

ag% = 20 (5.5)
where pr = A~2pp is the dimensionless form of the cou-
pling. Additional higher order terms if present on the
RHS of Eq.(5.5) will act to shift the critical value p,.
from zero.

Moving on to the marginal couplings, we instead have
the following one-loop corrections from the four-point
bubble

Sa = —%(40[2 + (a = N\)?) (5.6)
o\ = +§—:>\(a + ) (5.7)

which is independent of p. This then yields the following



T
0.1§&:§§§‘\
Ar 0.0

~—__ B e A
- -
N e =
-01 T

~02 NI

0.0 0.2 04 0.6 0.8 1.0
aR

FIG. 4. Integrated RG flow of the marginal couplings.

RG equations

dag . 40&%4‘(0[}3—)\3)2

ou 4 (5:8)
OAR _ 2Ar(ar + AR)

. + i (5.9)

that remain independent of pr. The fate of the symmetry
broken phase is then dictated by Eq.(5.8) and Eq.(5.9).

The phase portrait for the flow equations of Eq.(5.8)
and Eq.(5.9) is shown in Fig.4. In the regime where
apr,—Ar > 0, we have the oy phase whenever p < p,.
In Fig.4, this phase corresponds to the flows on the lower
half plane A\ < 0 which are attracted to the Gaussian
fixed line at (ar,Agr) = 0. Tuning p across p. in this
case corresponds to a conventional second order phase
transition. Conversely, the [; phase occurs whenever
arp < Agr < 0 and p < p.. So this is positive Ar cou-
pling and corresponds to the flows in the upper plane
in Fig.4. However the phase-portrait predicts a flow to
large positive A > « where the naive free energy implied
by Leg is no longer stable. Then we require ¢% terms
to stabilize the free energy and this generally leads to a
fluctuation-induced first order transition. Another first
order transition line lies between the a; and 3 phases
since their pattern of symmetry breaking is unrelated.
However the transition from the normal to the «; phase
is second order since this is controlled by the Gaussian
fixed point.

We then summarize the phase diagram implied by this
one-loop RG analysis in Fig.5. This differs from the phase
diagram of the mean-field analysis of Ref.[15], in that a
tricritical point is predicted to exist between the normal
and [1-phase. Again, this physical feature is unattain-
able within our simple ¢* theory, and would require ad-
ditional higher order terms to capture this tricritical be-
havior.

VI. ELECTROMAGNETIC RESPONSE

We now turn our discussion to the electromagnetic re-
sponse properties of the model. It is expected that the
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2nd order
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FIG. 5. Schematic phase diagram implied by the RG equa-
tions at one-loop order. Not shown is the a axis where it is
required that o > |A| > 0 for stability.

different symmetry broken phases will respond differently
to EM probe fields. For this discussion, we prefer to
revert back to the I',; representation. In principle the
entire EM response is contained in the functional expan-
sion in A of Eq.(2.19). In practice, it is much easier to
organize this expansion in terms of the linear response
current which can be divided into separately conserved
contributions. We shall only concern ourselves with the
linear response currents; equivalently the expansion of
Seet[T, A] to order O(A2%). Also, we will regard the T’
fields to move much slower than A such that we neglect
their gradient terms OI',,;.

From the expansion in Eq.(2.16), the total gauge in-
variant 3-current density j#(x) to order O(A) can be de-
termined from the variation of S[f,4,T, A] by JA as

70 =—eplp, j[A] = j{[A] + ST, A]  (6.1a)
JL1A] = ey (vpka )y + €2 (%22) ¢l 4,
= @ — Ay (6.1b)
b

-q e % e? %
J3I0, Al = ZETmy (6ot ) + 2 T ardy(Who ) Ay
a
a Ab
b

(6.1c)

where we have used the diagrammatic convention of Fig.7
and have suppressed the I'-lines for clarity. Also, the wig-
gly photon lines are understood to be amputated. The
total current density j* has been separated into contribu-
tions that are I-independent (j¢) and I'-dependent (j¥).
Note that both these current density vertices j{ and 33,
are separately gauge invariant3® because they include the
linear in A diamagnetic terms. As we shall show, this
leads to separate sets of Ward identities that result from
the total gauge invariance of the action.



Now the total linear response 3-current is given as
(" [ADar
—z1 /’_DwTijH[A] oS, A]

=z / DYTDY (jH1A])(1 — A, 57 [A]) e S T 0]

=27 [ DutDy (<10 [0) + S) A, SR

v H v
=A, m@m — Q{: (6.2)
m
where the I corrected current vertices are
aww( = aw;< + awv< (6.3)
(WW< = (WW< (6.4)
a a a
}( = j}“< + :f< (6.5)
b b b

Note that in the third line of Eq.(6.2), we have only re-
tained terms up to linear order in A, and the second
‘tadpole’ term in the final line is only relevant for the
spatial 2-current since there are no direct charge-current
vertices. We have also omitted the spontaneous current
density (j*[0])(a=o),r, since it is zero and we are only
interested in linear response current.

Hence, diagrammatically the different contributions to
the gauge invariant linear response currents are

<ji’[A]>Aa<w”v©M - O )
+AO<W )

(6.6)

(81A]) Aa< 7

o'

+A0( wnpar ) (6.7)
<j°>=Aa(w“QOo )+A0( “ “ )
(6.8)

It is also understood that the fermionic propagator lines
here include perturbative I' corrections in the form of a
self-energy.
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To appreciate the gauge invariance of (j2[A]), (55[A])

and (7°), we first, consider j>[A]

(73[A1)

—z / Dy D () 7iy 1670+ eA)arile 5004
(6.9)

Then applying the gauge transformation A — A + dep,
1 — e we see that the current remains unchanged
because the action and the current density are gauge in-
variant. Thus

GAIAD = GBlA +del) = U31A4) + [ B A1)
(6.10)

to linear order in dp. Then by an integration by parts,
this produces the following Ward identity

0 ((Sjﬂosmw):aa(W - O, )
vty (S pek )

=0. (6.11)

By the same arguments, the following Ward identities
can be proven as well.

@(W - Q{[ )

+¢ao( D mi ) —0 (6.12)
6a<wavovv0v >+z‘ao< / \ ):0
(6.13)

This then suggests the following definitions of separate
response kernels (¢ = (go, q) is the incoming momentum)

-b
" =0
-0
K§°(q) = 7&; A>F(q (;’A ) (6.14b)
iz =0
i 5<]%[A]>FA n
K" (q) = SAD | K (q) (6.14c)
o 5<j0>F,A m
KlO( ) 6Au(a) | a—o - Kooq (6.14d)
nb _ 5<]§[F7A]>F7A e
K57(q) = A L (6.14¢)

which are all individually transverse 0, K4 (¢q) = 0. The
total linear response current is then given as

3V (—q) = [K§" (@) + K" (9) + K5”(q)] Au(q).  (6.15)



The first and second kernels K’ b7K8b are the conven-
tional linear responses when I' = 0 and are transverse by
themselves. This makes the next pair K}' b, KV mutually

transverse. In the first set K" we have

Ko = S b - O (s
K(q) = b (6.16b)
K(q) = ~ ” (6.16¢)

which can be recognized as the conventional polarization
tensors. In the next set of response kernels K}, we
,

expand to order O(I'?) to give

a b
Ki*(q) = - Ox

+ +
a b a b
+ + «A@vv»
(6.17a)
0 b 0 b
Ky*(q) = +
0 b
+ (6.17Db)
0 0 0 0
K1%(q) = +
0 0
+ (6.17¢)
and
a b b
K5 (g) = -
a b a b
+ +
(6.18a)
0 b 0 b
K3 (q) = +
(6.18b)

The kernels K?° are similarly defined to KV°, and Ko
does not have a density-density response counterpart K9°
because the quadrupole operator O does not couple to
Ap. These kernels being all transverse means that they
satisfy the following Ward identities

03 (q) +igo K (q) = 0 (6.19a)
0 K50 (q) +igo Ky (9) = 0 (6.19b)
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with m = 0,1, 2 where defined. Recall that by construc-
tion I' is gauge invariant, however the response kernels
K"} depend very much on I'. This can be traced back
the minimally coupling to A in the quadrupolar defini-
tion of I', which leads to these very non-trivial forms of

We remark that a further integration over the I'-fields
can be carried out by connecting the (o) vertices by
I-propagator lines f(q) in Eq.(6.17) and Eq.6.18. This
yields linear response kernels that include Gaussian fluc-
tuations in I'. The diagrams in Eq.(6.17) and Eq.(6.18)
are then recognized as EM susceptibilities computed
with vertex and self-energy corrections that satisfy Ward
identities.*®4! This is another way to interpret the equa-
tions Eq.(6.19). However, in this paper we will not in-
clude the effects of I' fluctuations in the normal phase
which are known to introduce non-analyticities??*? at
higher order in perturbation theory for the [ = 0 channel.
The case of the [ = 2 channel at first order in Gaussian
fluctuations has so far not yielded any non-analyticities**
that destabilize the zeroth order I' — I' susceptibility, but
more study is required to clarify the issue.

To proceed, we need to evaluate the Feynman diagrams
in above expressions Eq.(6.17) and Eq.(6.18) for K (q);
which is very formidable for finite q. Since we are only
interested in the response to slow A fields, we can look
for a gradient expansion in small ¢. This is however more
subtle than it seems because the 1 fluctuations are now
generally gapless, unlike in the derivation of the effective
action of Eq.(3.1). Hence we will expect non-local forms
for KV (q) which contains singularities at ¢o = |q| = 0.
This precludes a Taylor expansion in ¢ and also a Lau-
rent expansion for reasons that will become clear. Our
resolution of this technical obstacle involves extracting
the ‘leading order’ singularities as ¢ — 0. Due to com-
plex contours methods that are involved in the inter-
nal Matsubara frequency summations, these expansions
resemble very much the Operator Product Expansions
(OPEs)* 7 in particle physics and statistical physics
whenever two operators are brought asymptotically close
to one and another. The details of this gradient expan-
sion method is described in Appendix D.

The explicit forms of the response kernels K" (q) are
collected in Appendix F, after a gradient expansion in
q has been applied. As was claimed, K} (g) reduces to
the usual forms of the polarization tensor and density-
density response in (2+1) dimensions for an isotropic
Fermi-liquid. They include both longitudinal and trans-
verse components. Chiefly, the Landau damping re-
mains present in these response kernels. For example,
the density-density response K{°(q) is given as

(6.20)

00 9.2 |QO|
Ky (q) = 2e°r <1 BT v§|q|2>

where 7 = (N(vpA)+N(—vpA))/2 is a DOS parameter.
Note that the RHS is very much sensitive to the order
of limits of go, |q| — 0 due to the branch-cut singularity



of the square root. This is the reason for why a Laurent
expansion is not suited for these class of response ker-
nel functions. Moreover, the other kernels K{"(q) also
contain singularities of this sort. The key point is that,
although the effective action Eq.(3.1) for just the I' dy-
namics is local, the full EM response of the theory re-
mains that of a metal and the coupling of I' to A highly
non-trivial and non-local.

The order O(I'?) corrections to the linear response is
contained in K7';(q), where the anisotropy of the Fermi-
surface due to I' # 0 play out in the response. These are
of lower order than Ky due to their I' dependence and
are only accurate near the critical point of theory. More
importantly, they determine the form of the non-minimal
EM coupling to the soft modes I' near the critical point.

Now, the more important response kernel of the two is
K%”(q) which contains the following two contributions

a o r
K2b = — (4}"21: ) (2va> (Eijfﬂu]-—‘,ui]-—\yj)eab Qo+ ...
(6.21)

2 .
(%) (m) (Gijeuyr/u’ruj)eab qa + ...
(6.22)

0b _
K5° = —

which are linear in ¢ and hence local. In fact, they
contribute to the effective action as a Chern-Simons La-
grangian

Lcg = (%) (ﬁ) (Ty ATo)ean [Aadr Ay + AgDa Ay
(6.23)

where 0; is the real-time derivative. The constant pref-
actor in this case is not quantized, because of the gap-
lessness of the system. This does lead to a I" dependent
intrinsic anomalous Hall response whenever (fl /\fg) # 0.
In the normal and «; phases (I',;) = 0. However, in the

(51 phase, we have (fl A fg) # 0 and hence a non-zero
anomalous Hall response co-exists with the other metallic
EM response contributions that is strongly anisotropic in
the a; phase. This is in total agreement with the pre-
vious mean-field study'® of this model; albeit by a more
complicated method. Furthermore, this Chern-Simons
term distinguishes the (; phase from the «; and nor-
mal phases. In fact, the sign of the non-universal Chern-
Simon coefficient can used to distinguish between differ-
ent chiral 5;-phase domains that differ in their Zs order
component (cf. Fig.2).

A. Broken Symmetry Phases

We next consider the EM response deep inside either
symmetry broken phase. Here, we may determine the
EM response using the mean-field approximation for the
theory and where the dependence on (I');) # 0 is no
longer perturbatively quadratic. The mean-field action
stems from the following manipulations of the partition
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function in the limit A = 0.
Ziot = Zyy /DF o~ S1 [T+ TrIn[1-G5 ' 0.T]
= Zy, / DI ¢ Sertll
R Zy, /@(61“) o Sett[Cetass] = Sige[Cetass 6T

— Zwoefscff[l“cmss] /D((;F)efsé/ff[rclass]élﬂ

— 81 [Tetass]+Tr In[1—G5  OaTc1as
= Zye 1[Celass]+ [1-G5 102 class]zénrdass

- det |:7g/\0_1 + ©2FCIaSS:| eiSI [FCIaSS]Zé.FvFCIass
(6.24)

where Z,, = det[~G; '] is the partition function for the
free fermion model and I'g,ss the uniform classical mean-
field that is a saddle point solution of Seg[T']. The other
partition function Zsr .. is the partition function that
results from integrating out the fluctuations 6I" about the
saddle point solution I'¢j,ss. The final fermionic determi-
nant factor contains in it the mean-field theory of the
fermion through

det |—Gy ' + OQFCIaSS} = /D¢D¢T e~ 1=05 '+ 02T ernscl
(6.25)

which then yields the following mean-field Lagrangian for
the fermionic theory

Lyvr = 1#; (0o +&(=iV)Ya

+ o, [or Ao + (rclass)mogg] vs.  (6.26)
We then define the mean-field Hamiltonian in k—space
as

Hy = &+ vrA0® + (Detass) ui 07 (k) (6.27)

using the definitions of Eq.(2.4). Then minimally cou-
pling to EM yields the following Lagrangian

Lar = — PTG — eAoyp T + eAqyp 0, HYp

+ 5 (102 HY) AuAy (6.28)
where G = —[0p + H| ! is the mean-field corrected
Green’s function and the derivatives are 9, = 0. Again
for the purposes of linear-response, we only coupled to
O(A?). The Green’s function G can be further expressed
in spectral form as

1 1

ikg, k) = —— P (k _
koY) = o Ot i B

Py (k)

= Gl(iko, k)Pl (k) + GQ(ik‘o, k)Pg(k) (629)



where FEqy, Eox are the energy bands of Hy such that
Hy = E1xPi(k) + Eox Pa(k). The linear response kernels
are then given by the same type of Feynman diagrams as
in equation Eq.(6.2). Explicitly they are

dk: IZZ

ko m,n=1
)tI‘ [8aHkPm(k+)8kaPn(k_)]

[0 Hi P (K) 0y Hi Py (K)] }
(6.30a)

K®(q) = —¢*

x {Gm<k+>an<k
G ()G (Kt

(6.30b)
K"(q) = K (~q) (6.30¢)
, [ A%k 1 2
K0 == [ o2 >
X G (k)G (k™ )tr [P (k1) P, (k7). (6.30d)

The second line on the RHS of K(q) comes from the
diamagnetic tadpole term of order O(A?) which is nec-
essary for gauge invariance. The different contributions
to the linear-response can be organized into intra-band
(m = n) and inter-band (m # n) contributions as

K" (q) = Ko (9) + Kiyira(9)- (6.31)

In the case of the inter-band terms, we can Taylor expand
the GLQ(ki) as a series in q/|F1x — Eak| due to the gap
between the mean-field bands FEj 9. This then yields,
after much simplification, the ‘topological’ response'® at
the lowest order in ¢

2

> e (Em) Fil (k)

m=1

a 2k
Klnl;er( ) = _q0€2/ )2

(6.322)
. ) .
Kka0) = =ian” [ (355 3 no (B 75109
=1
(6.32D)
K{fer(q) = Kipra(—4) (6.32¢)
Kihler(g) =0 (6.32d)

where F,,(k) = Vi A A, (k) is the Berry curvature for
energy band m and A,, (k) is the associated Berry con-
nection. Finally, using the expansion of Eq.(D3), the
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intra-band contributions are determined to be

2
Kab ( ) = 62 ko Z iqo ,U(L Ub 6(E )
intra - (27‘&')2 —~ qe vE 1 —iqo mkYmk mk

(6.33a)
0b 4k 2 qc v b
Kmtra( ) = / 27T)2 TnZ:l (qL mkniquo) Umk 6(Emk)
(6.33b)
Kintra(q) = Kira(—0) (6.33¢)

Klon(lra( ): 2/ 2 Z (chi::il;qo) 6(Emk)

m=1
(6.33d)

where v®, = Ok, Emx is the band velocity. Note that the
Ward identities are satisfied separately for the inter-band
and intra-band contributions. Lastly, the inter-band re-
sponse kernel K['Y (q) contains the Hall conductivity
which is zero in the a;-phase but is non-zero in the (-
phase as is expected.

VII. REDUCED SYMMETRY

Next, we discuss the consequences of explicit symme-
try breaking of the O(2);0t X O(2)iso group. The findings
of Ref.[15] remain largely unchanged compared to our
analysis of the effective field theory. The breaking of ro-
tational O(2),01 down to the discrete rotational group C,,
may be caused by the lattice and will have the effect of
removing an orientational Goldstone mode from either oy
or 1 phases. More importantly, because it is an orien-
tational Goldstone mode, the remaining Goldstone mode
in the oy phase will no longer be over-damped at low en-
ergy. This is because the spontaneously broken contin-
uous symmetry O(2)so is an internal symmetry, and in
accordance to the criterion of Ref.[33] will not suffer Lan-
dau damping. Meanwhile, the O(2);5, symmetry which
ensures separate fermionic number conservation in each
band may be broken by the inclusion of additional inter-
action terms of the form ®,;®,; and/or [g; Py — Py Dy
to the Lagrangian Eq.(2.1). The new lower symmetry of
the microscopic model is Zs which conserves the relative
number parity of each band (—1)V*~™2 and is affected by
the transformation ®,,; — (—®,;). This yields additional
terms in the effective action in Eq.(4.2) of the forms ¢;¢;,
@7 ¢; which explicitly breaks number conservation in the
¢ boson and gaps out the §-7 mode in the symmetry bro-
ken phases. These O(2);s, symmetry breaking terms may
have a microscopic origin in the details of their atomic or-
bitals that leads to the reduced symmetry of the Landau
interaction parameters. The final condensed ¢;-phases
in the presence of reduced symmetry models are notice-
ably more complicated and were termed the as and [o
phases in Ref.[15]. In particular, the 82 phase — like the
B1 — breaks the requisite chiral (mirror) and time-reversal
symmetries such that an anomalous Hall effect is present.



Finally, the O(2)rot X O(2)iso symmetric model and its
three possible reduced symmetry relatives Cy, x O(2)iso,
O(2)rot X Zo and C,, X Zs will have qualitatively differ-
ent phenomenological finite temperature phase diagrams
that are discussed at length in Ref.[15].

VIII. EXPERIMENTAL REALIZATIONS

In this section, we describe possible experimental
realizations of the model of Eq.(2.1). But before that,
we point out key challenges that are faced when iden-
tifying suitable candidate materials. We focus only on
electronic liquids in the solid state and avoid cold atomic
systems altogether.

2D/Quasi-2D Fermi Fluids- A two dimensional or quasi
two dimensional metallic electron liquid is needed.
This requirement may be met either with a legitimate
2D electron gas (2DEG) or stacked two dimensional
metals in 3D with weak interlayer coupling that leads to
quasi-two dimensional metals.

Broken SU(2) Symmetry- The electron liquid needs to
possess two internal flavors with an energy splitting that
lifts their degeneracy. Mathematically, this amounts
to an internal SU(2) symmetry that is either broken
spontaneously or explicitly. The electron’s spin-1/2
degree of freedom is the most natural way to realize
this and hence points to itinerant ferromagnets as
likely candidates. In fact, there are many materials
with spin-polarized metallic bands due to significant
Hund’s coupling at the atomic level. Most of these
materials contain partially filled transition metal ions.
Alternatively, atomic orbitals from different layers in
a 2D bilayer system can realize a broken SU(2) sym-
metry. In this scenario, rotational spin-1/2 degeneracy
remains intact but interlayer coupling leads to bonding,
anti-bonding orbitals which yields an energy splitting.
Effectively, a spin-less electron picture can be adopted
with the effects of spin symmetry appearing only as
the occasional spin-degeneracy factor of two in some
physical quantities like electrical conductivity.

Ferromagnetic Exchange Interactions- After the previ-
ous two conditions are met, then a sizable ‘exchange’
interaction between the two energy split electron liquids
is required. Such interactions are generally present
and can be modeled semi phenomenologically with
the Landau parameters. More rigorously they can be
argued to exist from renormalization group?® arguments
starting from the bare Coulomb interaction. However
determining whether or not the interaction is ferro-
magnetic or anti-ferromagnetic is more difficult. But
ferromagnetic tendencies are more common in itinerant
systems. Enhancing these interactions requires a large
density of states or equivalently narrow energy bands.
Generally speaking, heavy fermion materials could meet
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this criterion.

Approximate Isotropy- Perfectly isotropic Fermi surfaces
are only possible in liquid He3. But there exists well
studied materials like the doped cuprate system or GaAs
quantum wells at low doping which can meet this cri-
terion quite well. Moreover, crystals with the D4 point
subgroup would be more desirable because its d,, and
dy2_y2 irreducible representations are quadrupolar like.
Note that the quadrupolar channel needs to dominate
over the other partial wave channels, and in this way the
point group of the lattice may play a crucial role. Tech-
nically, the effects of the lattice can be accounted for by
additional terms in the effective action of Eq.(3.1) that
degrade the continuous O(2),. symmetry to favor align-
ment to the crystallographic directions.

From these consideration, we have three broad propos-
als and each has their own challenges in terms of finding
realistic material candidates.

A. TItinerant Ferromagnets

In this scenario, an exchange splitting between other-
wise spin-1/2 degenerate Fermi liquids originates from a
Stoner instability. This is just the particular case of the
Pomeranchuk instability into the antisymmetric [ = 0
partial wave channel that fits into our overall narrative of
strong ferromagnetic interactions within the Fermi-liquid
formalism. The exchange interaction in the quadrupolar
channel then represents part of the residual interactions
of the unbroken O(2) symmetry with the I',; bosons in-
terpreted as spin flip Stoner excitations in the [ = 2 par-
tial wave channel. This is all supposed to occur after the
first symmetry breaking which defines the magnetization
direction and is accompanied by conventional magnetic
I = 0 Goldstone modes.

However, it is now well established that the Hertz-
Millis approach to Stoner ferromagnetism is incorrect?
due to the appearance of non-analytic momentum-
frequency terms in the effective action invalidating the
initial assumptions of the approach and destabilizing the
quantum critical point. Hence, we have to imagine in-
stead a scenario where the itinerant ferromagnetism has
been established by means other than the Stoner mech-
anism and consider those itinerant ferromagnets whose
magnetism is not attributed to magnetic constituent ions
because these lead to oppositely spin-polarized bands
which are too dissimilar.

Most ferromagnetic metals like elemental Fe and Ni
are actually made of magnetic constituent ions which are
spin-split due to Hund’s coupling. Nevertheless, there are
known ‘Stoner ferromagnetic’ materials. But as was men-
tioned these are not meant to be taken literally as ferro-
magnets whose ordering is attributed to the Stoner mech-
anism. Rather, they represent known itinerant ferromag-
nets whose isolated constituent ions are non-magnetic to
begin with. The two known itinerant ferromagnets with-



2D ferromagnetic metal

Half-metals
%

FIG. 6. Schematic of a layered structure comprised of two
thin films of completely spin-polarized metals (“half-metals”)
that are oppositely polarized. At the interface between the
layers lies a two dimensional electron liquid that remains fer-
romagnetically ordered due to the imbalance of spin polarized
2D bands that may be controlled by gating. Here the bulk
half-metals are assumed to be magnetically hard or pinned by
hard magnets (not shown) above and below.

out magnetic ion constituents are Sc3In®® and ZrZn,’!.
In fact, non-Fermi liquid behavior has recently been re-
ported in chemically doped Sc3In®? and it possesses a
crystal structure of stacked hexagonal layers. Hence an
I = 6 hexapole (hexatic) generalization of our model
may be a more appropriate treatment of this system.
By contrast, ZrZny is a less likely candidate with its
diamond like lattice structure and it is known to have
magnetic order that is strongly three dimensional®3>
and superconductivity®® at temperatures below the Curie
point. Nevertheless, we do not yet know of any thin-film
experiments with Sc3In or ZrZns, but hope that this work
will encourage future work with these and related mate-
rials.

B. Spin Polarized Junctions

“Half-metals”® are special itinerant ferromagnets with
completely spin-polarized metallic bands. The name
refers to the fact that the partially filled bands at
the Fermi-level are of a single spin-polarization because
bands with the opposite polarization are insulating or
semiconducting. We imagine that a heterojunction of two
oppositely polarized half-metals as shown in Fig.6 could
serve as an experimental realization for the model. The
oppositely spin-polarized two dimensional electronic lig-
uids at the interface originate from different completely
spin-polarized bulk metals. Generically an energy split-
ting between the two dimensional spin polarized Fermi
liquids can be expected and may even be controlled by
gating one side of the two sides of the junction. This
leads to a metallic ferromagnetic two dimensional liquid
at the interface in complete analogy with the previously
proposed itinerant Stoner ferromagnet scenario.

Of all the known half-metals, CrO5°" is the most well
studied®®5% and continues to be investigated actively.0-01
Its rutile crystal structure and previously measured bulk
electronic structure®’ are somewhat encouraging for our
purposes. Additionally, synthesis of thin film CrO5 has
also been reported.’? Other known half-metals include
Lag 67S10.33Mn03% and NiMnSb,%4. We refer the reader
to Ref.[65] for a more exhaustive list.
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C. 2D materials

In this last scenario, we maintain SU(2)spin Symmetry
and appeal to the isospin interpretation of the model.
The effects of spin-1/2 rotational symmetry of the elec-
tron if present then manifests as a spin-degeneracy factor.
We imagine the SU(2)iso degree of freedom originates
from a layer index in a 2D bilayer material. Inter-layer
coupling then provides the necessary energy splitting be-
tween the bonding and anti-bonding bands.

Ref.[15] had suggested this as a possible interpretation
of the model as well as several proposed lattice models.
Of note are honeycomb lattice models which are phys-
ically realized in graphene. Moreover in Ref.66, an ex-
tended Hubbard model of spinless electrons on the honey-
comb lattice was shown to have metallic anomalous Hall
phases and (Cg breaking) Pomenranchuk phases within
the mean-field approximation.

Lately there have been many advances in the synthesis
and isolation of atomically thin monolayer materials be-
sides graphene. The most promising of which for our pur-
poses are the transition metal dichalcogenide (TMDC)
bilayers. Some currently well studied examples include
MoS5,%” WSa, MoSes and MoTes% to name a few. These
2D materials are hexoganal crystal sheets with a semi-
conducting gap. Doping is required to produce metallic
bands which in the bilayer system (AA stacking) would
lead to a version of our proposed model with some differ-
ences. For one, the hexagonal symmetry of these 2D ma-
terials would likely mean that the | = 6 hexapolar (hex-
atic) generalization of our model would be more suited.
Secondly, there is significant spin-orbit interaction in the
conduction and valence bands that breaks the rotational
spin-1/2 degeneracy and an additional 2-fold valley de-
generacy of the honeycomb lattice. The latter is an exact
symmetry which exhibit an incipient anomalous valley
Hall effect. However unless a net valley polarization is
present, contributions from each valley cancels exactly.

IX. SUMMARY AND DISCUSSION

In this paper, we have re-visited a deceptively sim-
ple model of a two component soft electron liquid, first
proposed in Ref.[15] as an interaction driven quantum
anomalous Hall liquid. In the absence of interactions, the
2D electron liquid is split in its bands and can be inter-
preted as an itinerant ferromagnet. Interactions are in-
corporated in the form of XY -exchange forward scatter-
ing terms in the quadrupolar partial wave channel. Due
to the band splitting, fluctuations induced by interac-
tions are gapped and quadrupolar in character. This then
leads to a relatively simple effective Landau-Ginzburg ac-
tion functional for the bosonic quadrupolar order param-
eter fields. Chiefly, the quantum critical theory resembles
that of a two component theory of non-relativistic su-
perfluidity with a non SU(2)-symmetric self-interaction
which allows for a straightforward RG analysis.



The broken symmetry phases of model are the «y
and B electronic liquid crystal phases whose Nambu-
Goldstone modes we have analyzed. Despite the appar-
ent simplicity of the Landau-Ginzburg theory, the even-
tual fate of the broken symmetry phase is really that of a
non Fermi-liquid due to Landau damping of the Nambu-
Goldstone modes from low energy particle-hole pairs at
small momentum.

We have analyzed the electromagnetic linear response
in the normal phase near the quantum transition and
in the broken symmetry phases. We find that the non-
minimal EM coupling to the quadrupolar boson in the
normal phase is surprisingly complicated and strongly
anisotropic. Also, despite the deceptively local form of
the Landau-Ginzburg action, the electronic system re-
mains very much a metal and Landau damping is present
in the EM response. More interestingly, precursors to the
quantum anomalous Hall phase are visible even in normal
phase and manifest as a Chern-Simons action with non-
universal coefficient that is proportional to the amount
local chiral and time-reversal symmetry breaking due to
the quadrupolar boson. Finally, we propose several ex-
perimental candidates that might realize the model or a
related hexapolar variant.

The richness and complexity of the order-parameter
theory may be traced to the non-trivial form of the
quadrupolar interaction and the metallicity of the
fermionic sector. Although we have mostly limited our-
selves to an order parameter only formulation, much in
the spirit of the Hertz model, it is likely that a com-
plete formulation low energy-long wavelength will al-
ways require both fermionic and bosonic sectors. In
fact, the damping of Nambu-Goldstone was a situation
where mean-field corrected fermionic fields had to be re-
introduced that eventually led to non Fermi-liquid be-
havior at very low momenta. This parallels much of
the recent revisions of Hertz-Millis theories.*® In ad-
dition, there is the open question of whether or not
non-analyticities in the effective action are encountered
at higher order in expansion of the effective action in
Eq.(2.19), as it does in Stoner ferromagnetism.*>43 If
present, they may invalidate aspects of the Hertz-Millis
like approach, as in the case of Stoner theory. On the
other hand, the finite A splitting of the Fermi surfaces
may serve as an energy /momentum scale that could sup-
press some of the potential non-analyticities at higher
order, as was in the case of our effective action at lowest
order. At any rate, the main focus of this paper is on the
structure and properties of the phases and not on the va-
lidity of the Hertz-Millis approach to quantum criticality
which by now is well known to be qualitative. Neverthe-
less, we should note that a full solution of the problem
for quantum criticality in metals, a subject of intense re-
search in recent years, is still a largely unsolved problem
(for a recent insightful discussion, with references, see
Ref.[69]).

It would be desirable to know if non-perturbative
methods such as multi-dimensional bosonization!?:70-72
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may be brought to bear to this and related Fermi-liquids
where inter-band and topological effects are non-trivial.
For example, topological Fermi-liquids™ ™ are a class
systems that might profit from a bosonized formulation.
We note that Ref.[75] had developed a fairly complete
EM response theory couched in the multi-dimensional
bosonization framework which is RPA exact. However
situations with broken SU(2) Fermi-liquids and interac-
tion driven Berry phase responses remains largely unex-
plored. Moreover, we believe it likely that the concerns
raised in the previous paragraph are intimately related
to feasibility of such a bosonized formulation. For exam-
ple, the issue of non-analyticities in the effective action,
if encountered at higher order may are not taken into
account by the existent higher-dimensional bosonization
theories which focus only on intra-patch forward scatter-
ing processes. Since the non-analytic terms arise from
a subtle interplay of large and small momentum trans-
fers, the bosonization approach will have to be modified
to include the inter-patch processes. This is an open
and interesting problem. Lastly, extensions of this and
related models to 3D is certainly possible with the rota-
tional O(2) group is replaced by O(3). This could allow
for richer broken symmetry theories with monopole de-
fects like those already considered in Ref.[13].
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Appendix A: Derivation of the effective Lagrangian

In this appendix, we describe the derivation of the ef-
fective Lagrangian of Eq.(3.1). From the total gauge in-
variant action of equation Eq.(2.11) and Eq.(2.13) and
Eq.(2.14), we can read off the various propagators lines
and interaction vertices in (ko, k)—space. These are listed
in Fig.7. Expanding Eq.(2.19) in order of M yields

Seg[l, Al = — %FF —Tr M[T, A] + 1T M[T, A)?

— 1T MD, AP + 1T M[T, AP + .
(A1)

Although this expansion in terms of Feynman diagrams
(See Fig.7) involves an enormous amount of terms, there
is one important simplification. Namely that the O, ver-
tices involve transitions between v bands but Gy remains
diagonal in the band basis. Hence only diagrams with On
appearing an even number of times in a fermion loop are
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FIG. 7. Diagrammatic lines and fermions for the Feynman rules of the Hubbard-Stratanovich decoupled action and with
coupling to electromagnetism. The form of the EM coupling in Eq.(2.13) and Eq.(2.14) yields two additional vertices that
couple to A that are due to distortions and isospin-textures on the Fermi-surfaces due to I'.

non-zero. Also, we shall only pursue the expansion up to
the fourth order, since this — as we will show — produces
all the marginal couplings that are needed to complete
an RG analysis of the theory. Next we set A = 0, which
yields M = —GoO,I'. Thus only the quadratic O(I'?) and
quartic O(T'?) kinetic and self-interaction terms gener-
ated by the single fermion loop contribute to the effective
action. One other factor that constraints the form of the
effective action is the adherence to O(2)iso X O(2),0t Sym-
metry which requires that the invariant symbols €, €;;
appear in appropriate combinations.

Before that, we point out a key difference of this deriva-
tion of Seg compared to the derivation of the free-energy
in Refs.[13 and 15] within the self-consistent mean-field
approximation. Ordinarily the effective action and the
free-energy should agree in the case of static mean-fields.
However the self-consistency method of Refs.[13 and 15]
uses mean-field ansatz solutions from the saddle point
equations of Eq.(2.19) that includes the full trace-log
functional. Technically this means that effects of the field
I'yi on ¢, have been Dyson re-summed. Hence the re-
sulting free-energy functional should be more accurate
deep inside the symmetry broken phase. However, the
free-energy couplings that are determined this way will
be ansatz dependent and may be misleading near the

critical point of the theory. Furthermore, the form of the
couplings to be derived below can always be associated
to specific loop diagrams and hence to specific virtual
processes undertaken by fluctuations in .

1. Zeroth Order

To the lowest order we have in momentum space

1
= 27 L Tl (@

e ot s 9P o
_WFM( OTi(0) + =5 Tui(~0)Tuile)  (A2)

where we use the form Eq.(2.6). We thus identify a bare
‘mass’ of and a gradient term that derives from the form
of f(|a|). In real-space this yields the following zeroth
order contribution the effective action

0 1 K
£ = — T, + 5 V0V

2T70) (43)
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FIG. 8. The susceptibility bubble for the I',; field which also
determines its temporal dependence under a gradient expan-
sion of (qo, q).

2. Quadratic Interaction

The simplest diagram to consider is the O(I'?) bubble
diagram shown in Fig.8. Applying the standard rules
gives

19 (q) = ﬂ/ ¢k 1 Z (kKT 7k) (kKT 77K)

A ek
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(z‘ka’, k)G, (iky k)
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where kgE = ko+qo/2, k* = k+q/2, the Green’s function

1
iko — fn(k)
and the indices m, n sum over the fermionic bands. Then
performing the Matsubara frequency summation and lin-
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Then after Taylor expanding &+ and ng(&,x+) to lin-
ear order in q, using the identities

M v . M v .
T19091 = O + 1€y 021015 = Opy — i€, (A7)

with a change of variables [ % — [ [d¢ N(¢),
and some further simplification, finally yields

Imyj(Q) = 727"/—

(k" 7'k) (kT 79k)
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where we have defined the following averaged DOS quan-
tities
1 vpA

_ __ N(vpA) + N(=vpA)
- QUFA N(&)dé-a r=

—vpA 2

(A9)

and defined §q = k- q.

In the case where the DOS is constant, for a quadratic dispersion, one has r = 7. Implicit in the above derivation

is the zero temperature limit of ng(§)

= O(—¢) which is taken after the Taylor expansion in q. We separate out the

static (qo = 0) and dynamic contributions (¢go # 0) by re-arranging
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This form of the susceptibility bubble is tremendously
useful for studying the two limits where 0 < |q|, go/vF <
A and 0 < A < |q|,go/vr. In the former, we are justi-
fied in making an expansion of the denominator in the
integrand in @ which yields after performing
the angular integral
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. 2 _ 2
iqo r—r\ (ldl
+r5;u/6ij <2’UFA> +6ij6uy< 4 ) <2A> + ...,

(A11)

(2) A6y | (k7 77k) (KT 77k) {(igo — vrdq)du, + (20pA)ieu,} ligo + (£ —
1ini(q) = ré0ij — o (iqo — vrdq)? —

1) Up5q]
iy ] . (A10)

(

In real-space these lead to the following contributions to
the effective action which are entirely local

2 r T ;
5523) = =50l + % (m) t€u piOr Ly

+ % |:(2va :| (8 Fl“)(a Fl“) 2 [IGAQ] VFMZVFM’L
(A12)

The second term on the RHS is the “Berry phase” term,
which is crucial in giving the theory its z = 2 character.
The third term is higher order temporal gradient term
and the last term is a renormalization of the parameter
 in Eq.(A3). For simplicity, we have absorbed this latter
renormalization into a re-definition of k and we neglect
the g2 term to leading order. This contributes to Eq.(3.1)
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FIG. 9. The quartic interaction bubble ¢ for the

i, VJ pg,A\h
static-homogeneous mode I'(q = 0) s

with the couplings Eq.(3.2). Note that the 2vpA > 0 gap
is absolutely crucial in producing these local terms. This
is so because at small ¢, the fermionic fluctuations within
the fermionic loop are gapped intra-band in character.

Now in the other extreme limit, we can set A =
and for simplicity take 7 = r. We will have instead the
following non-local expression”

18 (q) — 112 .(0)

wivj wivj
d@k T T qu
=2 k77K (kT 7Kk) [ ——2—— ) 6,0
T/ 2 ( )T )(vp§q—iq0 "
4 .

_ vpldl cos4ly sindfq
- H'IH {5” + (HqHFJrlqol) (sin49q —cos 40q i Opuv
(A13)

where I/(w)jj( ) =180, and ||¢||* = g +v%|q|?. The an-
gular integrals are carried out using the harmonic expan-
sion identity Eq.(B2)). Diagonalization of this suscepti-
bility kernel then leads to the usual transverse and longi-
tudinal polarization modes.? Also note that 2D Lindhard

function” is contained in this function as as a factor since

@ _ |QO‘ _ |$| (A14)

Il VoZlaPP+@  Var+1

(0]
vrlgl®

where x =

3. Quartic Interaction

The next term to consider is the quartic interaction of
T" shown in Fig.9, specialized to the ¢ = 0 limit. By the
standard application of the Feynman rules and linearizing
k ~ kpkk gives

d? k 1
I;(jzl',)uj,og,kh :7/ Z Z J nlalo om

ko m,n,lo

X ei(ﬁk)ej(ﬁk)eg(Gk)eh(Hk)

XGm(’L'ko, )Gn(lko, )Gl(lko,k)Go(Zko,k)

(A15)

20

where ¢;(f) = kT7'k. To proceed, we simplify the
product of Green’s functions by partial fractions and
carry out the Matsubara sum over kg by a contour inte-
gral. This last step involves double poles which produces
factors of the derivative of the Fermi function n'n(&k).
This yields at the end, after a [ d{N(£) integration

(4)
wi,vg,pg,Ah

T—r T dok
=4 (6H)\5pu - elu)\€py) [m} [ﬂ o

= % (6ux0py — €uxépw) (850gn + dig0jn + dindjg) [(2;;2)2}
(A16)

€i€j€4€h

where the we have used the identities Eq.(A7)) and the

relation
T de
/ S ei(Bi)es (e (Gren(Or)

= 3 (8ij0gn + 0igdjn + dindijg) (A17)
Thus we need non-trivial band curvature r # 7 or vary-
ing DOS for this coefficient (coupling constant) to be
non-zero. This diagram then leads to the following con-
tribution to the effective Lagrangian

1
4
‘ﬂ:iﬁf) == ZIM,Vj,ng\hFMFVj Tpglan

1 r—r
=5 [orar) (CwTw” +2EumTm)

which is manifestly O(2)iso X O(2)y0r symmetric. We fur-
ther simplify this by defining the parameter

1[ r—7F N"(0)
A== ~— A18
2 {(%FA)z] 24 (A18)
which gives after some manipulation
4 3\ A 2
5Ll = Z(rm-rm)z = 7 (i Tl'ug) (A19)
where we have used
(F#1F#2)2 = TuTp)(Toelv2) — (fwrulrﬂ)?

in the previous expression for 5/52?

As it stands the the first term on the RHS of Eq.(A19))
is parametrically larger than the second which would sug-
gest that only one type of symmetry broken-phase, the
[B-phase will be preferred. Also for stability reasons of the
free-energy, it appears that we will always require that
A > 0 or equivalently N”(0) < 0. However by working
in a fired density scheme as opposed to a fix chemical
potential, we can supplement 513((:1;) with a counter-term
at the quartic order in I" which will lead to a richer phase
diagram.



FIG. 10. The density n with its perturbative correction dn
due to T at order O(T'?).

a. Fized Density

Following Refs.[13,15], we next determine the fixed
density corrections to the quartic interaction in I'. The
field I';(g = 0) # 0 will lead to distortions of the Fermi-
surfaces, which in turn leads to changes in the total den-
sity. Now the density n with O(I'?) corrections is shown
in Fig.10 which evaluates to

N'(0)

n = ng + (2’UFA)T’ + T(Fliirlii) (A20)

where ng = 2 ffoo d¢ N(§) is the reference density when
there is zero splitting A = 0. Then we parametrize

op
no(dp) = 2/ d¢ N(§) = ng +2N(0)dp (A21)

—00

as a change in the “bare” density due to a small change
in chemical potential ju. Demanding that n remain con-
stant at its I' = 0 value, we have to leading order the
constraint equation

N'(+3p)

no(dp) + (2upA)r(op) + 5

=no+ 2upA)r

(Fuirui)
(A22)

with 7(dp) being the new measure of average DOS after
a change in chemical potential. It has the form

v A
o = gix [ dEN(E—am) =N O)3n
) (A23)

To leading order in smallness in I',;I',; we can ignore
the variation in N’(40u). Then we have to O(dp) from

J
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solving the constraint equation

N'(0)

n=-3 [(2upA)N'(0) + 2N (0)] (424

Ll s

which leads to a correction in r as

1 N'(0)2
or=—= | ) A25
" Q[QN(O)(QvFA)N’(O) (pilui)  (A25)
Hence, the effective action acquires an additional

“counter-term” arising from the quadratic term

—(r/2)T ;T as

or(T) 1 N'(0)? 9
_ L..T )= = r.T .
y Tulha) = 5 [QN(O)—(2UFA)N'(0) (Tul'us)
1 /N'(0)2 9
in the approximation that ’%‘ > 2upA; that is in the

large DOS limit. Also note that this correction is regular
in the A = 0 limit.

Finally, including the constant density correction with
the previously calculated direct quartic interaction yields
the following total quartic contribution to the effective
action

o 3\ A
65&? = ( + ) (Cpilpi)? = 5 (euvesTply)?

4 4 4
(A27)
where o/ = % is newly defined parameter. This leads

then the expressions quoted in Eq.(3.2)).

Appendix B: Harmonic expansion of the
Fermi-liquid density-density propagator

Calculations will often involve angular f déy, integrals
with the density-density propagator (vrdq—igo) ™!, with
Sg=k-q= |q| cos . We present here a closed form
harmonic expansion for this function, which can then be
used to evaluate the desired angular integrals. Defining
the following geometrical quantities

qo UF|Q|
lall = \/ag +vElal, z=0 y=
0 F lqll llqll

Y vr|q|
tan(%) = = (B1)
21z gl + ol

tana =

Y
x|’

we have the expansion

1 .. oo o
_ isienlgo) (1 +2 3 (—1)nel i) gan” (g) cos(n@kq)> (B2)
n=1

vpdg — iqo llall



This expansion can be derived by using the Jacobi-Anger
identity® to expand the RHS of

1 ( 1 ) 1
vEdq — iqo llqll ) ycosbrq —ix
_ isign(QO) /OO ds e—|x|se—1’sign(m)ys cos Opq
0

llqll
(B3)

in terms of Bessel functions Jp,(z). It turns out the in-
tegrals can be evaluated by Laplace transforms which
gives the stated expression after some simplification us-
ing 22 +y% = 1.

We note that more general expansions for the func-
tion [vp(k)k - q — igo) ™! than Eq.(B2)) can be derived
for anisotropic Fermi velocities v F(f() Although tedious,
this can be achieved by through a generalized Jacobi-
Anger expansion of '/ (%) ©sxq y5ing multivariate Bessel
functions”” and their associated Laplace transforms. Ex-
tensions to three dimensions are also relatively straight-
forward.

Appendix C: Nambu-Goldstone action for a broken
U(N) symmetry

For the curious reader, we sketch here the derivation of
the Nambu-Goldstone action in the case of U(N) symme-
try of a non-relativistic N-component boson. This may
be regarded as the symmetry broken action of Eq.(4.2))
in the A = 0 limit for an enlarged symmetry group such
that ¢(x,7) € CV. When p < 0 with a > 0, the U(N)
symmetry is broken and the vacuum is set by the equi-
librium density ng

(d(x,7)) = ¢o € C¥ (C1)
= sigo =12 ()
Now the field ¢ as a representation of the U(N) group

is not simply transitive. Hence we need to quotient out
the stabilizer of ¢y which brings the symmetry group
down to SU(N). This stabilizer is expressed in terms of
the central U(1) subgroup in U(N) (which is given by the
determinant map) and the Cartan subgroup generated by
the following su(N) generator

20}
(¢g¢o)

The stabilizer of ¢¢ is then simply given by

XA::

~1 (C3)

Hy, = {exp(i[l —£]): 0 € R} CUN).  (C4)

Hence the order parameter target space is the following
coset space

U(N)/Hy,, = SU(N). (C5)

22

Now the group quotient operation removes the generator
(1—3) by enforcing 1 = 3 at the level of the Lie algebra.
Hence as a matter of convenience, we will continue to
use the fundamental representation of SU(N) acting on
¢, but with the understanding that the Cartan subgroup
generated by ¥ is to be identified with the central U(1)
of UN)2X U(1)x SU(N).

Next we parametrize the first order fluctuations of ¢
about ¢ by the following

¢ n0+5n em’AT d)o

o+ 00
5¢ = imaT*¢o + (Qno) ®o

(C6)
(C7)

where the first term in d¢ corresponds to the SU(N) fluc-
tuation given as a Lie algebra valued field m4T# and the
second term to the amplitude fluctuation expressed as a
density variation én. The matrices {T4} are a traceless
Hermitian basis of su(N) with the structure constants
fAB & given by

(T4, T8 =i fABTC. (C8)
To the level of Gaussian fluctuations in the order param-
eter, we have the following expanded Lagrangian

L8 = (0§74 0) (22) drma + 3142 (64T d0)madrrs
+ (ATATP) o) V74 - Vi

+ () V(o) - V(on) + () on (C9)
where boundary terms have been tacitly omitted. We
next proceed to integrate out the massive dn amplitude
modes and note that the functional measures D¢ D¢ and
DraD(6n) agree up to irrelevant constants. We then
have the following final lowest order (in gradients) effec-
tive free Lagrangian for the Nambu-Goldstone fields

LO), = GABo 70,75 + iQ P70, mp

+ KAPVr, - Vg (C10)

where the isospin tensors are given by the following order
parameter expectations

GAB = ATMg@iT 00 _ GBa (C11)
K48 = (phT TP g) = KB4 (C12)
QA = AP (ST %) = —QP4 (C13)
In the N = 1 case which is the single component

non-relativistic superfluid, G and K are scalars and
0 = 0. However, in the general SU(N) symmetric
non-relativistic boson case, the Goldstone Lagrangian
El(\? ). seems to include the additional ‘Berry’ phase term
Q4871 40,m5. The fact that Q # 0 is the reason for
the modified counting rule for the Nambu-Goldstone
modes, 2931
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FIG. 11. The conventional density-density response bubble

Appendix D: Gradient Expansions

In this appendix we describe the gradient expansion in
g which operates by isolating the singularity at ¢ — 0.
This is necessary because neither a Taylor nor Laurent
expansion in ¢ is possible with the response kernels of
a gapless metallic model. In many ways the gradi-
ent expansion resembles that of an Operator Product
Expansion®*®7 of coincident poles in complex frequency
space as qo — 0. We first describe the simplest example
of the response bubble encountered in the density-density
response.

1. Density-density example

In calculating the bare or conventional (gapless)
density-density response (shown in Fig.11) we en-
counter the following expression obtained from lineariz-

ing &xtq/2 = &k T vrdq/2 and np(Ekrq/2),

/ (3;1)62 %ZG(ikJ,kﬂG(iko—,k—)
ko

_ d2k ’UF(sq ,

- | o <UF5Q - ¢q0> Wl (6)

_ d2k ’L)F(Sq l . )

- / (2m)? <UF(5q — iqo) 3 %G( ko, k) (D1)

where dg = q-lA< and in the last line we have re-substituted
the Matsubara sum by using the relation between Mat-
subara summed powers of the (bare) Green’s function
and derivatives of ng

m > 0.

ko ’
(D2)
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Also we let G(z,k) = (2 — &)~ ! be the single particle
Green’s function. This suggest the following identity

G(ikd kMG (iky k™)

vpdq ‘ 2
_— ko. k
(UFéq_iqo) Giko, k)
(D3)

that is valid only inside the Matsubara frequency sum,
and in the limit of ¢ — 0. Thus in this sense it resembles
an OPE in complex frequency space, where in the limit
q — 0, the complex energy poles of the G’s coincide to
form a double pole. Moreover in performing the Mat-
subara sum, a contour integral is invoked which furthers
the analogy with OPE’s encountered in conformal field
theories. Amusingly it is the opposite of a short distance
expansion, since small ¢ corresponds to long wavelengths
and low frequencies.

In deriving gradient expansion terms of the many re-
sponse kernels, we will need more replacement identities
between different combinations and powers of Green’s
functions under a Matsubara frequency sum. These can
all be derived in much the same way as the above argu-
ment suggest. As an example, consider a meromorphic
function F(z) which is never singular at z = ko and the
following Matsubara frequency summation using the con-
tour integral

% > Gik§ k")G(iky k™) F(iko)
ko

_ 1 % s 1 B 1
vréq —iqo J_c T \z+ i — &t =i g

x F(z2)ngp(2) (D4)

where C is the contour which surrounds (counterclock-
wise) the poles of np(z) located at the odd Matsubara
frequencies z = ikg = (2n + 1)7/kpT. Let (—C)’ be the
contour (—C) but which excludes a neighbourhood which
contains &+ F 4% . Then from linearizing by (qo, q)
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R
_ m {F(&er — i%)np(Ges) — Fm + 1L )np (&)}
1 d
vpdd —iqo ]{_C, 22% Gz +i%, k") — Gz —i% k)| F(2)np(2)
— F(ane(G) + <F5§—qqo> F(&ne(60) + (M> [l G i) Gl - %00 P ()
1)
— F(Gnr(6) + (M(j_qqo) Fn(60) + (Faql—qo> § i G F e

]

= F'(&)nr(ék) + F(&o)nk (&) + (vpéq—iqo

y dz 2, K)?F(2)np(z
<UF5C]—ZC]0> F(Ek)np(fk)+j€6 2'27TG( k)" F(2)np(2)

dz
C 1271'

iqo (k)
vEOq — iqo

foi|

where in the second equality we used the analyticity of F'
in the neighborhood z = £+ and Taylor series expanded
in q. Likewise in the third equality we used the analyt-
icity of the G’s under the integral in the same neighbor-
hood of z = &+ to series expand to lowest order in q. For
the penultimate equality we can consolidate the first two
terms of the previous line into the whole contour inte-
gral —C. Since this expansion holds within the linearized
approximations, we can infer the OPE-like long distance
expansion

G(ik$, k)G (iky , k™) F(iko)

( ) F(6)Ciko. k) + Gliko, k) F(iky)

(D5)
where the two sides are meant to agree only when,
(i) inside the Matsubara frequency summation of ik,
(ii) in the linearized approximation of the dispersion §lf
and np(&e+),
(iii) to lowest most singular order in the small expansion
of ¢ and (iv) F(z) is analytic in the neighborhood of
z = &x. Note also both sides agree in the ¢ = 0 limit only
when the order of limits is taken such that gy — 0 first
then |g| — 0.

Finally, we can derive more intricate gradient expan-
sions involving multiple Green’s functions which are valid
only inside Matsubara frequency sums using the same
methods as above. In a way, this is just a systematic
way to perform the contour integral around each individ-
ual pole separately. The standard procedure is as follows:

G(z,k)* + G(z, k)zF(z)} np(z)

140
vEdq — iqo

0) Convert the Matsubara sum into a contour integral
in the conventional way.

1) Fledred + §

Gk

F(z)nr(2)

1) Deform and isolate the contour around the desired
singularity eg. z = £, 1+

2) Perform the contour and collect the residues just
around that pole.

3) Using the assumed analyticity properties of the re-
maining factors of the integrand, Taylor expand
about ¢ = 0.

4) Re-organize terms such that the resulting terms
may be re-incorporated into an integral using the
original contour.

5) Identify terms inside to contour integral to derive
the desired relation.

These expansions are then used to derive the explicit
forms of the response kernels in Appendix F. Note also
that after the expansion, the terms are factored into an-
gular 0y and isotropic factors, making it easier to carry
out the [ d?k integrations.

Appendix E: Damping of the Nambu-Goldstone
modes

In this appendix, we will derive an approximate form
of this damping which appears in the RPA corrected ef-
fective action using the mean-field Green’s functions in
either broken symmetry phase. The mean-field Green’s
function can be conveniently parametrized as

G(iko, k) = [iko — &k — vpA0® — k(T ) (kT Tk)ot] ™!
= [iko — &k — Ak an (k)0 ! (E1)

where the indices range over u = z,y but a = z,y, 2,
and the uniform mean-field is given as (I'y;) # 0. The
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FIG. 12. The simplest quartic interaction terms at finite mo-
mentum ¢ that leads to damping from inter-band scattering
in the broken symmetry mean-field phases. Here k* = k+gq /2
where k is the internal loop momentum. The diagrammatic
notation follows that of Fig.7 in Appendix A.

quantity Ay > 0 is the mean-field corrected gap between
the Fermi surfaces and is given as

AR = (vrA)? + k(D) () (KT 7'K) (KT 77k) - (E2)

such that d(k) - @(k) = 1. The mean-field energy bands
are in turn given as E(; o)k = {kEAk. We further express
G(iko, k) in terms of its spectral projectors as

G(iko, k) = G1(iko, k) Py (k) + G2 (iko, k) Po(k)  (E3)

J

(U @ies = 7 [ oz 5 L) (e )T

To proceed we make the following simplifying approxi-
mations

(ki)TTi(ki) ~ kT r'k
q-VE, .« % vpq- k = vRoq
Tr [0 Py (kT )o” P (k)] & Tr [0+ Py, (k)0 P (k)]

which amounts to moving all the complexities of non-
zero q to the particle-hole excitation kernel in the large
curly parentheses. The effects of the broken symmetry
manifests as a non-zero trace which is normally zero in
the normal phase. This expression then simplifies to

1 [ d% 1 _ ,
(Ji(ft)ra)(Q)uiuj ~ kT / W B Z[kTTZk} [kTT]k}
F %o

iqo -
(1 g ) et 09 3 ()
(E7)

m=1

where for convenience we have separated the static and
dynamic parts out, and used the expression relating

() ,: (o
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where G, (iko, k) = iko — E, (k) and

Py (k)
Py (k)

(1 + aa(k)o®)
(1 — aa(k)o®). (E4)

N~ N~

Next, allowing for fluctuations in I',; leads to coupling
to the mean-field Hamiltonian through the following in-
teraction term

[ [0 r el ot o0 (E5)

where 6I" is the fluctuation and the integral is under-
stood to mean to be over k and (go,q). Here k is un-
derstood to be the average momentum between i and
T, Hence, the computation of the susceptibility bub-
ble in the mean-field phase proceeds in much the same
way as the computation of the Feynman diagram of Fig.8
in Appendix A. The key difference now being that the
fermion-boson vertex coupling is through the fluctua-
tion 6I" and the fermion propagators have now acquired
uniform mean-field self-energy corrections in G(iko, k)
as given above. We quote below the final result for
the intra-band contribution to the susceptibility kernel

J(z) (q)/u'l/j = <6ij(77;q07 7q) 6F/zi (iq07 q)>MF7

4 VEnk ) Tx [0 Py (k)0 P (K7)] 6(Epase)-

=1

(E6)

(

P, (k) and d(k). Finally, we approximate k = krk and
the delta functions localized on the Fermi surfaces by
(E@,2)k) = d(& £ vpA). Carrying out the radial in-
tegration with the density of states function N(§) and
substitute Ax ~ vpA in the denominator gives the lead-
ing order term

(I ) @pivg — (Fa) (0)ing ~

< [ et Gate o () ®

with 7 = £(N(+vpA) + N(—vpA)) and the harmonic
functions e (fy) = cos(20x) and es(fx) = sin(20x). Now
the static part is uninteresting and is a mass renormaliza-
tion that according to Goldstone’s theorem must vanish
for the relevant broken symmetry. Thus we focus only
on the dynamic contribution. The final integral can be
performed exactly using the expansion Eq.(B2)) which
leads to n = 0,4, 8 angular harmonic contributions. The
higher angular harmonics are needed to distinguish be-
tween longitudinal and transverse modes, but are sub-
leading compared to the isotropic n = 0 mode. Thus
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we make a final approximation by computing the leading O(s)
order n = 0 angular integral which gives

(S ) (@, @iy — (Jmra) (0) v

~ () o | ety @

which is an imaginary self-energy correction to the corre-
) (E9)

(I ) @pivg — () (0) i
~ 27 Cijip(L) (L) |40l
(vpA)? VorlaP + @

lator (6T, ;(—w, —q) 0I',i(w,q)) and is the form quoted
in the main text. Note that the inter-band fluctua-
tions also contribute to this correlator and are already
accounted for in the effective actions Eq.(4.15)) and
Eq.(4.20)) to lowest order.

We remark that in principle this damping channel
could have be deduced from the trace-log expansion of
Eq.(2.19)). The O((I')*) dependence of this term indi-
cates that it has its origins in the gradient expansion of
the quartic interaction terms. A straightforward estima-

Cijip = 1 (8:501p + Si1djp + Gipdj1) - (E10) tion of the Feynman diagrams shown in Fig.12 shows that

8 this is the case. However these terms, as are irrelevant

in the renormalization group sense in the normal phase

(cf. Section V). Due to the z = 2 dynamical scaling,

the factor iqo/|q| has scaling dimensions of a gradient

Finally analytically continuing to real frequencies igo —  and thus quartic and higher order couplings appearing

w+ 10" and in the branch where s = vl |(|1| < 1, yields to together with factors of iqg/|q| are necessarily irrelevant.
J

where we have defined the tensor

Appendix F: Explicit Forms of the Linear EM Response Kernels

For convenience we list here some definitions for parameters and notation used in expression the response kernels.

0
61(k) = G+ vr A, E2(l) = & — v, op = 23k
O|k| &x=0
1 [toes _ N(+vpA) + N(—vpA) N(4+vpA) — N(—vpA)
" gna ), YO T 2 T 20pA

1 R
_ 2112 2 Gio = . da = k= Oy — 0
lall = \/vElal® + a5 12 = T Vpoq = vrq vp|g|cos(fk — bq)

and the quadrupole tensors 7' = ¢%, 72 = ¢% such that kT rik = (cos 20y, sin 26y.);.

1. Conventional Polarization Diagrams

These diagrams do mnot couple I',; and represent the “bare” electromagnetic response.

00,y O o /d2k 1 vpéq 9 9
gy = R = e 53 (o ) (€1 )
:2627;(1 |CI0|)

llqll
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d2k‘ 1 v 5q
K3(q WQ/W / F 2 4 G2
0 Z Ok P (GI+G3)

9ie T’L)F|qo|( vr|q| ><cost9q>
lall \llall + lqo| ) \s1n6q/,

@ a b d2k 1 )
K§(g) = - @di = *62/ r Za ISRIASN ((SQizqo) (G3+G3)

S _vrld] ? cos20, sin26,
ab llall + |qo] sin 20, — cos 26, b

where (cosf,,sinf,)” = q and (COS 20, sin 20, >

94 4 _ bO(,\ _ 7-0b
sin 260, — cos26, X = 24adb — dab- Also Kg°(q) = Kj"(q).

The Ward identity ¢,Kg%(q) + iqoK§%(q) = 0 can be easily checked in the integrated and un-integrated forms.
Coupling to the I' nematic field will introduce more complicated harmonics in the EM response kernels as well as a
Hall conductivity (Chern-Simons) contribution. Also when analytically continuing to the retarded branch, we use
the following

lqo| = —iw+0%, gl =

2
Vuilql? — w?, (leq\) <1
w

v
—iy/w? —vElql?, (

2. Response of Kgb and its Ward identity

These are diagrams which have an outgoing (to the right) current vertex that originates from the quadrupole vertex
( shaded blobs). They produce the first non-trivial Hall response.
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where a tedious calculation will show a line by line cancellation in the Ward identity q,K$° + igoKJ® = 0.
Moreover the first lines of either Ko contribute to a Hall (Chern-Simons) response.




29
3. Response of K{”

The remaining set of response kernels which are order O(I'?) are as follows
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These response kernels can be evaluated using the same methods of those used to evaluate K4 (q), but they do
not add much to the discussion. However, from a tedious calculation, in their un-integrated form they satisfy the
necessary Ward identities ¢, K™ (q) + igo K " (q) = 0.
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