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The Loschmidt echo, defined as the overlap between quantum wave function evolved with different
Hamiltonians, quantifies the sensitivity of quantum dynamics to perturbations and is often used as
a probe of quantum chaos. In this work we consider the behavior of the Loschmidt echo in the many
body localized phase, which is characterized by emergent local integrals of motion, and provides a
generic example of non-ergodic dynamics. We demonstrate that the fluctuations of the Loschmidt
echo decay as a power law in time in the many-body localized phase, in contrast to the exponential
decay in few-body ergodic systems. We consider the spin-echo generalization of the Loschmidt
echo, and argue that the corresponding correlation function saturates to a finite value in localized
systems. Slow, power-law decay of fluctuations of such spin-echo-type overlap is related to the
operator spreading and is present only in the many-body localized phase, but not in a non-interacting
Anderson insulator. While most of the previously considered probes of dephasing dynamics could be
understood by approximating physical spin operators with local integrals of motion, the Loschmidt
echo and its generalizations crucially depend on the full expansion of the physical operators via
local integrals of motion operators, as well as operators which flip local integrals of motion. Hence,
these probes allow to get insights into the relation between physical operators and local integrals of
motion, and access the operator spreading in the many-body localized phase.

I. INTRODUCTION

Despite intense theoretical studies, there remain many
open questions about thermalization and emergence of
statistical mechanics in quantum many-body systems. In
classical many-body system thermalization is intimately
related to the chaotic behavior. Chaos in classical sys-
tems originates from the non-linearity of the classical
equations of motion. Such non-linearity generally leads
to a divergence of two trajectories which were initially
close to each other in the phase space. The Lyapunov
exponent, which sets the inverse timescale for the diver-
gence of trajectories, is a convenient measure of classical
chaotic behavior.

In quantum systems, relation between thermalization
and chaotic behavior is much less clear. The “quan-
tum chaos” in a few-body quantum systems is usually
probed by the level statistics. While being a powerful
probe, the level statistics provides a “yes/no” answer, be-
ing Wigner-Dyson (Poisson) in the ergodic (integrable)
phase. At the same time, level statistics gives little in-
sights into timescales on which thermalization emerges.
Furthermore, the naive generalization of the Lyapunov
exponent to the quantum systems fails. Indeed, the quan-
tum dynamics is generated by a linear unitary operator
U = e−iHt, and hence the overlap between different wave
functions evolved with the same unitary operator remains
constant in time.

The Loschmidt echo offers an alternative way to define
an analogue of Lyapunov exponent in quantum systems.
In the Loschmidt echo setup one measures the overlap of
the same wave function that was evolved with different
Hamiltonians. More specifically, starting from an initial

state |ψ0〉, one considers the decay of the overlap function

S(t) = 〈ψ0|ei(H0+V )te−iH0t|ψ0〉, (1)

where H0 is the unperturbed Hamiltonian, and V is usu-
ally a local perturbation. The Loschmidt echo has been
studied extensively both in the context of a few body1–3

and many-body systems,4–6 in particular see reviews7,8

and references therein. In ergodic systems Loschmidt
echo is believed to decay exponentially |S(t)|2 ∼ e−Γt,
where Γ can be directly related to the Lyapunov ex-
ponent of the classical system within the semiclassical
approach. On the other hand, the situation is more
intricate in quantum system which do not have obvi-
ous semiclassical limit, e.g. the sub-exponential relax-
ation of Loschmidt echo was demonstrated in the non-
integrable two-dimensional lattice of spin-1/2.9 The ex-
ponential behavior was demonstrated to be recovered
for large quantum spins.10 Finally, connections between
Loschmidt echo revivals and quantum criticality were
also recently discussed.11

In this work we consider the behavior of the Loschmidt
echo in many-body localized (MBL) systems. MBL phase
provides a generic mechanism to avoid thermalization
and break ergodicity.12–15 In a systems with bounded
Hilbert space (e.g. fermionic or spin systems) at suffi-
ciently strong disorder all many-body eigenstates could
become localized. Such fully many-body localized phase
can be characterized by the emergence of the extensive
number of local integrals of motion16,17 which prevent
thermalization. These local integrals of motion (LIOM)
do not relax, hence, the system retains the memory of
its initial state, as was recently demonstrated experimen-
tally.18–20 The dynamics is limited to the accumulation of
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random phases of eigenstates with different configuration
of LIOMs, usually referred to as “dephasing”. Dephas-
ing dynamics in the MBL phase leads to the logarithmic
spreading of entanglement21–23 and a power-law relax-
ation of local observables.24,25

There exists an increasing number of experimental re-
alizations of MBL phase in systems of cold atoms18–20,26

and in long-range interacting ion chains.27 However, most
of the evidence for the MBL phase consists of the absence
of complete relaxation in the presence of interactions,
and characteristic signatures of the MBL dynamics were
not yet observed (see however recent experiments27,28).
While measuring entanglement spreading experimentally
is generally a very hard problem, the same dephasing dy-
namics could be detected in the relaxation of observables
in a global quench,24 modified spin-echo type setups,25

quantum revivals,29 and other dynamical experimental
signatures of the MBL phase.29–32

In this paper we propose fluctuations of Loschmidt
echo as an alternative probe of dephasing dynamics, and
demonstrate that they decay as a power-law in the MBL
phase, saturating at the value that is exponentially small
in the system size. We note that our setup should be
experimentally accessible, as it relies on the interferome-
try performed on individual degrees of freedom and does
not require the change of global sign of the Hamiltonian.
For example the (generalized) fidelity was experimentally
measured for a kicked rotor.33–35 The possible obstacle
that may arise in implementing such setup may arise from
the requirement to access the fluctuations of Loschmidt
echo. However, the same requirement is also present for
more complex setups, e.g. out-of-time ordered correla-
tion functions36 which in addition require the sign change
of the Hamiltonian or evolution of several copies of the
system.

At the same time, we show that the decay of Loschmidt
echo S(t) itself, contrary to the claims of Ref. 37 does
not probe the dephasing dynamics of the MBL phase,
but instead gives information about statistics of single
particle energies. We also note that the Loschmidt echo
was also studied in Ref. 38 for the case when operator V
is a global perturbation in the MBL and ergodic phases.

There are important differences between fluctuations
of Loschmidt echo and other proposed probes. In con-
trast to the majority of other probes, the Loschmidt echo
is sensitive to presence of multiple terms in the expan-
sion of a local operator over local integrals of motion.
Knowledge of the local integrals of motion is equivalent
to knowing the full many-body spectrum and, conse-
quently, all physical properties of the system. However,
despite a number of theoretical and numerical propos-
als,16,39–44 the explicit construction of LIOMS remains a
partially open problem. Nevertheless, even partial knowl-
edge about the statistical properties of LIOM can be use-
ful. For example, the support of LIOMS in the real space
can be used to define the localization length that diverges
at the many-body localization transition.

Below we demonstrate that the Loschmidt echo and its

modifications can provide direct insights into the struc-
ture of local integrals of motion. In what follows we show
that Loschmidt echo predominantly probes the diagonal
part of the operator. In addition, we also study a spin-
echo type modification of the Loschmidt echo protocol.
We show that it exhibits qualitatively different behavior,
saturating to a finite value in the localized phase. The
fluctuations of spin echo probe the operator spreading of
the off-diagonal part of local operators in the many-body
localized phase.

The paper is organized as follows: in the next section
we describe the general setup for the measurement of the
Loschmidt echo and explain its relation to the orthogo-
nality catastrophe. We also introduce an XXZ spin chain
as a specific model of the many-body localized phase and
briefly review its description in terms of local integrals
of motion. Next, in Section III we consider the behav-
ior of the overlap function analytically and numerically.
Section IV relates the overlap function in the spin-echo
protocol to the operator spreading. Finally, in Section V
we summarize our results, and discuss similarities and
differences between orthogonality catastrophe and other
probes of dynamics in the MBL phase. Appendices pro-
vide more details on the averaged overlap S(t) and be-
havior of spin-echo fluctuations.

II. GENERAL SETUP AND MICROSCOPIC
MODEL

Naively the overlap function defined in Eq. (1) involves
evolution of the initial wave function with two Hamilto-
nians, H0 and −H0 − V . However, it can be naturally
accessed via real-time dynamics of orthogonality catas-
trophe setup, as proposed in Ref. 45. In particular, let us
consider an impurity coupled to a system, which is chosen
to be a spin chain, as sketched in Fig. 1. We assume that
the impurity spin has no internal dynamics, and is in-
teracting only with its neighboring spin via Zeeman-type
interaction,

Hc =
1

2
(1 + σzimp)V, (2)

where V is an operator acting on the system’s degrees of
freedom, and σαimp denotes a corresponding Pauli opera-
tor acting on the impurity.

Under the assumption that the impurity spin has no
internal dynamics it is possible to extract the overlap
function (1) from a local measurement of the impurity
spin. Let us prepare the full system initially in the prod-
uct state,

|Ψ〉 = | →〉imp ⊗ |ψ0〉 (3)

where | →〉imp denotes the state with impurity spin along
x-axis. Evolving the state |Ψ〉 with the full Hamiltonian
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Figure 1. Cartoon of the setup implementing orthogonality
catastrophe in the cold atom setting. The spin-1/2 impurity
on the left is coupled to the spin-chain via the Zeeman in-
teraction and has no internal dynamics. If impurity spin is
initialized along the x-direction, the expectation value of σx

imp

at time t gives the real part of the overlap function.

Hf = H0 +Hc, we obtain:

|Ψ(t)〉 = e−iHft|Ψ〉 =
1√
2
| ↑〉imp ⊗ e−i(H0+V )t|ψ0〉

+
1√
2
| ↓〉imp ⊗ e−iH0t|ψ0〉, (4)

so that the wave function of the system is now entangled
with the impurity spin. From Eq. (4) we see that the
component of the wave function which has the impurity
spin pointing up was evolving with perturbed Hamilto-
nian, while the part with impurity spin pointing down is
evolving with H0. Calculating the expectation value of
the impurity spin σximp after time t,

〈Ψ(t)|σximp|Ψ(t)〉 = Re〈ψ0|ei(H0+V )te−iH0t|ψ0〉, (5)

we see that it coincides the real part of the overlap S(t)
introduced in Eq. (1).

Hence, measuring overlap function requires the ability
to prepare the system with coupled impurity in a product
state, and to observe the expectation value of impurity
spin after some time. Both of these requirements are
achievable with modern experimental techniques, moti-
vating the theoretical study of the behavior of overlap
function, S(t). While the above considerations were com-
pletely general, in what follows we restrict studies of the
overlap function to a specific system used as a model of
the many-body localized phase.

More specifically, below we consider XXZ spin chain in
a random magnetic field which is defined by the Hamil-
tonian

HXXZ =
1

2

L−1∑
i=1

[
σxi σ

x
i+1 + σyi σ

y
i+1 + Jzσ

z
i σ

z
i+1

]
+

L∑
i=1

wiσ
z
i .

(6)
This model can be in the ergodic or MBL phase, de-
pending on the value of the interaction strength Jz and
disorder strength W , which controls the width of the uni-
form distribution of random fields, wi ∈ [−W,W ].14,15

For Jz = 1 the model is in the many-body localized
phase for Wc ≥ 3.7 even at infinite temperature. This
means that all many-body eingenstates, even in the mid-
dle of the band, are localized. As one decreases disorder,

W < Wc the states in the middle of the band begin
to delocalize and many-body mobility edge appears.46,47

For weaker values of interaction the critical value of dis-
order is smaller.29 Finally, when Jz = 0 the model (6)
maps onto an Anderson insulator of free fermions and is
always localized.

To fully specify the overlap function, we also need an
explicit form of the operator V . In what follows we con-
sider the perturbation operator

V = 2gσz1 , (7)

where g controls the coupling strength, and σz1 corre-
sponds to the first spin in the chain. Taking initial Hamil-
tonian to be H0 = HXXZ−gσz1 , Eq. (1) reduces to a more
symmetric form,

S(t) = 〈ψ0|ei(HXXZ+gσz
1 )te−i(HXXZ−gσz

1 )t|ψ0〉, (8)

that will be used below.
In the MBL phase one can diagonalize Hamiltonian (6)

by applying a sequence of quasi-local unitary transforma-
tions.16,39 The same sequence of quasi-local unitary oper-
ators that diagonalizes Hamiltonian can be used to rotate
the physical spin operators into local integrals of motion
(LIOM) which commute with the Hamiltonian and have
exponentially localized support.16,17,39,48 Expressed via
LIOMs, the Hamiltonian reads:

HXXZ =
∑
i

hiτ
z
i +

∑
ij

Jijτ
z
i τ

z
j +

∑
ijk

Jijkτ
z
i τ

z
j τ

z
k + . . . ,

(9)
where all couplings are exponentially suppressed with
the distance Ji1,i2...,ik ∝ exp(−|i1 − ik|/ξ′), where we
assumed i1 > i2 > . . . ik.

The physical spin operator also can be expanded over
the complete basis of ταi operators. In particular, we
will be interested in the expansion of the perturbation
operator (7), given by σz1 . In the basis of LIOM it can
be written as

σz1 = f (0)[{τzi }] + f
(2)
kl [{τzi }]

(
τ+
k τ
−
l + h.c.

)
+ f

(4)
klmn[{τzi }]

(
τ+
k τ

+
l τ
−
mτ
−
n + . . .+ h.c.

)
+ . . . , (10)

where functions f
(p)
i1,...,ip

[{τzi }] with p = 0, 2, . . . , L denote

polynomials in τz that couple to terms flipping p effective
spins. For example,

f (0)[{τzi }] =
∑
i

ciτ
z
i +

∑
ij

cijτ
z
i τ

z
j + . . . , (11)

where similarly to the couplings Ji1,i2...,ik , the coefficients
cij,... decay exponentially with the distance from the site
i1 = 1 where the physical spin is located,

ci ∝ e−|i−i1|/ξ, cij ∝ e−max(|i−i1|,|j−i1|)/ξ, . . . . (12)

Recalling that eigenstates correspond to non-entangled
configurations | ↑↓ . . . ↓〉 of LIOMs, where each spin
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points either up or down, we may interpret the first term
in Eq. (10), f (0)[{τzi }], as being fixed by the diagonal ma-
trix elements of operator σz1 in the basis of eigenstates.
All other terms in Eq. (10) label off-diagonal matrix ele-
ments which flip progressively larger number of effective
spins. Note that the structure of expansion (10) becomes
qualitatively different for the non-interacting Anderson
insulator. There, the expansion is limited to the terms
that contain either τzi or τ+

i τ
−
j operators. All terms that

have more that one τz operator, or flip more than a single
spin arise from the interactions.

III. DECAY OF SPIN COHERENCE WITH
TIME

In order to understand the behavior of the overlap,
it is convenient to transform Eq. (8) to the basis of LI-
OMS using Eqs. (9) and (10). Under the assumption
that σz1 commutes with the Hamiltonian [this is equiva-
lent to retaining only first term in the expansion of σz1
over LIOMS, Eq. (10)], the overlap becomes:

S(t) ≈ 〈ψ0|e2igtf(0)[{τz
i }]|ψ0〉. (13)

We will discuss and motivate the legitimacy and limita-
tions of such approximation in the next section. Assum-
ing weakly entangled initial state, we may approximate
the initial state of the spin chain in the LIOM basis as

|ψ0〉 = ⊗Li=1 (Ai↑| ↑〉i +Ai↓| ↓〉i) , (14)

where coefficients Aiσ depend on the details of the initial
state.

Using explicit form of the initial state and approxi-
mated form of S(t) in Eq. (13), we deduce that the over-
lap is expressed as a sum of oscillating terms,

S(t) =
∑
{τz}

L∏
i=1

|Aiτz
i
|2e2igt[

∑
i ciτ

z
i +

∑
ij cijτ

z
i τ

z
j +...], (15)

where the sum runs over all possible 2L configurations
of {τz} that label entire spectrum of the system. Due
to the exponential suppression of couplings cij... with the
range of indices as in Eq. (12), the dynamics of S(t) will
be governed by the slow dephasing mechanism described
in Ref. 24.

In particular, for time such that 2gt ≤ 1, the only
relevant coupling is c1 ∝ O(1), and there are only 2 os-
cillating terms in the S(t) corresponding to τz1 = ±1. At
longer times such that 2gtc2 ∼ 1, where c2 ∝ e−2/ξ the
second spin begins to matter, and the sum has 4 oscillat-
ing terms. Hence, we see that while S(t) will have many
oscillating contributions, the number of spins that par-
ticipate in dephasing grows logarithmically with time.
From Eq. (12) we get that the number of “dephased”
spins grows as x = ξ log 2gt (we note that this relation
holds when the perturbed spin is at the boundary; if the
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Figure 2. Fluctuations of the overlap decay as a power-law in
time, saturating to the value that is exponentially suppressed
with the system size. The averaging was performed for at least
103 disorder realizations in an XXZ spin chain with disorder
W = 6.5 and interaction Jz = 1.

impurity spin couples to the bulk of the system, there is
an extra factor of 2), so that the number of oscillating
terms, 2x, will grow as a power-law in time. Collecting all
factors, we deduce that fluctuations of S(t) would decay
as

〈|S(t)|2〉 ∝ 1

(2gt)b
, b = ξs2, (16)

where the power b is related to the second diagonal Renyi
entropy density s2 = S2(`)/`, and an extra factor of 2 is
present when the perturbed spin is located in the bulk of
the system.24

Note, that in order to access the dephasing dynamics,
it is important to consider the fluctuations of S(t), e.g.
by taking the average of the absolute value as in Eq. (16).
If one considers the average overlap 〈S(t)〉 without tak-
ing the absolute value, as was done in Ref. 37, one ac-
cesses the generating function of the distribution of ci,
instead of the dephasing mechanism, as we show in the
Appendix A.

To illustrate the power-law decay derived above, we
calculate the overlap function numerically using exact di-
agonalization for spin chains up to L = 14 spins. We start
with the spin-density wave state, |ψ0〉 = | ↑↓↑↓ . . . ↑↓〉,
where every even (odd) spin points up (down). Figure 2
illustrates the power-law decay of the averaged absolute
value of the overlap for the different system sizes. While
the overall decay of the signal is less than decade, one
can see that the range of the power-law decay expands
and becomes more pronounced for larger systems. Note,
that the saturation value is fairly large even for the sys-
tem of L = 14 spins, which is naturally explained by the
strong value of disorder W = 6.5 and initialization of the
system in the Neel state at t = 0.

It is instructive to compare the decay of the overlap in
the MBL phase to the case of Anderson insulator. Fig-
ure 3 illustrates that the decay becomes slower with in-
creased value of disorder. This is indeed what Eq. (16)
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Figure 3. Cyan and grey lines show the power law decay
of 〈|S(t)|〉 in Anderson insulator and MBL phase. Note the
much faster overlap decay in the MBL phase. Moreover, the
exponent of the decay is more sensitive to the increase in the
value of disorder in the MBL phase. System has L = 14 spins.

predicts, because for stronger disorder the Neel state
has progressively larger overlap with an exact eigenstate,
hence diagonal Renyi entropy density s2 goes down,
leading to slower decay of S(t). Decreasing interaction
strength has similar effect, but affects the decay even
stronger. Note that in the non-interacting case there are
only linear in τz terms in the exponent in Eq. (15), while
non-zero value Jz leads to the presence of operators with
support on many spins. Hence, while non-zero interac-
tion weakly impacts the saturation value of imbalance, it
is the change in the structure of the operator expansion
that is causing faster overlap decay in the presence of
interactions.

In this Section and in what follows we use variance,
〈|S(t)|2〉, as a measure of fluctuations. This is not the
only possible measure of the fluctuations in the system.
In particular, the median value of |S(t)|2 also decays like
a power-law (not shown). Moreover the median value
of |S(t)|2 decays faster than its mean value suggesting
the broad distribution of 〈|S(t)|2〉 between different dis-
order realizations. We leave more detailed investigation
of these question for the future studies.

IV. IMPURITY SPIN ECHO PROTOCOLS

Next, let us return to the approximation made in the
beginning of the previous section, where we neglected
terms that flip effective spins in the expansion of the
σz1 operator. Such terms can be conveniently probed
in a spin echo type protocol performed on the impurity.
Namely, if one applies a π-pulse to the impurity at time
t, and allows the system to evolve for an additional time
t before measuring σximp, this gives access to the real part
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Figure 4. Fluctuations of impurity spin echo signal decay in
a similar way to the overlap (solid lines). Value of disorder is
W = 5, interaction Jz = 1, g = 2.

of the following expectation value:

Secho(t) = 〈ψ0|Uecho(t)|ψ0〉, (17a)

Uecho(t) = ei(H0+V )teiH0te−i(H0+V )te−iH0t (17b)

The overlap, defined in Eq. (1) was measuring the simi-
larity between the wave function evolved with perturbed
and unperturbed Hamiltonian. In contrast, the spin-echo
protocol, Eq. (17) probes the overlap between wave func-
tions which are evolved with both, perturbed and un-
perturbed Hamiltonian, but the order of the evolution is
reversed between the two.

In order to understand the behavior of Secho(t), it is
convenient to rewrite the unitary operator in Eq. (17b)
as follows:

Uecho(t) = ei(H0+V )te−i(H0+V [t]0)t, (18)

where we promoted operators e±iH0t inside the exponent,
and introduced short-hand notation V [t]0 for operator V
time-evolved with Hamiltonian H0:

V [t]0 = eiH0tV e−iH0t. (19)

Using Eq. (18), we may reinterpret the Secho(t) as an
overlap between wave function that is evolved with two
different HamiltoniansH1 = H0+V andH2 = H0+V [t]0.
These two Hamiltonians have identical spectra, since
they are related as H2 = H1[t]0, and spectrum remains
invariant under evolution with an arbitrary unitary op-
erator. Due to the identical spectra of H1 and H2, the
decay of Secho(t) can be caused only by the difference
in the eigenbasis of these Hamiltonians, which in turn
depends on the difference between V0 and time-evolved
V [t]0 operators.

The difference between operator V0 and its time-
evolved version crucially depends on the presence of in-
teractions in the system. If there is no interactions,
Jz = 0, and system is an Anderson insulator, the op-
erator V [t]0 does not spread beyond single-particle local-
ization length, and it always remains localized. Hence,
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in the non-interacting case we do not expect to see any
decay of fluctuations of Secho(t) on long time scales.

On the other hand, in the many-body localized phase
the operators spread logarithmically in time. From the
expansion (10) it is straightforward to work out the time-
evolved form of the operator σz1 . Under evolution with
Hamiltonian (9) diagonal terms remain invariant, while
off-diagonal terms acquire arbitrary long “tails” consist-
ing of τz operators. For instance, the time-evolved oper-
ator τx1 that is contained within expansion (10) becomes:

τx1 [t]0 = cos(2H1[{τzi }]t)τx1 − sin(2H1[{τzi }]t)τ
y
1 , (20)

where H1[{τzi }] is an (operator) magnetic field experi-
enced by the first spin that is given by the linear in τz1
term in Eq. (9). This magnetic field contains a local field,
two-spin terms, and so on,

H1[{τzi }] = h1 +
∑
i

′J1iτ
z
i +

∑
ij

′J1ijτ
z
i τ

z
j + . . . , (21)

where prime denotes that indices are not repeated and
are different from 1, i, j 6= 1, see Ref. 24 for more details.

Due to exponential hierarchy of couplings Jij,... the
number of terms that are relevant in Eq. (21) grows
logarithmically with time, causing a logarithmic growth
of τx1 [t]0. For example, leaving only nearest and next-
nearest-neighbor two-spin terms we get H1[{τzi }] ≈ h1 +
J12τ

z
2 + J13τ

z
3 , leading to

cos(2H1[{τzi }]t) = c1c12c13 − s1s12c13 τ
z
2

− s1c12s13 τ
z
3 − c1s12s13 τ

z
2 τ

z
3 , (22)

where we introduced short-hand notations ci = cos(2hit),
cij = cos(2Jijt) and si = sin(2hit), sij = sin(2Jijt).
From here we see that at times such that J12t ∼ 1, the op-
erator τx1 [t]0 acquires a term τx1 τ

z
2 , while at longer times

when J13t ∼ 1 two more terms emerge, including τx1 τ
z
2 τ

z
3 .

Eventually at sufficiently long times the τx operator will
include terms

τx,y1 τz2 , τx,y1 τz2 τ
z
3 , . . . , τx,y1 τz2 τ

z
3 · · · τzL. (23)

From above example we observed that all spin-flip
terms in the expansion of σz1 develop long strings of τz

operators with time. Nonetheless, these τz strings can-
not flip any LIOM spins. Hence, while operator σz1 [t]0
spreads up to the full system size, spin flip terms remain
localized in vicinity of site i = 1. Physically, this can be
interpreted as a fact that local operator can produce ex-
citations only within a finite region, but energy of those
excitations in the MBL phase depends on the state of all
other spins in the system. Thus, such operator spread-
ing is qualitatively different from the one in the ergodic
phase. There, the time-evolved local operator is able to
produce excitations throughout the entire volume of the
system.

After understanding the operator spreading, we can re-
turn to the discussion of spin-echo overlap. As we demon-
strated, the operator spreading causes the eigenbases of

H1 and H2 to be different from each other. Neverthe-
less, due to the fact that time-evolved operator in the
MBL phase still can produce only local excitations, we
expect the finite saturation value of the spin-echo over-
lap. In the Appendix B we calculate the saturation value
of spin-echo by expanding the expression for the spin-
echo signal, Eq. (17) in the eigenstate basis of H0 + V .
This value is given by the second participation ratio of
the eigenstates of H0, denoted as |λi〉 over eigenstates of

perturbed Hamiltonian, |λ̃j〉:

Secho(∞) =
1

D
∑
j,i

|〈λi|λ̃j〉|2, (24)

where D is the Hilbert space dimension. While in the
ergodic phase such participation ratio would be exponen-
tially suppressed in the system size, in our many-body lo-
calized system this participation ratio is finite.16 Hence,
the spin-echo signal relaxes towards a finite value that
does not depend on the system size.

On the other hand, the operator spreading leads to the
relaxation of the fluctuations of spin-echo overlap. The
support of the operator V [t]0 grows as xV (t) = ξ′ log Jzt.
While this operator still produces only local excitations,
the energy of these excitations depend on state of xV (t)
spins that increases due to accumulation of long τz

strings in the dynamics. Assuming the initial state simi-
lar to Eq. (14), we obtain the same dephasing mechanism,
that now relaxes the fluctuations of spin-echo. The num-
ber of oscillating terms grows exponentially with xV (t),
and we expect the fluctuations of the spin echo around
its saturation value to decay as

〈|Secho(t)− Secho(∞)|2〉 ∝ 1

tb′
, b′ = ξ′s2. (25)

Note that exponent is again controlled by the second di-
agonal Renyi entropy density, and the scale ξ′ that con-
trols entanglement spreading and operator growth. At
the same time, we would like to point out that the decay
of the fluctuations does not imply transport of conserved
quantities (in particular, spin density that is conserved
in XXZ spin chain), as spin flip terms remain localized
in V [t]0.

To illustrate the results, we present numerical studies
of fluctuations of Secho(t) in Fig. 4, comparing it with the
usual overlap within the MBL phase. We again use the
symmetrized form, measuring fluctuations of the follow-
ing quantity:

Secho(t) = 〈ψ0|ei(HXXZ+gσz
1 )tei(HXXZ−gσz

1 )t

× e−i(HXXZ+gσz
1 )te−i(HXXZ−gσz

1 )t|ψ0〉. (26)

We note, that the initial decay of the spin-echo overlap
itself (not shown) is faster compared to the decay of S(t).
The rapid decay is caused by the dynamics on the length
scales below the localization length, and it fully agrees
with the intuition provided in Ref. 45 that the spin-echo
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Figure 5. Fluctuations of the spin-echo overlap do not re-
lax in the non-interacting system at long-times (solid curves),
while presence of even small interactions (Jz = 0.01, dot-
ted lines) leads to a slow power-law like decay and a residual
fluctuations that decrease exponentially with the system size.
Increasing interaction strength to Jz = 1 (solid lines) gives
even faster decay of spin-echo overlap. Data is obtained for
disorder W = 4 and perturbation strength is g = 4.

exponent is larger compared to the exponent for the usual
overlap in the system of free fermions without disorder.

On longer length scales our system is localized, and dif-
ferent physics comes into play. The spin echo saturates to
the finite value (not shown), while its fluctuations slowly
relax, see Fig. 4. Note that the decay of fluctuations of
spin echo is very similar to the decay of the fluctuations of
overlap, suggesting that ξ ≈ ξ′ in Eqs. (16) and (25). Fi-
nally, Fig. 5 illustrates the dependence of the spin-echo
fluctuations decay on the interaction strength. In par-
ticular, fluctuations do not relax when Jz = 0. When
Jz 6= 0, the saturation value of the fluctuations has a
weak dependence on the interaction strength, similarly
to the fluctuations of overlap S(t).

V. SUMMARY AND OUTLOOK

In conclusion, we studied the behavior of the
Loschmidt echo and its spin-echo generalization in the lo-
calized phase with and without interactions. We demon-
strated that the fluctuations of the overlap function have
a power-law decay both in Anderson insulator and MBL
phase. The power-law decay can be contrasted with the
exponential decay of the Loschmidt echo in ergodic sys-
tems, reflecting extreme sensitivity of the unitary dynam-
ics of the ergodic systems to the local perturbation. This
can be viewed as yet another signature of the non-ergodic
dynamics in the MBL phase.

Let us discuss the differences between the overlap,
which is decaying irrespectively of the presence of inter-
actions, and, for example, fluctuations of the local ob-
servables, which do not relax in the Anderson insulator,
while decaying as a power-law in the MBL phase.24 The

power-law decay of the orthogonality catastrophe overlap
in the Anderson insulator closely parallels the dynam-
ics of the entanglement propagation. The earlier probes,
such as relaxation of local observables24 or quantum re-
vivals29 considered the unitary evolution with a fixed
Hamiltonian. Such evolution does not cause entangle-
ment spreading in the non-interacting systems,21,22 hence
explaining perfect revivals and absence of relaxation of
local observables. In contrast, the orthogonality catas-
trophe setup can be interpreted as the sequential forward
and backward evolution of initial state |ψ0〉 with two dif-
ferent Hamiltonians, H0 and H0 + V , which generically
have different spectra (single-particle energies). The dif-
ference in spectra between H0 and H0 + V gives rise to
dephasing mechanism and entanglement growth even in
the absence of interactions.

While the decay of the overlap is qualitatively similar
in the Anderson insulator and MBL phase, the exponent
of the decay is sensitive to the presence of interactions.
Hence, the orthogonality catastrophe setup can be used
to probe the decay of the diagonal (e.g. commuting with
the Hamiltonian) part in the expansion of the perturba-
tion operator V over LIOMs.

Next, we would like to highlight the differences be-
tween the physics probed by the overlap function (1) with
the conventional orthogonality catastrophe physics. In
the original work by Anderson, the orthogonality catas-
trophe was defined as the effect of the single impurity on
the ground state of the Fermi gas.49 These results im-
ply that in the absence of disorder for the initial state
|ψ0〉 being a filled Fermi sea, the overlap |S(t)|2 decays
as a power-law in time with an exponent set by the scat-
tering phase of impurity potential.49 In contrast, in the
present work we consider disordered systems, where all
eigenstates are localized, and decay occurs via dephasing.
In particular, if we initialize our system in an eigenstate
of H0 or H0 + V , the fluctuations would not decay. For
the dephasing mechanism to be at play it is important
to start with the initial state |ψ0〉 that is a superposition
of many eigenstates.

In addition to the standard orthogonality catastrophe,
we also considered the spin-echo type overlap function.
In particular, we demonstrated that it singles out and
allows to probe the off-diagonal (spin-flip) terms in the
operator expansion of V over LIOMs. In the Anderson
insulator the spin-echo overlap has no dynamics: diago-
nal terms do not contribute to the spin-echo setup, while
off-diagonal terms remain local. The presence of arbi-
trary small interactions qualitatively changes the dynam-
ics of the spin-echo overlap. Now, the logarithmic in time
spreading of the off-diagonal parts of V causes the power-
law decay of spin-echo overlap fluctuations. In this sense
it is interesting to draw the parallel between spin-echo
type overlap and out-of-time ordered correlation func-
tion recently demonstrated to have a power-law decay in
the MBL phase.36,50

The setup for measuring orthogonality catastrophe and
its spin-echo extension works for generic initial non-
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equilibrium states, and requires only manipulation of the
local degrees of freedom. Hence it can be potentially
implemented in systems of cold atoms in optical lattices
and trapped ions, where signatures of MBL phase were
recently observed. Nevertheless, one has to be able to
access the fluctuations of the local observables in or-
der to probe the dephasing dynamics, as the naive av-
eraging of the observables probes different physics (see
Appendix A). Provided one has access to the fluctu-
ations, measurements of orthogonality catastrophe and
spin-echo overlap could be useful for exploring structure
of the expansion of local operators over LIOMs in the
MBL phase.
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Appendix A: Understanding time-averaged
coherence

In this Appendix we consider the behavior of the over-
lap decay averaged over disorder realizations, |〈S(t)〉|.
From Eq. (15) it is clear that the overlap averaged over
disorder realizations depends on the distribution of the
coefficients ci, cij , . . .. For simplicity, let us ignore the ef-
fect of interaction. Then it is legitimate to keep only the
leading order coefficients in Eq. (15), and we deduce

〈S(t)〉 = 〈
∑
{τ}

L∏
i=1

(|Ai↑|2e2igtci + |Ai↓|2e−2igtci)〉. (A1)

From here, neglecting the correlation between Aiτ and
ci, we see that the time-dependence of the 〈S(t)〉 comes
from the disorder-averaged e2igtci , which is determined
by the characteristic function (or, equivalently, Fourier
transform) of the distribution of ci, p(ci),

〈e2igtci〉 =

∫
dci p(ci)e

2igtci = ϕci(2gt). (A2)

In the non-interacting case the coefficients ci in the
expansion (10) are given by the tails of the single-particle
wave function. Using log-normal form of the distribution
of the inverse localization length,51 we replace ϕci(t) with
an asymptotic form of the characteristic function of the
log-normal distribution52

ϕci(t) ≈
exp

(
−W

2(tσ2
i 〈ci〉)+2W (tσ2

i 〈ci〉)
2σ2

i

)
√

1 +W (tσ2
i 〈ci〉)

, (A3)
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Figure 6. Absolute value of the averaged coherence does
not depend on the system size and interaction strength, and
has a weak dependence on the disorder strength (solid lines
correspond to W = 6.5 and dashed lines to W = 7.5). The
numerical data agrees reasonably well with the theory sug-
gesting the log-normal distribution of the localization length.

where W is the Lambert W-function, 〈ci〉 is the median
(typical) value of the corresponding coefficient in the ex-
pansion, and σi is the variance of ln ci.

Using expression (A3), we can approximate the average
overlap as

〈S(t)〉 ≈
L∏
i=1

ϕci(2gt). (A4)

Practically, the above product quickly converges since
each ci+1 is suppressed compared ci by an extra factor
of e−1/ξ, and it can be truncated at i = 2. Hence, the
expression (A4) has only three independent parameters:
median value of c1, its variance, σ1, and suppression fac-
tor e−1/ξ.

Treating 〈c1〉, σ1, and e−1/ξ as fitting parameters, we
compare the predictions of Eq. (A4) to the numerical
data obtained for the XXZ spin chain in Fig. 6. The nu-
merical data weakly depends on the value of disorder, and
shows almost no dependence on the system size and in-
teraction strength, consistent with the convergence of the
product in Eq. (A4). Fit with Eq. (A4), shown in Fig. 6
adequately reproduces the time dependence of |〈S(t)〉| at
intermediate time.

Physically, the non-trivial behavior of the |〈S(t)〉| with
time arises from the broad distribution of the coeffi-
cients ci that determine the distribution of the oscilla-
tion frequencies. Quick convergence of the product in
Eq. (A4) explains why the interactions do not affect the
dependence of |〈S(t)〉| on the intermediate times: both
terms with ci with i > 1, and terms involving more τz

in Eq. (11) are exponentially suppressed. Hence, their
effect is not important on the timescales shown in Fig. 6.
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Appendix B: Decay of spin-echo overlap and
entanglement dynamics

Below we consider the behavior of the spin-echo over-
lap Secho(t). In the main text we argued the decay of this
overlap as originating from spreading of operator V [t]0
defined in Eq. (19) with time. However, it is instructive
to consider the decay of Secho(t) from the perspective of
eigenstate dynamics. For this we expand the initial state
over eigenstates of operator H0 + V , as

|ψ0〉 =
∑
i

αi|λ̃i〉, (B1)

where the sum involves a number of eigenstates that is
proportional to the size of the Hilbert space. Eigenstates
|λ̃i〉 are assumed to have energy λ̃i. Using this represen-
tation, we rewrite the overlap using the fact that eigen-
states of H0 + V only acquire a phase under action of
ei(H0+V )t:

Secho(t) =
∑
i,j

α∗iαjsij(t), (B2a)

sij(t) = eiλ̃it〈λ̃i|eiH0te−i(H0+V )te−iH0t|λ̃j〉,(B2b)

where we defined as spin-echo response of a pair of eigen-
states i and j, sij(t). Further, we expand eigenstates of
Hamiltonian H0 + V over eigenstates of H0. Since these
two Hamiltonians are related by the local perturbation
and system is in the many-body localized phase, each
eigenstate |λ̃i〉 can be expressed as a sum of finite num-
ber of eigenstates of unperturbed Hamiltonian, |λi〉 (up
to exponentially small corrections):

|λ̃i〉 ≈
∑
k∈Ii

uik|λk〉, |λk〉 ≈
∑
i∈Ĩk

u∗ik|λ̃i〉, (B3)

where sets Ii, Ĩk depend on corresponding eigenstates
|λ̃i〉, |λk〉, and include a finite number of indices. This
follows from the local effect of the local perturbation in
the MBL phase; the similar participation ratios were ex-
plicitly calculated in Ref. 16.

Applying the expansion (B3) twice, we get the follow-
ing result for the sij(t):

sij(t) = eiλ̃it
∑

k∈Ii,n∈Ij

ei(λk−λn)tu∗ikujn〈λk|e−i(H0+V )t|λn〉

=
∑

k∈Ii,n∈Ij ,q∈Ĩk∩Ĩn

ei(λk−λn+λ̃i−λ̃q)tu∗ikuqku
∗
qnujn. (B4)

If operator V had no off-diagonal matrix elements, the
unitary matrix uik would be the permutation matrix,
having only single non-zero element in each row/column.
In this case the Secho(t) would always remain equal to
one. Presence of off-diagonal matrix elements in opera-
tor V leads to the decay of the expectation value (B4).

Nevertheless, the expectation value of diagonal op-
erators sij(t) with i = j saturates to a finite value
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Figure 7. Entanglement generated by Uecho(t) across the
middle link of the spin chain depends on the presence of in-
teractions. When Jz > 0 entanglement grows logarithmically
and has extensive saturation value (solid lines). In contrast,
in the non-interacting system saturation value of entangle-
ment decreases with the system size (dashed lines). Disorder
strength is W = 3, and g = 4.

s̄ii = sii(t → ∞) that does not scale with the system
size. This saturation value is given by the terms in the
sum in Eq. (B4) that have no oscillations in time, which
corresponds to the part with k = n and i = q:

s̄ii = eiλ̃it
∑
k∈Ii

u∗ikuikuiku
∗
ike
−iλ̃it =

∑
k∈Ii

|uik|4, (B5)

where all oscillating terms cancel. From here we see
that s̄ii is given by a second participation ratio of the
eigenstates of H0 in the basis of perturbed Hamiltonian
H0 + V . Finite value of s̄ii < 1 translates into the finite
saturation value of Secho(t) at long times, as

∑
i |αi|2 = 1

in Eq. (B2a). Note, that this result implies a weak depen-
dence of the saturation value of spin-echo on the choice
of initial state.

Above we demonstrated that diagonal terms in
Eq. (B2) are responsible for the finite saturation value
of spin-echo. At the same time these terms do not con-
tribute to the relaxation of spin-echo fluctuations. Due
to local character of operator V the range of summation
in Eq. (B4) is restricted (sets Ii and others include a
number of indices that does not depend on the system
size), hence fluctuations of individual sii(t) do not relax.

On the other hand, the spin echo overlap Eq. (B2)
generally contains an extensive number of off-diagonal
terms sij(t) with i 6= j. Hence, even though operator V
is able to relate each eigenstate only to a finite number
of other eigenstates by producing local excitations, the
fluctuations of different sij(t) relax via dephasing mech-
anism.24,25 More specifically, the sij(t) can be non-zero

only if eigenstates λ̃i and λ̃j are different in vicinity of
operator V . However, the energy difference in the ex-
ponent in Eq. (B4) depends on the state of all spins in
the system. In other words, the energies of same local
excitation for different eigenstates would be split by an
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exponentially small amount depending on the state of the
distant spins.31 This splitting, described in the main text
via the operator spreading gives rise to oscillations at a
sufficiently long times, and leads to the power-law decay
of spin-echo fluctuations.

Finally, we illustrate the entanglement dynamics un-
der the action of the unitary operator Uecho(t), defined
in Eqs. (17b). Taking |ψ0〉 to be the Neel state, we have
no entanglement at t = 0. Figure 7 shows the entangle-
ment entropy of state Uecho(t)|ψ0〉 as a function of time t.
The entanglement cut is at the middle link of the system.
Note, that in the non-interacting case there is no entan-
glement growth at long times. Moreover, the saturation

value of entanglement at the middle link decreases with
the system size, as the distance between the entangle-
ment cut and site where perturbation V is applied in-
creases with system size as L/2. This confirms that the
operator V [t]0 remains local in the Anderson insulator,
and goes in parallel with the absence of the decay of fluc-
tuations of Secho(t). In contrast, presence of weak inter-
actions qualitatively changes the entanglement dynamics,
which now spreads logarithmically in time. The satura-
tion value of entanglement is proportional to the system
size. At the same time, fluctuations of Secho(t) now also
have a non-trivial decay, emphasizing that 〈|Secho(t)|2〉
probes the same physics.
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