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The photoluminescence (PL) lifetime and quantum yield (QY) of the two-photon cascade emission 

(TPCE) provide critical information for assessing the quality of optoelectronic devices. The QY of TPCE 

has been conventionally evaluated by second-order photon correlation, g(2), measurements under 

weak-excitation conditions in single nanocrystals (NCs). Here, we report that, by measuring 

simultaneously both the g(2) and PL-decay curves, the QY of the TPCE can be determined even under 

strong-excitation conditions. With this technique, the effect of ionization on the QY of the TPCEs in 

single CdSe/ZnS NCs, which appears under strong-excitation condition, can be revealed. The obtained 

QYs were compared with the PL lifetime of the first and second photon emissions. We demonstrate 

that, even for ionized NCs, the radiative recombination rates during TPCE are almost proportional to 

the product of the numbers of electrons and holes.  
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I. INTRODUCTION 

Semiconductor nanocrystals (NCs) are widely used as luminescent nanomaterials because they 

provide attractive optical properties for various applications [1–3]. The optical properties of NCs, such 

as quantum yield (QY) of photoluminescence (PL) [4–6], absorption cross section [6–10], and 

time-dependent PL fluctuation [11,12] have been investigated using spectroscopy on single NCs. A 

sequential two-photon emission, known as a two-photon cascade emission (TPCE), is a characteristic 

phenomenon of single NCs that occurs after the absorption of two photons [13–23]. In recent years, 

NCs exhibiting high luminescence quality have been synthesized [25,26]. The luminescence of the NCs 

is strongly influenced in optoelectronic applications by the ionization effect. Thus, studying TPCE 

under ionized conditions is also important [22]. When a NC is neutral, its TPCE consists of the 

radiative recombination of a biexciton (two electron–hole pairs) and an exciton (one electron–hole pair), 

as illustrated in Fig. 1(a). When an NC is ionized, the TPCE process occurs through the radiative 

recombination of a charged biexciton (biexciton with an additional charge) and a charged exciton 

(exciton with an additional charge), as shown in Fig. 1(b). TPCE has been studied not only on 

widely-used CdSe/ZnS and CdSe/CdS core-shell NCs [13–24] but also in various other systems, such as 

NCs coupled with metallic objects [27–32] and NCs with emerging materials [33–35]. Investigations of 

TPCE reveal much more details about the photo-absorption and recombination processes in single NCs 

[24], when compared to investigations of excitons. Efficient TPCE will lead to higher quality 

light-emitting devices, and thus, precise evaluation of the QY of TPCE is highly desirable.  
One of the standard approaches for studying TPCE in single NCs is the measurement of 

second-order photon correlation, g(2), under the weak-excitation condition [13–21]. This approach 

works because, if the average number of the excited electron–hole pairs, ۄܰۃ, is much smaller than 

unity, the QY of the TPCE (the QY ratio between first and second photon emission during TPCE) can 

be directly determined from the g(2) curve [13,14]. If a similar technique would be available under 

strong-excitation condition, the use of this technique enables us to investigate various NCs whose PL 

QY is much lower than unity, even when using an optical setup with a low detection efficiency [16,22]. 

In addition, such a technique should be helpful for investigating TPCE in ionized NCs, because the 

ionization probability of NCs increases under strong-excitation condition [36–40]. However, the 

appearance of nonlinear phenomena, such as PL saturation and increased two-photon emission 

probabilities, makes quantitative evaluation of the TPCE QY difficult. One must establish a technique 

that takes into account these nonlinear effects to evaluate accurately the QY of the TPCE in the 

strong-excitation regime. 



3 
 

In this paper, we report a technique based on the simultaneous measurement of the g(2) and the 

PL-decay curves, which enables us to investigate PL lifetime and QY of the TPCE quantitatively. By 

accounting for the nonlinear effect of PL saturation and the increase of two-photon emission 

probability, the QY of TPCE in single NCs can be determined even in the strong-excitation condition. 

With the equations and a sophisticated analysis based on single-photon counting, we evaluated the QY 

of the TPCE in single CdSe/ZnS NCs for neutral and ionized conditions, which appeared under weak 

and strong-excitation conditions, respectively. We studied the PL lifetime of the first and second 

photon emission to compare their radiative recombination rates. Our results demonstrate that the 

radiative recombination rates during TPCE are almost proportional to the product of the numbers of 

electrons and holes, even when the NCs are ionized. We also discussed the difference of QY of TPCE 

between neutral and ionized condition.  

 
II. EXPERIMENT 

Measurements of TPCE were performed using a standard Hanbury Brown-Twiss setup. The 

photons were counted by two identical detection setups, each consisting of an avalanche photodiode 

(APD) (SPD-050-CTE; Micro Photon Devices) and a time-correlated single-photon counting (TCSPC) 

board (SPC-130EM; Becker & Hickl GmbH). The TCSPC boards were operated in the time-tag mode, 

which enabled us to analyze both the g(2) and the PL-decay curves using the same data. We studied 

CdSe/ZnS NCs (Qdot655; Life Technologies Corporation) under two different excitation conditions. 

One arrangement permitted studying the neutral condition under weak excitation 

( 4.2 ൈ  10ଵଶ photons/cmଶ ). The other arrangement permitted the ionized condition under strong 

excitation (2.4 ൈ  10ଵଷ photons/cmଶ). In the Appendix, we show a TEM image and the linear absorption 

spectrum of our sample. We achieved the optical excitation of the NCs by using pulsed light, with a 

pulse width of about 50 ps, obtained from a supercontinuum light source (SC400-4-PP; Fianium) using 

a repetition rate of 5 MHz. The excitation wavelength was set to 430 nm using a tunable filter 

(SuperChrome; Fianium). The total detection efficiency was estimated to be 5 ~ 10%. The detection 

wavelength of the system was limited to the range between 700 and 625 nm using suitable sets of 

long-pass and short-pass filters. The details of the experimental setup appeared in a previous paper 

[24]. All measurements were performed at room temperature.  

Converting the g(2) data and the PL decay curves to TPCE QY involves two equations, 

ۄܰۃ  ൌ െ݈݊ 1 െ 2 SC · ூூ ቀ1  ூூ ቁିଶ൨, (1)  

and 
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ఎఎ ൌ ூூ · , (2) 

where, respectively, ݃S and ݃C are the side and center peaks of the g(2) curve, ܫ and ܫ are the PL 

intensity of the biexciton and exciton emissions, ܲ and ܲ are the probabilities to populate the 

biexciton and exciton states in the NCs, and ߟ and ߟ are the PL QY of the biexciton and exciton 

emissions. The value of ܺܺߟ  is usually smaller than ܺߟ  due to an additional nonradiative 

recombination caused by Auger processes, in which the transition energy of an electron–hole pair is 

transferred to the additional charges [13-21]. Equation (2) defines the TPCE QY. By considering a 

Poisson distribution, ܲሺۄܰۃ, ݉ሻ ൌ ሻۄܰۃexpሺെۄܰۃ ݉!⁄ , for the incident light pulse, the term ܲ and ܲ 

can be calculated as follows: ܲ ൌ ∑ ܲሺۄܰۃ, ݉ሻஶୀଶ ൌ 1 െ expሺെۄܰۃሻ െ ۄܰۃ expሺെۄܰۃሻ  and ܲ ൌ∑ ܲሺۄܰۃ, ݉ሻஶୀଵ ൌ 1 െ expሺെۄܰۃሻ. The effect of PL saturation is included in these terms ܲ and ܲ. 

The value of ۄܰۃ is connected to the absorption cross section ߪ of the NCs by means of the relation ߪ ൌ  .where ݆ is the excitation photon flux ,݆/ۄܰۃ

We consider that Eqs. (1) and (2) are valid for both the neutral and the ionized systems. For the 

ionized system, the descriptions of ܺܺ and ܺ in Eqs. (1) and (2) must be changed to ܺܺି (charged 

biexcitons) and ܺି (charged excitons), respectively. We also assume that the ionization does not 

change ߪ  of a single NC. This assumption provides a good approximation because the present 

experiments were performed with excitation photon energies much larger than the PL photon energies. 

In the Appendix section, we present a detailed description of the derivations of Eqs. (1) and (2). In 

addition, the Appendix also explains the differences between Eqs. (1) and (2) and those reported in our 

previous paper [24]. It is notable that all contribution of ܺܺ and ܺ emission during TPCE are 

included in Eqs. (1) and (2). This means that, by measuring simultaneously both the g(2) and PL-decay 

curves, the QY of the TPCE can be determined even under strong-excitation conditions. 

 
III.  RESULTS AND DISCUSSION 

First, we show representative data for evaluating the TPCE QY in a single NC. Fig. 2(a) and 2(b) 

show the time dependence of PL intensity and lifetime, respectively. The data were plotted with a 

binning (bin) time of 50 ms. The excitation density was 4.2 ൈ  10ଵଶ photons/cmଶ  and the total 

measurement time was 200 s. The lifetime was determined by applying a single-exponential fit to the 

data in each bin interval [6,24]. The decay curve obtained for the bin at 17.0 s is plotted in Fig. 2(c). 

High PL intensities with count rates above 70 kHz were observed frequently. The relationship 

between PL lifetime and intensity, which is known as fluorescence lifetime-intensity distribution 

(FLID), is presented in Fig. 2(c), where y-axis units are cts/bin. The main contribution with large PL 

intensities (3500–4000 cts/bin) and long lifetimes (28–50 ns) is attributed to the signal for the neutral 
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conditions, which are dominated by PL of neutral excitons. 

The additional contribution with small intensities (1900–2200 cts/bin) and the short lifetimes 

(9–14 ns) is attributed to the signal for ionized conditions, which are dominated by the PL of charged 

excitons [36–40]. Because the bin time of 50 ms is not short enough to resolve these two contributions 

completely, the signal dominated by both neutral and charged excitons during the bin time appears 

between the contributions of neutral and charged excitons [38,39]. Fig. 2(d) through 2(g) show the data 

measured under strong-excitation power of 2.4 ൈ  10ଵଷ photons/cmଶ. The decay curves obtained for the 

bin at 13.0 s is plotted in Fig. 2(g). These data were plotted with a bin time of 20 ms. Compared to the 

weak-excitation condition, the PL fluctuation becomes frequent. The signal of the charged excitons, 

indicated by the yellow rectangle in Fig. 2(h), was obtained with a count rate of around 100 kHz. 

Because our measurements were conducted using the time-tagged mode, the events of photon 

detection can be extracted from any specific region in the FLID [24]. In Figs. 3(a) and 3(b), we plotted 

the results of the analysis of the PL decay curve and the g(2) curves obtained from the data located in 

the yellow rectangle in Fig. 2(h). The dotted line in Fig. 3(a) is a single exponential function fitted to 

the slow decay component with a time range of 10 ns to 50 ns. The curve plotted in Fig. 3(c) was 

obtained by subtracting the fitting result from the experimental data. Then, by applying a further 

single exponential fitting to this subtracted data (dotted line), the lifetime of the fast decay component 

was estimated to be 1.3 ns. 

These fast and slow decay components are attributed to the emission of charged biexcitons and 

charged excitons, respectively. We verified these assignments and obtained accurate evaluations of ܫష/ܫష  and ݃C/݃S  by performing two sophisticated analyses. In the first, called time-gated g(2) 

analysis, the g(2) curve was analyzed by applying a time gate to the PL decay curve [29–31]. 

Considering that the contribution of the fast decay component becomes negligible at 5 ns, we chose 

5 ns for the threshold of the time gate, i.e., only data after 5 ns was considered. Fig. 3(d) plots the 

result of the time-gated g(2) analysis. A clear disappearance of the center peak in the g(2) curve is 

observed. This result means that the center peak in Fig. 3(b) reflects the TPCE contribution and thus 

the ݃C/݃S ratio in Eq. (1) can be evaluated from the data. The other analysis method, which we call 

first-photon decay analysis, examines the PL-decay curve of the first photons in the center peak of the 

g(2) data [18,19,23]. This is achieved by the time-tag mode measurements, which enable us to extract 

the data of the first photon emission of TPCE from the two-photon detection events counted in the g(2) 

center peak. By applying this analysis to the g(2) data in Fig. 3(b), we obtain the PL decay curve shown 

in Fig. 3(e). The dashed curve is a single exponential function with a lifetime of 1.3 ns, which is the 
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same curve as shown in Fig. 3(c). The agreement between the theoretical curve and the experimental 

data confirms that the data in Fig. 3(c) represents the decay of the charged biexciton emissions. From 

the data in Figs. 3(a) and 3(c), ܫష/ܫష is determined to be 0.14. From the data in Fig. 3(b), ݃C/݃S is 

evaluated to be 0.41. By inserting these values into Eq. (1), the value of ۄܰۃ is determined to be 0.75. 

When the same analysis was performed for the signal dominated by the neutral exciton PL, which 

appeared in the region with intensities in the range 3400 cts/bin to 4000 cts/bin and lifetimes between 

29 ns to 33 ns, as depicted in Fig. 2(c), we obtained ۄܰۃ ൌ 0.14 (analysis is presented in the Appendix 

section). The ratio between the values of 5.4 ,ۄܰۃ, is almost consistent with the ratio, 5.7, of the value 

of the excitation power. This agreement means that ۄܰۃ ൌ 0.75 is correct, even though this data was 

for relatively strong-excitation. By inserting ۄܰۃ ൌ 0.75 and ܫష/ܫష ൌ 0.14 into Eq. (2), the value of ߟష/ߟష was determined to be 0.43. When a similar calculation was performed for the signal of 

exciton PL, we obtained ߟ/ߟ ൌ 0.23. With the use of Eqs. (1) and (2), both ߟ/ߟ and ߟష/ߟష for 

single NCs were successfully evaluated. 

Next, we show the results of the TPCE QY measured for 25 particles. Each NC was studied under 

excitation with 2.4 ൈ  10ଵଷ photons/cmଶ  and 4.2 ൈ  10ଵଶ photons/cmଶ , from which the values of ߟష/ߟష  and ߟ/ߟ  were determined, respectively. Fig. 4(a) plots the results of ߟష/ߟష  (blue 

diamonds) and the results of ݃C/݃S  (open diamonds) as functions of ۄܰۃ. The values of ۄܰۃ are 

distributed in a wide range from 0.6 to 1.5, probably because of the inhomogeneity of ߪ of the single 

NCs [24]. The overall large values of ۄܰۃ are consistent with the fact that the data were recorded 

under strong-excitation condition. The values of ߟష/ߟష are distributed between 0.4 and 1.0, and 

the values of ݃C/݃S are distributed between 0.4 and 0.6. Fig. 4(b) plots the results of ߟ/ߟ (red 

diamonds) and ݃C/݃S  (open diamonds) as functions of ۄܰۃ  obtained under the weak-excitation 

condition. Both ߟ/ߟ and ݃C/݃S are distributed in the range from 0.1 to 0.3. The values of ۄܰۃ are 

within 0.1 to 0.4. As expected, for the neutral condition, where ۄܰۃ is much smaller than unity, ߟ/ߟ  is almost the same as ݃C/݃S [13,14]. In contrast, for the ionized condition, where ۄܰۃ is 

relatively large, ߟష/ߟష differs from ݃C/݃S. 

To understand the mechanism behind the results, we calculate the ݃C/݃S ratio as a function of ۄܰۃ 
for various values of ߟ/ߟ. For the calculation, we used Eqs. (1) and Eqs. (2) to derive; 

 CS ൌ ଶమ · ఎఎ · ቀ1  ·ఎ·ఎ ቁିଶ.     (3) 

Fig. 5 shows the calculated results for ߟ/ߟ ranging from 0.01 to 0.7. It is clear that, for ۄܰۃ ا 1, 

the values of ݃C/݃S agree with ߟ/ߟ. When the value of ۄܰۃ approaches unity, the value of ݃C/݃S 
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gradually deviates from ߟ/ߟ. Interestingly, the direction of the change can be either positive or 

negative. For the case of ߟ/ߟ below 0.3, the discrepancy is positive, which means that the actual 

value of ߟ/ߟ is smaller than ݃C/݃S. In contrast, for the case of ߟ/ߟ above 0.5, the discrepancy 

becomes negative. This negative discrepancy originates from the third term of the right side of Eq. (3), 

which becomes smaller than unity for large ۄܰۃ. Because of this effect, the results of ߟష/ߟష in Fig. 

4(a) showed negative discrepancies from ݃C/݃S . These calculation results mean that, for the 

determination of the TPCE QY under strong-excitation condition (ۄܰۃ  0.5), the current method can 

be more precise compared to the conventional method [13] based on g(2) measurement only. By 

examining the excitation power dependence of ۄܰۃ, we confirmed that the current method is valid even 

for ۄܰۃ  1  (The results are provided in the Appendix). In the Appendix, we also discuss the 

contribution of triexcitons. 

Let us further discuss the relationship between the TPCE QY and PL lifetimes. During the analysis 

of the TPCE QY for ionized and neutral conditions using Eqs. (1) and (2), the PL lifetimes of charged 

excitons (߬ష), charged biexcitons (߬ష), excitons (߬), and biexcitons (߬) were also evaluated. Given 

the values of the PL lifetimes and the TPCE QY, one can compare the radiative recombination rates of 

the first and second photon emissions [19]. In Figs. 6(a) and 6(b), the values of ߟష/ߟష and ߟ/ߟ 

are plotted as functions of ߬ష/߬ష and ߬/߬, respectively. These plots use the same sets of data as 

shown in Figs. 4(a) and 4(b). The black dashed lines are linear functions fitted to the experimental 

data. The slope of the line for the ionized condition was 3.5, and the slope for the neutral condition was 

4.2. The ratio between the radiative recombination rates of the first and second photon emissions can 

be expressed by; ݇R,ష/݇R,ష ൌ ሺߟష/ߟషሻ · ሺ߬ష/߬షሻ  and ݇R,/݇R, ൌ ሺߟ/ߟሻ · ሺ߬/߬ሻ , where ݇R,ష, ݇R,ష, ݇R,, and ݇R, are the radiative recombination rates of the ܺି, ܺܺି, ܺ, and ܺܺ states, 

respectively. Thus, using the slope of dotted lines in Figs. 6(a) and 6(b), we obtained ݇R,ష/݇R,ష ൌ 3.5 

and ݇R,/݇R, ൌ 4.2, on average. These values are consistent with the statistical scaling law explained 

below. 

According to the statistical scaling law available at room temperature [18–22], the increase in the 

radiative recombination rate is proportional to the numbers of electrons and holes. In the ionized 

condition, the scaling law predicts ݇R,ష/݇R,ష ൌ 3, because the radiative recombination rates of ܺܺି 

states and ܺି states are 6݇R,  and 2݇R, , respectively. In the neutral condition, the scaling law 

predicts ݇R,/݇R, ൌ 4, because the radiative recombination pathway of the ܺܺ states is four times 

larger than the radiative recombination pathway of the ܺ states. Our experimental results, showing ݇R,ష/݇R,ష = 3.5 and ݇R,/݇R, = 4.2, are almost consistent with these predictions of 3 and 4. This 
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agreement means that, in CdSe/ZnS NCs, the ratio between ݇R, and ݇R, (݇R,ష and ݇R,ష, if the 

NC is ionized) is almost proportional to the product of the numbers of electrons and holes, as the 

scaling law predicts. 

As we have shown in Figs. 4(a) and 4(b), the values of ߟష/ߟష ranged from 0.4 to 0.9, and the 

values of ߟ/ߟ ranged from 0.12 to 0.32. On average, ߟష/ߟష was two times larger than ߟ/ߟ. 

This difference can be explained by Auger processes due to their inherent nonradiative recombination 

[14–21]. As a result of the Auger process, ߟష usually becomes smaller than ߟ [36–40]. The data 

presented in Fig. 2(c) agrees with this Auger model because the PL intensity of the charged excitons is 

smaller than that of the neutral excitons. When the ratio between ߟ and ߟష is estimated from the 

PL intensities of the ܺ and ܺି emissions in Fig. 2(c), it was ~0.5. Similar values were also observed 

for other NCs. These observations mean that 1/ߟష  is two times larger than 1/ߟ. This fact, in 

conjunction with the fact that ߟష/ߟష  is two times larger than ߟ/ߟ , indicates that ߟష  is 

almost the same as ߟ. This result is interesting, because the QY of multi excitons usually becomes 

smaller when the number of charges increases. We believe that this result should be explained by the 

difference in Auger recombination rates of electrons and holes in CdSe/ZnS NCs [18,19,22]. If the 

Auger rate is determined by one of the charges, the ratio between the radiative and Auger rates can be 

the same for both biexcitons and charged biexcitons. In the present case, the Auger rate of holes should 

be larger than that of electrons [18,19,22]. Thus, ߟష could be almost the same as ߟ. 

We finally note the importance of the technique we developed for the present experiment. A number 

of researchers have reported the measurement of the TPCE QY in various systems using a standard 

g(2) setup [13–24,27–35]. These experiments were performed under weak-excitation conditions, 

because the conversion from the g(2) curve to the QY of the TPCE could be performed only under ا ۄܰۃ  1 [13,14]. We also used this weak-excitation approximation in our previous work, which 

introduced the determination method of the absorption cross section based on the measurements of the 

g(2) and PL decay curves [24]. In contrast, the present technique based on Eqs. (1) and (2) is available 

even for 1 ~ ۄܰۃ. This is an advantage for the study of the TPCE under ionized conditions, since the 

appearance of ionized states can be increased under strong excitation conditions [40]. In our 

experiment, some of the particles did not show clear emission of ionized states under weak excitation 

conditions (ۄܰۃ ൏ 0.2). For such case, it was difficult to determine the accurate values of ߟష/ߟష and ߬ష. Our technique should be also important for other kinds of NCs, such as NCs emitting photons in 

the infrared region with low detection efficiency [16], NCs coupled with metal [27–32], and NCs 

composed of unique materials [33–35]. In these contexts, the excitation power needs to be high for 
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obtaining a sufficient signal. Furthermore, direct determination of ۄܰۃ based on Eq. (1) is a powerful 

technique because only one simultaneous measurement of g(2) and PL-decay curves is needed, 

regardless of the excitation power. With this technique, it is not necessary to perform measurements of 

excitation-power dependent PL intensities, a conventional method for determining ۄܰۃ from the data 

of PL saturation [14]. This is advantageous, because for fragile NCs, charging and degradation make 

observations of PL saturation difficult. We believe that the developed technique should be very useful 

for determining the TPCE QY in various NCs. 

 
IV.  CONCLUSION 

In summary, we investigated PL lifetime and QY of TPCE on single CdSe/ZnS NCs using 

simultaneous measurements of both g(2) and PL decay curves. For the determination of the QY of 

TPCE under the strong-excitation condition, we developed an analysis technique considering the 

nonlinear effect of PL saturation and the increase of two-photon emission probability. With this 

technique, we successfully evaluated the TPCE QY in single CdSe/ZnS NCs, for both neutral and 

ionized conditions. We showed that the radiative recombination rates during TPCE are almost 

proportional to the product of the number of electrons and holes, even when the NCs are ionized. The 

developed technique permits the convenient evaluation of the TPCE QY and the 

radiative-recombination-rate ratio between the exciton and the biexciton emissions in various NCs. 
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APPENDIX A : SIZE AND SHAPE OF THE NCS 

Figure A1 shows (a) a TEM image and (b) the linear absorption spectrum of the sample studied in 

our experiment (Qdot655). The shape of the sample is bullet-like. The orientation of the NCs should be 

random since we spin coat them on a cover glass. The values of absorption cross-section of this sample 

probably depend on the orientation of the single NCs. The inhomogeneity in size of the NCs also 

influences the absorption cross-section. The first absorption peak appeared at ~1.9 eV. Based on the 

relationship between core size and the first absorption peak energy reported by earlier works [42,43], 

we estimated the effective core diameter of our sample to be 8.2 nm. 

 

APPENDIX B : DERIVATION OF EQUATIONS (1) AND (2). 
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When the PL lifetime is much shorter than the inverse of the repetition rate of the incident laser 

pulse, the g(2) curve can be separated into side and center peaks [24]. By taking into account the 

contributions of exciton and biexciton PL, the count rates of the side and center peaks, ݃S and ݃C, 

respectively, of the g(2) curves can be expressed by; 

 ݃S ൌ ܨ · ሺ ܲ · ߟ  ܲ · ሻଶߟ · Aߦ ·  B, (A1)ߦ

and 

 ݃C ൌ ܨ2 · ܲ · ߟ · ߟ · Aߦ ·  B,  (A2)ߦ
where ܨ  is the repetition rate of the incident laser pulse. Here, for NCs,  ܲ  and ܲ  are the 

probabilities for populating the biexcitons and excitons, respectively; ߟ  and ߟ  are the QY of 

biexciton and exciton emissions, respectively; ߦA and ߦB are the detection efficiencies of one of the 

optical path A and B, respectively, of the Hanbury Brown-Twiss setup. The contributions of PL from 

multi-excitons of higher order than biexcitons, i.e. triexcitons, were ignored. Using the same 

parameters, the PL intensities of excitons ܫ and biexcitons ܫ can be written as 

ܫ  ൌ ܨ · ܲ · ߟ · ሺߦA   Bሻ, (A3)ߦ

and 

ܫ  ൌ ܨ · ܲ · ߟ · ሺߦA   Bሻ. (A4)ߦ
From Eqs. (A1) thorough (A4), the following equation can be derived; 

 ܲ ൌ 2 · SC · ூ·ூሺூାூሻమ. (A5) 

By considering a Poisson distribution for the photon population in the incident pulse, the left-hand 

term in Eq. (A5) can be written as ܲ ൌ ∑ ܲሺۄܰۃ, ݉ሻஶୀଵ ൌ 1 െ expሺെۄܰۃሻ. Thus, we obtain 

ۄܰۃ  ൌ െ݈݊ ቂ1 െ 2 SC ·  ሻ2ቃ. (A6)ܺܫܺܺܫሺܺܫ·ܺܺܫ

This equation appears in the main body of the paper as Eq. (1). In addition, from Eqs. (A3) and 

(A4), the following equation can be derived; 

 ூூ ൌ ·ఎ·ఎ. (A7) 

This equation can be converted to Eq. (2) as presented in the manuscript. 

 

APPENDIX C : CALCULATION OF ۄࡺۃ BASED ON THE EQUATIONS 

In the previous paper [1], the following equation was used to determine the absorption cross section 

of single NCs; 

ߪ  · ݆ ൌ ۄܰۃ ൌ െ݈݊ ቂ1 െ 2 SC · ାା ቃ, (A8) 

where ܣ  ܣ  andܤ   , respectively. This equation assumes that theܫ  andܫ  correspond toܤ
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contribution of the biexciton PL to the side peak in the g(2) curve is negligible. With this approximation, 

Eq. (A1) can be expressed as; 

 ݃S ൌ ܨ · ܲଶ · ଶߟ · Aߦ ·  B. (A9)ߦ

In contrast, Eq. (1) includes the contribution of biexcitons to the side peak in the g(2) curve. Because of 

this improvement, Eq. (1) becomes available under strong-excitation conditions. To see the difference 

between Eqs. (1) and (A8), we would like to calculate ۄܰۃ using these two equations and then compare 

the results. 

In Fig. A2(a), we plot ۄܰۃᇱ/ۄܰۃ as a function of ۄܰۃ for various values of ߟ/ߟ, where ۄܰۃᇱ is 

the results calculated using Eq. (A8), and ۄܰۃ is the fixed value of ۄܰۃ. For the calculation of ۄܰۃᇱ, 
Eqs. (A2), (A3), (A4), and (A9) were used. For larger ۄܰۃ and for larger ߟ/ߟ, the discrepancy of ۄܰۃԢ from ۄܰۃ becomes large. When  ߟ/ߟ ൌ  0.5, the discrepancy of ۄܰۃԢ from ۄܰۃ becomes 10 % 

at relatively small ۄܰۃ  of approximately 0.2. When ߟ/ߟ ൌ  0.05 , on the other hand, the 

discrepancy of ۄܰۃԢ from ۄܰۃ becomes 10 % at relatively large ۄܰۃ of approximately 1.5. 

In Fig. A2(b), we plot ۄܰۃ calculated from Eq. (1) as a function of ݆ for various values of ߪ. For the 

calculation of ۄܰۃ, Eqs. (A1), (A2), (A3), and (A4) were used. ۄܰۃ clearly increases linearly with ݆ and ߪ. The linear relations between ۄܰۃ and ݆ resulted from the fact that Eq. (1) did not include any 

approximation of the biexciton contribution. The value of ߟ/ߟ does not affect the calculated results. 

These calculated results mean that Eq. (1) is available for determining ۄܰۃ regardless of ߟ/ߟ, ߪ, 

and ۄܰۃ. 

 

 APPENDIX D : THE SETS OF DATA FOR NEUTRAL CONDITION 

We extracted the data, depicted in Fig. 1(e), for neutral conditions from the region with intensities 

between 3400 cts/bin and 4000 cts/bin and lifetimes between 29 ns and 33 ns. The results of the PL 

decay curve and the g(2) curve are plotted in Figs. A3(a) and A3(b), respectively. The black dashed line 

in Fig. A3(a) presents the single-exponential fit to the data, where the fast-decay contribution was 

excluded from the fitting. By subtracting the fitting result from the experimental data, we obtained 

the contribution of the fast decay, as plotted in Fig. A3(c). By applying a single-exponential fitting to 

this subtracted data, the lifetime of the fast decay component was estimated to be 1.7 ns. The fast and 

slow decay components are attributed to the emission of biexcitons and neutral excitons, respectively. 

Figure A3(d) plots the result of the time-gated g(2) analysis, where we chose 5 ns for the threshold of 

the time gate. The disappearance of the center peak of the g(2) curve means that ݃C/݃S  can be 

evaluated from the data in Fig. A3(b). By applying the first photon decay analysis on the g(2) data in 

Fig. A3(b), we obtain the decay curve shown in Fig. A3(e). The black dashed curve, which is the same 

curve as shown in Fig. A3(c), is a single exponential function with a lifetime of 1.7 ns. The agreement 
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between the theoretical curve and the experimental data confirms that the data in Fig. A3(c) presents 

the decay of the biexcitons. From the data in Figs. A3(a) and A3(c), ܫ/ܫ is determined to be 0.016. 

From the data in Fig. A3(b), ݃C/݃S is evaluated to be 0.24. By inserting these values into Eq. (1), ۄܰۃ 
is determined to be 0.14. 

 

APPENDIX E : EXCITATION POWER DEPENDENCE 

 Figure A4 shows additional experimental results of ۄܰۃ measured for neutral conditions at 

different value of the incident photon flux. The red and black dots were obtained using Eqs. (1) and 

(A8), respectively. The red line is a linear function fitted to the red dots. The red dots clearly show 

linear dependence on ݆; in contrast, the black dots increase nonlinearly for ۄܰۃ  0.5. At large values 

of ݆ (ൌ  3.6 ൈ  10ଵଷ cmିଶ), ۄܰۃ could not be determined, because the antilogarithm became a negative 

value. As long as Eq. (1) was used, the value of ۄܰۃ could be determined even under strong-excitation 

conditions. 

 

APPENDIX F : CONSIDERATION OF TRIEXCITON EMISSION 

A strong excitation condition leads to formation of higher order multiexcitons with significant 

probabilities. For 0.75 = ۄܰۃ, the probability of creating a triexciton is equal to 25 % of that for 

biexciton creation. To estimate the count rate of the triexciton emission, the QY of the triexciton, ߟ, 

has to be estimated. According to the statistical scaling law, the radiative QY ratio of triexciton to 

biexciton, ఎఎ , is ଶଷ since the number of radiative recombination pathways of triexciton and biexciton 

are 4 and 9, respectively, and the number of Auger recombination pathways of triexciton and biexciton 

are 4 and 18, respectively. The count rate ratio of the triexciton and biexciton emission would then be ଵ 

for 0.75 = ۄܰۃ. This issue becomes a crucial problem when evaluating ۄܰۃ and the TPCE QY in case 

that the triexciton emission wavelength is equivalent to the exciton emission wavelength. Fortunately, 

the triexciton emission is blue-shifted to the exciton emission by tens of meV in standard CdSe NCs 

[44,45]. Therefore, the triexciton emission can be cut by using an appropriate long-pass filter. In our 

experiment, we used a long-pass filter with cutoff wavelength at 625 nm, which could be suuficiently 

high to suppress triexciton detection. 
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Figure 1. (Color online) Schematics of the two-photon cascade emission (TPCE) process for (a) neutral 

NCs and (b) ionized NCs.  
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Figure 2. (Color online) PL dynamics of a single CdSe/ZnS NC measured for an excitation photon flux of      (a–d) and     (e–h). The PL intensities are plotted as 

function of time with a bin time of (a) 50 ms and (b) 20 ms. In (b) and (f), the corresponding lifetimes 

are plotted. The lifetimes were obtained by fitting the decay curve of each bin. The decay curve for the 

single bin time at 17 s in (a) and that at 13 s in (e) are shown in (c) and (g), respectively. In (d) and (h), 

the correlation between PL intensity and lifetime is plotted for all bins of the respective measurement. 

For this correlation plot, the data was recorded for 200 s. The x axis is given in units of ns, and 

corresponds to the lifetime obtaioned from the fitting process of the PL decay in each bin. The yellow 

rectangle in (h) represents the region with PL intensity between 2400 and 3200 cts/bin and lifetime 

between 10 and 14 ns. 
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Figure 3. (Color online) Results of (a) PL decay curve (red dots) and (b) g(2) curve derived from the data 

within the yellow rectangle indicated in Fig. 2(c). The black dashed line in (a) is an exponential 

function fitted to the data. The fitting range was set from 10 to 50 ns. (c) The PL decay curve of the 

charged-biexciton emission (blue dots) obtained by subtracting the black dashed line from the 

experimental data in (a). The black dashed line in (c) is a single exponential function with a lifetime of 

1.3 ns, which was obtained from fitting the data. (d) The result of the time-gated g(2) analysis. The 

threshold for the time gate was set to 5 ns. (e) The result of the first-photon decay analysis (blue dots). 

The black dashed line in (e) is a single exponential function with lifetime of 1.3 ns. 
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Figure 4. (Color online) Values of TPCE QY (solid diamonds) and (open diamonds) plotted as a 

function of  measured for (a) ionized condition under strong-excitation and (b) neutral conditions 

under weak excitation. The values of  were derived from  and  (or ) using Eq. 

(1). The values of  and  were derived from  and  (or ) using Eq. (2). 
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Figure 5. (Color online) Relation between  and  calculated for different values of . The 

calculation was performed using Eq. (3). When  is large,  differs from . In the case of 

, the value of  is smaller than . In the case , the value of  

is larger than . 
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Figure 6. (Color online) (a) Results of  plotted as a function of  (blue diamonds). The 

black dashed line is a linear function fitted to the data with a slope of 3.5. (b) Results of  plotted 

as a function of  (red diamonds). The black dashed line is a linear function fitted to the data 

with a slope of 4.2. 
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Figure A1. (Color online) (a) TEM image and (b) linear absorption spectrum of the sample studied in 

our experiments (Qdot655). 
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Figure A2. (Color online) (a)  calculated as a function of  for various ratios of , 

where  is fixed to  and  is calculated using Eqs. (A2), (A3), (A4), and (A8). (b)  

calculated from Eq. (1) as a function of  for various values of . 

  



23

 

Figure A3 (Color online) Results of (a) PL decay curve (red dots) and (b) g(2) curve for neutral condition. 

These curves were derived from the data with intensities between 3400 and 4000 cts/bin and lifetimes 

between 29 and 33 ns. The black dashed line in (a) is an exponential function fitted to the data. The 

fitting range was set from 10 to 50 ns. (c) The PL decay curve of the biexciton emission (blue dots) 

obtained by subtracting the black dashed line from the experimental data in (a). The black dashed line 

in (c) is a single exponential function with a lifetime of 1.7 ns, which was obtained from fitting the data. 

(d) The result of the time-gated g(2) analysis. The threshold for the time gate was set to 5 ns. (e) The 

result of the first-photon decay analysis (blue dots). The black dashed line in (e) is a single exponential 

function with lifetime of 1.7 ns. 
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Figure A4. Experimental results of  evaluated using Eq. (1) (Red dots) and Eq. (A8) (Black dots) for 

various photon fluxes. The red solid line is the linear function fitted to the red dots. At large values of 

 (     ),  could not be determined using Eq. (A8) because of a negative argument in 

the logarithm. 

 


