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Abstract 

The outstanding performance of cerium oxide (CeO2) as ion conductor or 

catalyst strongly depends on the ease of Ce4+↔Ce3+ conversion and oxygen vacancy 

formation. An accurate description of Ce3+ and oxygen vacancy is therefore essential 

to further progress in this area. Using the HSE06 hybrid functional, we investigate the 

formation and migration of small polarons (Ce3+) and their interaction with oxygen 

vacancies in CeO2, considering the small polaron and vacancy as independent entities. 

Oxygen vacancies are double donors and can bind up to two small polarons, forming 

a positively charged or neutral complex. We compute the electron self-trapping energy 

(i.e., energy gain when forming a small polaron), the small-polaron migration barrier, 

vacancy formation and migration energies, and vacancy-polaron binding energies. We 

find that small polarons weakly bind to oxygen vacancies, yet this interaction 

significantly contributes to the activation energy for hopping electronic conductivity. 

The results are compared with previous calculations and discussed in the light of 

available experimental data. 
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I. Introduction 

Cerium oxide (CeO2) is a technologically important material, with applications 

ranging from catalysis in automotive exhaust [1-5], solid-oxide fuel cells [6,7], and 

water-gas shift reactions [8,9]. The outstanding functionality of CeO2 in these 

applications is largely due to its great oxygen storage/release capability (OSC). The 

OSC of CeO2 is in turn closely related to the oxygen-vacancy formation and, 

ultimately, to the reduction into nonstoichiometric CeO2-x phases as oxygen is 

released [10-15]. Such reaction is totally reversible and repeatable, making CeO2 an 

oxygen holder or oxygen pumper, depending on the oxygen content in the 

environment. When an oxygen vacancy is formed in CeO2, two electrons are left 

behind; instead of behaving as delocalized electrons in the conduction band or 

occupying a defect-related state, these excess electrons prefer to localize on Ce atoms 

neighboring the vacancy, as small polarons (Ce3+) [10,15,16]. These small polarons 

can escape from the oxygen vacancy and contribute to the electronic conductivity of 

CeO2 [17]. Therefore, to further the development of CeO2 in energy-related 

applications that depend on catalytic or OSC properties, it is essential to develop a 

deeper understanding and quantitative description of the behavior of the oxygen 

vacancy, the small polaron, and their interactions.  

CeO2 is an insulator with a large band gap [19-23]. The electronic structure of 

CeO2 has been probed by different experimental techniques, including valence x-ray 

photoemission spectroscopy (XPS) [19-22], O 1s x-ray absorption spectroscopy (XAS) 

[20], electron energy loss spectroscopy (EELS) [20,21], and optical reflectance (OR) 

[23]. The valence band, composed of O 2p states is separated by a gap of ~3 eV from 

a quite narrow unoccupied band composed of Ce 4f states. This unoccupied and 

narrow 4f band is in turn separated by ~2 eV from a much more dispersive band 

composed of Ce 5d states, as shown in Fig. 1. Excess electrons, due to oxygen 

vacancies or other donors, would thus occupy the lowest energy states in the narrow 

Ce 4f band. However, electrons in the 4f band tend to localize on individual Ce atoms, 

turning Ce4+ into Ce3+. This localization is accompanied by a local structural 
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relaxation and distortion, where the Ce3+-O bonds are slightly elongated. The 

combination of electron localization and local structural distortion is what 

characterizes a small polaron. The stabilization energy of the small polaron is, 

therefore, a balance between the electronic energy gain due to bringing down an 

occupied level in the gap, well below the Ce 4f band, and the lattice energy penalty 

due to the local structural relaxation and distortion.  

The electronic conductivity in CeO2 is thermally activated and occurs via hoping 

of small polarons [17] rather than through delocalized electrons in the conduction 

band. On the other hand, the ionic conductivity, that typically dominates the charge 

transport at high temperatures, has been attributed to the migration of ionized oxygen 

vacancies [24]. Reported experimental values for the activation energy for electronic 

conductivity vary in a wide range [17,25]. Tuller and Nowick [17] reported an 

activation energy of 0.40 eV, while Blumenthal et al. [25] reported lower values of 

0.16 eV and 0.22 eV.  For the migration of oxygen vacancies, experimental values 

for the motion energy vary from 0.49 eV to 0.61 eV [26,27]. Reported activation 

energies for ionic conductivity are higher due to the contribution of the vacancy 

formation energy or vacancy-impurity binding energies. For comparison, results based 

on density functional theory (DFT) calculations for the oxygen-vacancy migration 

energy barrier vary from 0.46 eV to 1.08 eV [28-30], depending on the approximation 

for the exchange-correlation functional and on the supercell size (vacancy 

concentration).   

There have appeared numerous studies of bulk CeO2 based on DFT calculations, 

many focusing on the oxygen vacancy [10-16,28-42]. DFT calculations using the 

local density approximation (LDA) or the generalized gradient approximation (GGA) 

for the exchange-correlation term underestimate the separation between the top of the 

valence band (O 2p band) and the empty Ce 4f bands in CeO2 by ~35 % [16,31-33]. 

For the oxygen vacancy in DFT-LDA or GGA, the excess electrons wind up 

occupying the narrow 4f band, erroneously leading to delocalized electrons due to the 

well-known self-interaction error [31-33]. The DFT+U method has also been 

employed to study the electronic properties of CeO2 and the impact of oxygen 
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vacancies [29,30,33-42]. In this approach, an extra on-site Coulomb interaction is 

added to the Ce 4f states, leading to a split between occupied and unoccupied states. 

In the case of perfect bulk CeO2, DFT+U pushes up the unoccupied 4f band with 

respect to the valence band derived from the O 2p states. For the oxygen vacancy, the 

excess electrons are localized on individual Ce atoms, turning two Ce4+ into two Ce3+ 

species, which, by Coulomb attraction, sit near to the vacancy [29-42]. The results of 

DFT+U studies are largely dependent on the U value, bringing some uncertainty to 

the results and raising questions on what value of U should be used to describe the 

properties of perfect and reduced CeO2. Furthermore, the band gap and the 

oxygen-vacancy formation energy derived from DFT+U calculations have noticeable 

differences from experimental data [43,44], with the reported oxygen-vacancy 

formation energies varying over a wide range, from 2.3 to 4.7 eV [10,13,16,29-39]. 

The electron distribution of the neutral oxygen vacancy in bulk CeO2 has also been a 

subject of intense debate. Some researchers reported that the two excess electrons 

prefer to localize on two Ce atoms that are the nearest neighbor (NN) to the vacancy 

[15,16,29,30,34-39], while others [40,41,42] suggested that having the Ce3+ on the 

next-nearest neighbor (NNN) sites is energetically more favorable over the NN 

configuration. 

Hybrid functionals, in which nonlocal Hartree-Fock exchange is mixed into the 

GGA exchange, have been shown to successfully describe materials in which excess 

electrons tend to localize when occupying narrow bands derived from d or f states 

[44-49]. Few research groups have already employed hybrid functionals to describe 

the electronic properties of bulk CeO2 and Ce2O3 [35,50-52]. Overall, these 

calculations give lattice parameters within 1% of the experimental values, slightly 

improving over the DFT(+U) results. The calculated electronic structures, i.e., the 

band dispersions and the position of the empty Ce 4f and Ce 5d bands with respect to 

the occupied O 2p bands are also in good agreement with experimental data [19-23]. 

For the oxygen vacancy in bulk CeO2, results are scarce. Recent studies focused on 

vacancy-vacancy interactions, but did not explore the single vacancy in CeO2 [53]. 

Reports on small polarons have also appeared in the literature, including calculations 
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using the PBE0 hybrid functional. An activation energy of 0.40 eV for the 

small-polaron migration has been reported [54]. Notwithstanding, a detailed 

comparison between theoretical results and experimental data is still lacking, despite 

the importance of CeO2 for various applications in which oxygen vacancies and small 

polarons have been conjectured to play a fundamental role. 

In this paper, we report results of calculations based on the screened hybrid 

functional of Heyd, Scuseria, and Ernzerhof (HSE06) for small polarons, oxygen 

vacancies, and their interactions in bulk CeO2. For comparison, we also performed 

calculations using DFT+U. We discuss the self-trapping and migration energies of 

small polarons, formation energy and migration barrier for the oxygen vacancy, and 

binding energies between small polarons and the doubly ionized oxygen vacancy. 

Finally, we discuss the activation energies for the electronic and ionic conductivities. 

The results are compared to available experimental data.   

II. Computational methods  

Our calculations are based on DFT with projector-augmented wave (PAW) 

potentials [55] as implemented in the VASP code [56,57]. PAW potentials with 

valence 5s25p65d14f16s2 for Ce and 2s22p4 for O atoms were employed. In the DFT+U 

approach, we used the GGA-PBE exchange-correlation functional [58], and the 

effective Hubbard U parameter [59] to describe the on-site Coulomb interactions for 

the Ce 4f states was set to 5.0 eV (U-J = 5.0 eV). This value for the U parameter was 

taken from the literature [33,34]. In the HSE06 functional, 75% of the PBE exchange 

is combined with 25% of the non-local Hartree-Fock exchange, and the screening 

parameter that separates the exchange potential into short and long range parts was set 

0.2 [46].  

For simulating an oxygen vacancy and a small polaron, a supercell of CeO2 with 

96 atoms was adopted, which is a 2×2×2 repetition of the 12-atom cubic unit cell. 

Integrations over the Brillouin zone of the supercell were performed using the (1/4, 

1/4, 1/4) special-k point for both the DFT+U and HSE06 functional calculations. The 

energy cutoff for the plane-wave basis was set to 400 eV in the DFT+U calculations. 
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Due to the computational cost, the plane-wave cutoff energy was set to 300 eV in the 

HSE06 calculations. Tests for the formation energy of the doubly ionized oxygen 

vacancy using cutoff of 400 eV in the HSE06 indicate that total energy differences are 

converged within less than 0.05 eV. We also performed tests using a 2×2×2 mesh 

using DFT+U to ensure convergence. The volume of the supercell was kept fixed 

during atomic relaxations, and the structures were relaxed until the force on each atom 

was lower than 0.01 eV/Å.  

The self-trapping energy of an excess electron (EST), i.e., the energy gain when 

forming a small polaron (Ce3+), is defined as 

EST=Etot polaron Etot delocalized ,              (1) 

where Etot(polaron) is the total energy of the supercell containing a small polaron, i.e., 

an extra electron localized on an individual Ce atom (Ce3+), and Etot(deloclized) is the 

total energy of CeO2 supercell with an extra electron in the narrow Ce 4f band.  

The formation energy of an oxygen vacancy in charge state q [Ef VO
q ] is given 

by: 

Ef VO
q =Etot VO

q Etot bulk 1
2

Etot O2 μO q EVBM EF ∆q,   (2) 

where Etot VO
q  is the total energy of the supercell containing an oxygen vacancy in 

the charge state q, and Etot bulk  is the total energy of perfect bulk CeO2 using the 

same supercell. The chemical potential μO is the energy per atom of the oxygen 

reservoir, referenced to half of the total energy of an isolated O2 molecule [1
2

Etot O2 ]. 

This constitutes the upper bound of μO (O-rich condition, μO=0). The lower bound of 

μO (O-poor condition), is limited by the formation of Ce2O3. The Fermi level, which 

represents the energy of the electronic reservoir, is a variable in this formalism and 

referenced to the valence-band-maximum (VBM, VBME ) of bulk CeO2. Finally, qΔ  is 

the charge-state dependent correction due to the finite size of the supercell [60]. 

III. Results and Discussions  

A. Lattice parameter and electronic structure  
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Bulk CeO2 adopts the cubic fluorite structure, where each Ce atom is bonded to 

eight O atoms, and each O atom is bonded to four Ce atoms [18]. The calculated 

structural parameters of bulk CeO2 are listed in Table 1. The experimental value of 

lattice parameter is 5.41 Å, with a Ce-O equilibrium bond length of 2.34 Å [61]. 

DFT+U gives a lattice parameter of 5.49 Å, that is 1.4% larger than the experimental 

value, while the HSE06 gives 5.40 Å, only slightly smaller than the experimental 

value. Both DFT+U and HSE06 results agree with previous calculations 

[29-39,50-52]. 

Table 1.  Structural and electronic properties of bulk CeO2. 

Method a0 (Å) O2p−Ce5d 
gap (eV) 

O2p−Ce4f 
gap (eV) 

DFT+U 5.49 5.3 2.3 

HSE 5.40 7.0 3.5 

Expt. [61,19] 5.41 6.0 3.3 

The calculated electronic band structures and density of states of bulk CeO2 are 

shown in Fig. 1 and Fig. 2, for both HSE06 and DFT+U. The band width of the O 2p 

band is 4.5 eV (4.0 eV) and the Ce 4f band width is 1.4 eV (1.0 eV) in HSE06 

(DFT+U). In these plots, we placed the zero at the top of the O 2p valence band. 

Overall, the HSE06 hybrid functional gives a wider band gap for CeO2 than that 

obtained by DFT+U. The O 2p-Ce 4f gap is 3.5 eV and the Ce 4f-Ce 5d is 2.1 eV in 

HSE06. For comparison, these are 2.3 eV and 1.9 eV in DFT+U. Our DFT+U results 

are in good agreement with previous calculations which reported the O 2p-Ce 4f gap 

in the range of 2.2-2.7 eV and the distance between the O 2p and Ce5d bands in the 

range of 5.3-5.7 eV [33-40]. For HSE06, the reported values vary in a narrower range, 

with the O 2p-Ce 4f gap of 3.1-3.5 eV and the O 2p-Ce 5d gap of ~7.0 eV [35,50,51]. 

The HSE06 results are in better agreement with the experimental value of 3.3 eV for 

the O 2p-Ce 4f gap [19]. For the Ce 4f-Ce 5d separation, the experimental result of 

~3.0 eV is less clear due to the large broadening of the signal. The experimental 

values were obtained using a combination of photoemission and inverse 

photoemission, as well as absorption spectroscopy [19-22]. 
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FIG. 1.  (Color online) Calculated band structure of bulk CeO2 using (a) the HSE06 hybrid 

functional and (b) DFT+U. The valence-band maximum (top of the O 2p bands) is set to 0. 

The O 2p bands (blue) are between -5 eV and 0, the Ce 4f bands (red) between 2 and 5 eV, 

and the Ce 5d bands are higher than 5 eV. 

 

FIG. 2.  (Color online) Projected density of states (DOS) of CeO2 calculated using (a) the 

HSE06 hybrid functional and (b) DFT+U. The zero in energy was placed at the top of the O 

2p band.  

B. Small polarons  

Excess electrons in CeO2 can originate from donor impurities or native defects, 

such as oxygen vacancies. In any case, the excess electrons, that would occupy the 
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narrow Ce 4f band, prefer to localize on individual Ce atoms, in the form of Ce3+ 

species. The electron localization is accompanied by a local lattice distortion, where 

the Ce3+-O bonds are slightly elongated with respect to the equilibrium Ce-O bond 

length. The combination of the electron localization and the local lattice distortion 

comprises the small polaron. We emphasize here that the formation of small polarons 

is a feature of CeO2 and does not depend on the donor species. We simulated a small 

polaron by adding an excess electron to a supercell of bulk CeO2. After breaking the 

local symmetry around a chosen Ce atom, all the atomic positions are then allowed to 

relax, minimizing the total energy. As a result, a state with 4f character appears in the 

band gap, in the up-spin channel, at about 0.6 eV below the Ce 4f band. The system is 

paramagnetic with spin S=1/2. The Ce+3-O bond lengths are 3.4% longer than the 

equilibrium Ce-O bond length. The self-trapping energy of the excess electron, from 

Eq. (1), is -0.30 eV in HSE06 and -0.54 eV in DFT+U. We decompose the 

small-polaron self-trapping energy in electronic and strain contributions [62], i.e., 

EST=ELAT+EEL.                          (3) 

The strain energy contribution (ELAT) is the total energy difference between the 

supercell with atomic positions frozen to that of the polaronic state but without the 

extra electron, and the supercell of the perfect bulk. This term represents the energy 

penalty required to accommodate the small polaron. The electronic energy gain is 

defined as EEL=EST-ELAT, and represents the energy of the polaronic state in the gap 

occupied by the excess electron with respect to the empty 4f band. We find ELAT=0.52 

eV in HSE06, and 0.43 eV in DFT+U. The results of this decomposition are listed in 

Table 2. We note that these quantities are strongly dependent on the U parameter in 

the DFT+U calculation: the larger the U, the higher the electronic energy gain. The 

small polaron self-trapping energy is negative, indicating that localization is favorable 

over delocalization of the electron in the Ce 4f band. It also indicates that the 

electronic energy gain due to lowering an occupied state in the gap wins over the 

lattice energy penalty required to accommodate the localized electron. 
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 Table 2.  Self-trapping energy (EST) of the polaron in bulk CeO2. Lattice strain energy 

(ELAT) and electronic energy (EEL) are included. 

 EST (eV) ELAT (eV) EEL (eV) 

DFT+U -0.54 0.43 -0.97 

HSE06 -0.30 0.52 -0.82 

C. Small-polaron migration 

Since excess electrons in CeO2 prefer to form small polarons (or Ce3+), it is 

expected that the electronic conductivity occurs through the thermally activated 

migration of small polarons. This migration process consists of Ce3+ moving from one 

Ce site to a neighboring Ce site in the CeO2 lattice. In other words, the electron 

initially localized on a given Ce (Ce1
3+) moves to a neighboring Ce (Ce2

4+), 

transforming it into Ce2
3+ and leaving a Ce1

4+ behind, i.e., Ce1
3+-Ce2

4+ → Ce1
4+-Ce2

3+. 

The energy barrier for this process was determined by first performing two separate 

calculations, one for the small polaron on a given Ce site in the supercell (initial 

configuration), and the other for the polaron on a nearest-neighbor site (final 

configuration). The intermediate configurations were obtained by a linear 

interpolation of the initial and final configurations, i.e., the atomic positions for the 

intermediate configurations are r=(1−x)⋅ri+x⋅rf, where ri and rf are the positions of the 

atoms in the supercells representing the initial and final configurations. An electronic 

self-consistent calculation is then performed for each intermediate configuration, and 

the total energy difference between each intermediate and the initial or final 

configurations is plotted as a function of x.  
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FIG. 3.  (Color online) Migration energy barrier for a small polaron in bulk CeO2 using (a) 

the HSE06 hybrid functional and (b) the DFT+U method.  

The calculated energy barrier for the small polaron migration is shown in Fig. 3. 

The saddle point in the migration path occurs at x=0.5, i.e., the saddle point 

configuration is the average of the initial and final configurations. Here the HSE06 

and DFT+U give different results. In HSE06, the excess electron is gradually 

transferred from one Ce (Ce1) to the neighboring Ce (Ce2) as the fraction of final 

configuration increases, as in an adiabatic process [54]. At the saddle point, the 

electron is equally distributed among the two neighboring Ce atoms, with magnetic 

moments of 0.453 µB and 0.460 µB. The charge distribution of the excess electron at 

the initial, saddle point, and final configurations are shown in Fig. 4. The calculated 

migration energy barrier is 0.12 eV and the energy versus x is a smooth curve. In 

contrast, in DFT+U, the excess electron remains localized on the initial atom for all x. 

If we start the calculation from the final configuration, i.e., the electron localized on 

the second Ce (Ce2), the electron remains localized on the second atom as x decreases 

from 1 to 0, as in a nonadiabatic process [54]. In the saddle-point configuration, the 

excess electron is localized in either the initial or final Ce, depending on if the 

calculation started from the initial or final configuration. The saddle point 

configuration in DFT+U is 0.23 eV higher in energy that the initial or final 

configurations.  
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FIG. 4.  (Color online) Charge distribution for the migration of a small polaron in CeO2 at 

the (a) initial, (b) saddle-point, and (c) final configurations, calculated using the HSE06 

hybrid functional. 

Since polarons lead to occupied states in the gap, we expect that light absorption 

excite the electrons from the polaronic states to either the conduction band (Ce 4f 

band) or to another polaronic state in a neighboring site. These two complementing 

processes are described as follows: One is the transition from the polaronic state in the 

gap to the delocalized state in the conduction band minimum (Ce 4f band) [62], as 

shown in Fig. 5(a). After that, the delocalized electron will likely become self-trapped 

again by emitting or absorbing phonons. The other is the transition between two 

localized states where in the initial configuration the electron is localized on a given 

Ce(Ce1) site, and in the final configuration the electron is localized on a neighboring 

Ce (Ce2) site [63]. This corresponds to the light-induced migration of the polaron, as 

shown in Fig. 5(b). The calculated absorption energy for the first process is given by 

the energy difference between the initial configuration with the electron localized on a 

given Ce, and the final configuration with the electron delocalized in the 4f band but 

with the same atomic configuration as that of the localized state. For the first process, 

the peak in the absorption energy equals the modulus of the self-trapping energy of 

polarons (EST) plus the strain energy (ELAT), which is 0.82 eV in HSE06 and 0.97 eV 

in DFT+U, as we discussed in the former session. For the second process, the peak in 

the absorption energy is given by the energy difference between the initial 

configuration with the electron localized on a given Ce (Ce1), and the final 
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configuration with the electron localized on the same Ce (Ce1) but with the same 

lattice configuration as that of the electron localized on the neighboring Ce (Ce2). This 

energy is 0.90 eV in HSE06 and 0.92 eV in DFT+U according to our calculation for 

the polaron migration as shown above. 

 
FIG. 5.  (Color online) Schematic description of the absorption mechanism of small 

polarons in CeO2. (a) The transition from polaronic state to a delocalized state in the 

conduction band, and (b) the transition between two neighboring polaronic states. 

D. Oxygen vacancies 

It is widely accepted that oxygen vacancies are easy to form in CeO2, and that 

vacancies have low migration barriers, leading to high ionic conductivities at high 

temperatures [26-30]. In contrast, DFT calculations often report oxygen-vacancy 

formation energies that are much too high, necessarily implying negligible 

concentrations. This uneasy discrepancy is due to a misleading comparison between 

theory and experiment. In fact, most of DFT results take the energy per atom of an 

isolated O2 molecule as the reference for the oxygen reservoir, i.e., μO = 0 in Eq. (2), 

which, in turn, corresponds to the oxygen-rich limit and therefore describes the 

highest formation energy for an oxygen vacancy. However, for a direct comparison 

with the experimental data, the minimum energy required to form an oxygen vacancy 

would be more appropriate, or equivalently, the maximum oxygen-vacancy 

concentration that can be accommodated in CeO2. That would occur for the lowest 

value of μO in Eq. (2) which would still make CeO2 stable against the formation of 

secondary phases such as Ce2O3 or any other stable reduced phase CenOm between 
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CeO2 and Ce2O3 [15]. Taking Ce2O3 as the limiting phase, the minimum value of μO 

(μO
min) must satisfy, µCe+2µO=∆Hf(CeO2) and 2µCe+3µO < ∆Hf(Ce2O3), where 

∆Hf(CeO2) is the formation enthalpy of CeO2, and ∆Hf(Ce2O3) is that of Ce2O3. From 

our calculations, we obtain ∆Hf(CeO2)=−11.35 eV and ∆Hf(Ce2O3)= −19.33 eV in 

HSE06, so that μO
min =2∆Hf(CeO2)-∆Hf(Ce2O3)= −3.37 eV. In DFT+U, the 

corresponding values are −10.51 eV, −19.02 eV, and −2.00 eV, respectively. Our 

calculated formation enthalpies for CeO2 and Ce2O3 in DFT+U are in good agreement 

with previous calculations [36,38,39,50], with the HSE06 results being closer to the 

experimental data [64]. 

The calculated formation energy for the oxygen vacancy in CeO2 is shown in Fig. 

6 for μO=−3.37 eV (μO=−2.00 eV in DFT+U) and μO= 0 eV. First, we find that the 

oxygen vacancy is stable exclusively in the doubly ionized 2+ charge state (VO
2+). 

Defect states associated with oxygen vacancy, i.e., dangling-bond states derived from 

Ce 5d, do not appear in the band gap; they are resonant in the conduction band, well 

above the unoccupied 4f bands. The two electrons that are donated by the vacancy 

would occupy the lowest lying 4f bands; however, due to the tendency of excess 

electrons in CeO2 to form small polarons, we find that adding the electrons back to 

VO
2+ result in positively charged [(VO

2+-1polaron)+ or VO
2+-Ce3+] and neutral 

[(VO
2+-2polarons)0 or VO

2+-2Ce3+] vacancy-polaron complexes. Namely, the excess 

electrons near the vacancy do not occupy defect-related states, which arise from the 

Ce-5d dangling bonds, but rather prefer to localize near the vacancy as small polarons 

(Ce3+) bonded to the positively charged VO
2+ center. The charge distribution for the 

vacancy-polaron complexes are shown in Fig. 7. Previous calculations, using DFT+U 

and 96-atom supercells, have explored different configurations for the two electrons 

localized near the vacancy, (VO
2+-2polarons)0, where the Ce3+ species sit next to the 

vacancy or at the next-nearest neighbor shell around the vacancy [15]. We note that a 

supercell of 96 atoms might be too small for such analyses, since one has also to 

consider the spurious interactions between vacancies and polarons in image cells due 

to the periodic boundary conditions. Coulomb interaction between positive VO
2+ 

centers and effectively negative Ce3+ species in CeO2 in a 96-atom cell are very likely 
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to favor configurations where the VO
2+ and Ce3+ do not sit next to each other. However, 

in very large supercells where the interaction between charged centers in image cells 

are minimized, one would expect the polarons to sit next to the vacancy. Therefore, 

due to the limitation of finite size of the 96-atom supercell, we restrict ourselves to 

considering only complexes where the Ce3+ sit next to the vacancy. 

In the VO
2+ configuration, the neighboring Ce atoms are displaced by 6.8 % in 

HSE06 (7.1% in DFT+U) of the equilibrium bond length away from the vacancy. This 

relaxation pattern is only slightly perturbed in the presence of small polarons. For 

instance, in the neutral (VO
2+-2polarons)0 complex, we find the two Ce4+ are displaced 

by 7.6 % and the two Ce3+ by 5.2 % in HSE06 (7.8 % and 5.6 % in DFT+U). Similar 

displacements of the Ce3+ and the other three Ce4+ are obtained for the positively 

charged (VO
2+-1polaron)+ complex. In the case of the neutral (VO

2+-2polarons)0, we 

find that the unpaired electrons of the Ce3+ species are both spin up, resulting in a 

paramagnetic triplet S=1 center in HSE06. On the other hand, in DFT+U, the singlet 

S=0 configuration, where the polarons near the vacancy have opposite spins, is 1.5 

meV lower in energy than the triplet state, in agreement with previous studies [34,36]. 

The formation energy of the neutral (VO
2+-2polarons)0 complex is only 0.72 eV 

under the oxygen-poor limit condition, μO= −3.37 eV in HSE06 (0.70 eV for μO= 

−2.00 eV in DFT+U). For μO = 0, we thus obtain a formation energy of 4.09 eV (2.70 

eV) in HSE06 (DFT+U), which lies in the range of reported values in previous 

calculations [13,29-36]. We note that if only oxygen vacancies were present in CeO2, 

the Fermi level would be pinned near where the formation energy of 

(VO
2+-2polarons)0 and (VO

2+-1polaron)+ and VO
2+ intersect, with the remainder excess 

electrons as isolated small polarons to satisfy the charge neutrality condition. Taking 

the formation energy of the neutral complex, 0.72 eV, in the dilute regime, the 

vacancy concentration at 1000 K would amount to about 0.03%. We consider this as a 

lower limit to the vacancy concentration at oxygen-poor (reducing) conditions. In 

practice, it is likely that acceptor defects or impurities that compensate the doubly 

ionized VO
2+ are also present in the samples, pinning the Fermi level at lower energies 

in the gap, between 2.8 and 3.2 eV above the O 2p valence band, lowering the 
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formation energy of the oxygen vacancy and enhancing its concentration, up to a few 

percent, as reported in many experiments [3,5]. 

 

FIG. 6.  (Color online) Formation energies of vacancy-polaron complexes in different 

charge states as a function of Fermi levels in bulk CeO2, using (a) the HSE06 hybrid 

functional and (b) DFT+U. Dark, red, and blue lines represent formation energies of the 

neutral (VO
2+-2polarons)0 complex, singly positive (VO

2+-1polaron)+ complex, and doubly 

positive VO
2+, respectively. The solid lines show the oxygen-poor limit condition, μO= −3.37 

eV (−2.00 eV) in HSE06 (DFT+U). The dashed lines show the oxygen-rich limit condition, 

μO = 0.  

 

FIG. 7.  (Color online) Configurations of oxygen vacancies in different charge states along 

with small polarons in bulk CeO2. (a) Neutral (VO
2+-2polarons)0 complex. (b) Singly positive 

(VO
2+-1polaron)+ complex. (c) Doubly positive VO

2+. Large grey spheres represent Ce atoms, 
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small red spheres represent O atoms, and the dark hollow circles represent oxygen vacancies. 

The polarons are marked with yellow spin-up isosurfaces which are set to be 0.05 e/Å3. 

E. Oxygen vacancy migration 

The migration of oxygen vacancies is another important parameter that impacts 

the OSC, and determines the ionic conductivity of CeO2. Assuming an 

oxygen-vacancy mediated mechanism, the activation energy for ionic conductivity is 

given by the formation energy and migration barrier of the oxygen vacancy. 

Experimental study based on 17O NMR of lightly doped CeO2 reveal a migration 

barrier of 0.49 eV [26], while other groups reported slightly higher values of 0.61 eV 

[27] and 0.63 eV [44] based on ionic conductivity measurements in CeO2 samples 

where the vacancy concentration is fixed by the lower valence cation impurities. For 

comparison with experiments, here we only focus on the vacancy migration barrier. 

We also neglect the effect of having polarons near the vacancy as previously studied 

[36]. At high temperatures typically used to measure ionic conductivity, polarons are 

likely to be unbound to the vacancies as discussed below. We employed the 

climbing-image nudged elastic band (CI-NEB) method [65] in the DFT+U approach 

to calculate the migration barrier of an oxygen vacancy in bulk CeO2. In the CI-NEB 

method, a chain of images that are linearly interpolated between the initial and final 

configurations were used to construct an elastic band, and the intermediate images 

were optimized simultaneously to find the transition state. The migration energy as a 

function of reaction coordinate of the doubly ionized oxygen vacancy VO
2+ along the 

shortest migration path is shown in Fig. 8. The saddle point occurs halfway between 

two adjacent oxygen sites, as indicated in the inset of Fig. 8. The energy barrier for 

the migration of VO
2+ is 0.52 eV in DFT+U. Taking the configuration of the saddle 

point, we then performed a HSE06 hybrid functional calculation, allowing the atomic 

positions to relax, finding an energy barrier of 0.48 eV. This value is in good 

agreement with the experimental value of 0.49 eV based on 17O NMR studies [26]. 

Our calculated migration barriers also agree with Nolan’s DFT+U result of 0.53 eV 

[29], who also used a 96-atom supercell, but are lower than the value of 0.61 eV 

reported by Chen et al., who used a supercell containing 24 atoms [30].  
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FIG. 8.  (Color online) Migration energy barrier for doubly ionized oxygen vacancies in 

bulk CeO2 in DFT+U. The inserted configuration represents the saddle point structure. 

The hollow circles indicate the vacant oxygen sites.  

F. Interactions between small polarons and oxygen vacancy 

So far, we treated small polarons (Ce3+) and oxygen vacancies as independent 

entities, yet they can be closely related to each other by forming complexes. We now 

discuss the interaction between small polarons and vacancies by calculating the 

energy required to separate one and two polarons from the (VO
2+-2polarons)0 complex. 

We first considered the energy required to remove one polaron from the neutral (VO
2+- 

2polarons)0 complex, resulting in an isolated small polaron and a positively charged 

(VO
2+-1polaron)+ complex. The binding energy for this process is given by: 

2 2 0
O O[( -1 ) ] [ ] [( -2 ) ] [ ]b tot tot tot totE E V polaron E polaron E V polarons E bulk+ + += + − − , (4) 

where 2
O[( -1 ) ]totE V polaron+ +  is the total energy of the supercell containing the 

(VO
2+-1polaron)+ complex, [ ]totE polaron  is the total energy of the supercell 

containing an isolated small polaron, 2 0
O[( -2 ) ]totE V polarons+  is the total energy of the 

supercell containing the neutral (VO
2+-2polarons)0 complex, and [ ]totE bulk  is the 

total energy of the perfect bulk supercell. We find a binding energy of 0.103 eV in 
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HSE06 and 0.113 eV in DFT+U. We then considered the energy required to remove 

the second polaron from the positively charged (VO
2+-1polaron)+ complex, resulting in 

a doubly ionized vacancy VO
2+ and an isolated small polaron. In this case, we find a 

binding energy of 0.137 eV in HSE, and 0.142 eV and DFT+U. According to these 

results, removing a polaron from the (VO
2+-1polaron)+ complex cost ~30 meV more 

than removing a polaron from the neutral (VO
2+- 2polarons)0 complex. These results 

also indicate that small polarons are somewhat weakly bonded to oxygen vacancies, 

yet the binding energy between small polarons and oxygen vacancies significantly 

affects the trapping of carriers that contribute to the activation energy for the 

electronic conductivity in CeO2. On the other hand, the binding energy is relatively 

small, so that at high temperatures used in ionic conductivity measurements, polarons 

are unbound to vacancies, i.e., vacancies exist as VO
2+. 

Assuming the electronic conductivity is given by hopping of small polarons, and 

that oxygen vacancies are the dominant donors, the activation energy is given by the 

sum of the small polaron migration barrier and the binding energy of the polaron to 

the vacancy, which amounts to 0.26 eV in HSE06 and 0.37 eV in DFT+U. These 

values are in good agreement with experimental data for activation energies which lie 

in the range 0.22-0.51 eV [66]. We note that our results can be compared to 

experimental data for CeO2 containing vacancies in the dilute regime, i.e., where 

interactions between defects are negligible. 

IV. Summary and conclusion 

We have investigated small polarons, oxygen vacancies and their interactions in 

bulk CeO2 using calculations based on the HSE06 hybrid functional and the DFT+U 

for comparison. We treat the small polarons and oxygen vacancies as separate entities, 

departing from the current literature on CeO2 in which the polaron is often referred to 

an oxygen-vacancy defect state. We find the polaron formation is an intrinsic property 

of CeO2, and conclude that any shallow donor center that would result in electrons in 

the conduction band can give rise to polarons. This is an important aspect of the 

present work and is expected to apply to a much broader class of transition-metal or 
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rare-earth oxides. We provide information on the polaron-related optical absorption 

that should guide future experiments. Using HSE06, the binding energy between 

small polarons and oxygen vacancies are computed, and it is predicted to give a 

sizeable contribution to the electronic activation energy of CeO2. From the 

calculations for quantities such as the gap separating the occupied O 2p band from the 

unoccupied Ce 4f band, the oxygen vacancy formation energies, and the activation 

energy for electronic and ionic conductivities, we find HSE06 gives an overall more 

accurate description compared with experimental values.  
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