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We describe a variational theory of multi-band two-dimensional electron gases that captures the
interplay between electrostatic confining potentials, orbital-dependent interlayer electronic hopping
and electron-electron interactions, and apply it to the d-band two-dimensional electron gases that
form near perovskite oxide surfaces and heterojunctions. These multi-band two-dimensional electron
gases are prone to the formation of Coulomb-interaction-driven orbitally-ordered nematic ground-
states. We find that as the electron density is lowered and interaction effects strengthen, spontaneous
orbital order occurs first, followed by spin order. We compare our results with known properties of
single-component two-dimensional electron gas systems and comment on closely related physics in
semiconductor quantum wells and van der Waals heterostructures.

PACS numbers: 73.20.-r,71.15.-m,71.10.-w, 73.21.-b,75.10.-b

I. INTRODUCTION

Orbital and spin order are relatively ubiquitous in
strongly interacting systems, and have long been stud-
ied in ABO3 bulk crystals with the perovskite crystal
structure.1,2 In perovskites B is typically a transition
metal and A is either an alkaline or rare earth metal.
Among these materials, those with partially filled transi-
tion metal t2g d-orbitals are particularly interesting be-
cause orbital and spin order appear almost simultane-
ously near the magnetic transition temperature.3–5 As a
consequence of relatively recent advances8–12 it is now
possible to add electrons to quantum wells formed by
d0 perovskites, most commonly SrTiO3. The resulting
systems are two-dimensional metals with far fewer than
one conduction electron per transition metal site. In this
Article we address orbital and spin order, and their inter-
play in these new low carrier-density perovskite quantum
well systems.
This Article describes a theoretical approach that

is intended to be useful for t2g two-dimensional gases
formed at interfaces or in quantum wells. It is moti-
vated by the desirability of capturing the essentially two-
dimensional character of electronic correlations in these
systems, while accounting at the same time for the in-
fluence of those correlations on confinement properties
and subband energy alignment. Because the number of
d electrons per unit cell is small in the systems of inter-
est, it is essential to account for the long-range of the
Coulomb interactions between electrons. This feature of
the problem is shared between t2g electron gases and the
familiar electron gases formed in covalent semiconductor
quantum wells, and contrasts with the case of d-electron
two-dimensional electron gases with densities comparable
to or larger than one conduction electron per unit cell. In
the latter case, the number of t2g electrons per transition-
metal is close to one, the probability of two electrons
occupying the same site is substantial, and short-range
Hubbard-type interaction models normally capture the
most important parts of the interaction physics6,7; gen-

eralizations of the Hubbard model apply for larger integer
values of the number of electrons per metal atom.

Because of its long range, the typical Coulomb inter-
action energy of an individual electron in these systems
drops to zero only as two-dimensional density n1/2, in
contrast to the ∼ n behavior which would be obtained
by applying an artificial Hubbard model.13 Indeed, the
probability that a pair of electrons will occupy the same
unit cell is reduced below statistical values by electronic
correlations that have little kinetic energy competition
at such low densities. It follows that the interaction
physics in these systems is controlled by the full long-
range Coulomb interaction, which must be retained in
order to achieve a realistic description of electron-electron
interaction effects.14 The same reasoning applies to the-
ories of correlations among low-energy electrons in other
systems with far less than one electron per unit cell, e.g
semimetals and doped semiconductors.

Unlike most semiconductor based two-dimensional
electron gases, however, transition-metal oxide based
2DEGs have conduction bands formed from spatially lo-
calized atomic d-orbitals which have small inter-atom
hopping amplitudes and subsequently large electron ef-
fective masses. As a result, nearly all experimentally
accessible densities are in a regime where the Coulomb
interaction energy per electron is large compared to the
kinetic energy per electron. In addition, while some semi-
conductor based 2DEGs occupy several valleys in mo-
mentum space, which is in some ways a reasonable ana-
logue of the multiple low-energy bands present in oxide
based 2DEGs (see below), the latter are formed from
d-orbitals with highly anisotropic hopping amplitudes
which leads to features which are qualitatively new to the
field of electron gas physics, e.g. anisotropic Fermi sur-
faces, significant band-edge energy differences, and large
variations in the spatial confinement of different bands
to interfaces and heterojunctions. At this time it is not
known whether these features will give rise to qualita-
tively new phenomena, but opportunities for exploring
the impact of strong Coulomb interactions in this land-
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FIG. 1: (Color online) A schematic summary of the t2g 2DEG
model for SrTiO3. a) At left is a top-gated SrTiO3 het-
erojunction which hosts t2g electrons distributed across two-
dimensional TiO2 layers highlighted in orange. At right is
a sketch of the squared amplitude of the subband wavefunc-
tions, |η|2, for the t2g 2DEG model described in Section II.
The xz and yz subband wavefunctions are shown in red and
the xy subband wavefunction in blue, illustrating the differ-
ence between their interfacial confinements. The energy off-
set, equal to 2(t − t′) in the single-layer limit, between the
anisotropic xz and yz (red) band edges and the isotropic xy
(blue) band edge is illustrated in b) and the anisotropy of the
elliptical xz and yz Fermi surfaces (red) is contrasted with
the xy band’s circular Fermi surface (blue) in c). t and t’ are
respectively the large and small hopping amplitudes for t2g
orbitals discussed in the main text.

scape are clearly abundant.

As already mentioned, in this Article we focus on
understanding the possibility of orbital and spin order,
and their interplay in SrTiO3 based 2DEGs. The pos-
sibility of spin order in electron gases with a single
parabolic band was raised very early in the history of
the quantum theory of solids.15 Although many experi-
ments have hinted at ferromagnetic instabilities in these
single-band electron gas systems,16–21 unambiguous evi-
dence for magnetism has so far been lacking. Theoret-
ically, order is expected only at extremely low carrier
densities, at least in the absence of disorder.22–24 In our
study we capture the peculiarities of perovskite multi-
band two-dimensional electron gas systems in the hopes
of opening up a richer range of experimental possibilities
for observing these broken symmetry states. We pre-
dict that strong Coulomb interactions, large band-edge
offsets, and band-dependent interfacial confinement com-
bine to endow the SrTiO3 2DEG with a strong instability
toward the formation of orbital and spin ordered states
at experimentally accessible densities.

In the following sections we will detail how the study
of spin and orbital instabilities requires a new theoret-

ical approach. In multiband two-dimensional electron
gas heterojunctions and quantum wells, the ground-state
energy depends sensitively on the density in each spin-
resolved band. We propose a modified variational theory
which captures the interplay between orbital-dependent
interlayer electronic hopping, the electrostatic confining
potential, and electron-electron interactions. Our the-
ory attempts to capture physics that is missing in most
density-functional theory25,26 calculations which typi-
cally employ extended version of the local-density ap-
proximation (LDA) for the exchange-correlation (XC) en-
ergy functional,

ELDA
XC

[

n (r)
]

=

∫

dr n(r) ξXC

(

n(r)
)

, (1)

where ξXC

(

n(r)
)

is the XC energy-per-electron of the
single-band isotropic electron gas model with homoge-
neously distributed electron density n(r). Despite its
great success, it is generally known that the LDA and
its generalizations (e.g. the generalized gradient approx-
imation27,28) do not in all cases adequately describe the
XC energy. In covalent semiconductors, this shortcom-
ing is highlighted by a significant underestimation of the
band-gap energy. This limitation can be traced back to
Eq. (1), where we see that the LDA XC energy functional
is sensitive to the local electron density but not to the
orbital symmetries of the occupied electronic states29,30.
Hybrid density-functional theory (see for example Ref. 31
and Ref. 32) tries to overcome this by using linear combi-
nations of the Hartree-Fock exchange energy with a tradi-
tional XC energy functional, but is both computationally
expensive and often works best when the relative weights
in the linear combination of energy functionals are deter-
mined by experiment. Here we take a different approach.
Motivated by an interest in orbital and spin order in
t2g two-dimensional electron gases, we have developed
a broadly applicable variational theory for the ground-
state energy which is sensitive to the electron density in
each band, and therefore is sensitive to electron orbital
symmetry in systems in which each band has a dominant
orbital character. Although we here use the variational
theory to study perovskite oxide 2DEGs, we further dis-
cuss in the final section of this paper that the method is
generally applicable to calculate the ground-state energy
and related quantities (e.g. thermodynamic observables,
spin and valley susceptibilities, etc.) in semiconducting
parabolic-band quantum wells and multilayered van der
Waals heterostructures.
Our article is organized as follows. In Section II we

briefly summarize the t2g 2DEG model we have intro-
duced previously,14 and extend it to account explicitly
for the concerted action of orbital-dependent electronic
hopping along the confinement direction and electron-
electron interactions. In Section III we describe a varia-
tional approximation for the ground-state that accounts
self-consistently for interfacial confinement forces and
their influence on XC energies. As a first application
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of this method, we calculate the phase diagram for the
t2g 2DEG as a function of total density and quantum well
thickness in Section IV. We show that Coulomb interac-
tions give rise to a novel sequence of orbital- and spin-
ordered ground-states, with correlations favoring the for-
mer. Compared to the single-component isotropic 2DEG
case, the t2g 2DEG is dramatically more susceptible to
these Bloch-like15 instabilities. We comment on the ex-
perimental signatures of these states and suggest possible
extensions of the calculations presented here. Finally, in
Section V we summarize our results and comment on the
applicability of our variational approximation to semi-
conductor quantum wells, van der Waals heterostruc-
tures, and other multi-component 2D electron systems.

II. t2g ELECTRON GAS MODEL

We begin by summarizing the simple model for the
low-energy conduction bands in SrTiO3 quantum wells
and heterojunctions that we study. We first separate the
non-interacting part of the Hamiltonian into two sets of
terms: those which describe electronic motion parallel (‖)
to the confinement direction, and those which describe
electronic motion perpendicular (⊥) to the confinement

direction, which we take to be the ẑ direction. The pur-
pose of this separation will become clear in Section III.

The band structure of SrTiO3 electron gases has
been thoroughly discussed in the literature.33–35 Here we
briefly describe some details required for the present anal-
ysis. The low-energy conduction bands of SrTiO3 quan-
tum wells and heterojunctions are formed from the xy,
yz, and xz d-orbitals (the t2g orbitals) of Ti. SrTiO3 has
a perovskite crystal structure, but the sublattice formed
by the Ti atoms is simple cubic and described by the lat-
tice vector R = a (nxx̂+ nyŷ + nz ẑ) where a = 3.9 Å is
the lattice constant of SrTiO3. Orbital symmetry dic-
tates that each t2g electron hops mainly between states
with the same orbital character, with a large hopping am-
plitude t in the two directions in the plane of the orbital,
and a smaller hopping amplitude t′ in the third direc-
tion.34 The weak hopping directions for xy, xz, and yz
orbitals are ẑ, ŷ, and x̂, respectively. Nearest neighbor
hopping on the simple-cubic Ti sublattice is described by
the non-interacting Hamiltonian

H0 =
∑

ασ

∑

RR′

c†Rασ hα(R −R′) cR′ασ , (2)

where

hα(R −R′) =















−t δ∆R,±ax̂ − t δ∆R,±aŷ − t′ δ∆R,±aẑ for α = xy

−t δ∆R,±ax̂ − t′ δ∆R,±aŷ − t δ∆R,±aẑ for α = xz

−t′ δ∆R,±ax̂ − t δ∆R,±aŷ − t δ∆R,±aẑ for α = yz ,

(3)

where the electron spin is labeled by σ and we have de-
fined ∆R = R−R′.
2DEGs have been realized in δ-doped SrTiO3,

10 in
ionic-liquid gated SrTiO3,

36 at heterojunctions between
SrTiO3 and polar perovskites,37–39 and in electrostat-
ically gated SrTiO3.

40 For definiteness, we consider a
SrTiO3 heterojunction extending from z = 0 to z =
a(Nl+1) with an electrical gate placed at z < 0. Here, Nl

is the number of TiO2 layers (see Figure 1) with appre-
ciable occupation. Electron motion in the plane perpen-
dicular to the ẑ-direction is unbounded and Bloch bands
are formed from t2g-orbital hopping on the square Ti 2D
sublattices. Electron creation operators in real and 2D
momentum space are related by

c†Rασ =
1√
N

∑

k

e−ik·R⊥c†kRzασ
, (4)

where R⊥ ranges over the 2D square lattice projection of
the Ti simple-cubic lattice, and k is a crystal momentum
in the corresponding 2D Brillouin-zone.
With this notation, the non-interacting Hamiltonian

can then be written as H0 = T ‖ + T ⊥, where the inter -
layer hopping term is

T ‖ =
∑

ασ

∑

kRzR′
z

c†kRzασ
h‖α(Rz −R′

z) ckR′
zασ, (5)

with

h‖α(Rz −R′
z) =











−t′ δRz−R′
z,±aẑ for α = xy

−t δRz−R′
z,±aẑ for α = xz

−t δRz−R′
z,±aẑ for α = yz,

(6)

and the intra-layer hopping term is

T ⊥ =
∑

ασ

∑

kRz

c†kRzασ
h⊥α (k) ckRzασ (7)
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with

h⊥α (k) =







































~
2k2

2mL
− 4t for α = xy

~
2k2x
2mL

+
~
2k2y

2mH
− 2(t+ t′) for α = xz

~
2k2x

2mH
+

~
2k2y

2mL
− 2(t+ t′) for α = yz

.

(8)
In using Eq. (8) we are assuming that the number of

electrons per Ti atom is much less than one, a condi-
tion that is violated only in very narrow quantum well
systems,41,42 so that only states near the Γ point of the
2D Brillouin zone are occupied. The energy dispersion
of the conduction bands can be described using effective
masses, which we obtain by expanding about Γ to lead-
ing order in k. Eq. (8) shows that the xz and yz bands
have one heavy mass, mH, and one light mass, mL, while
the xy band is isotropic and has a light mass mL in both
the x and y directions. In terms of the original hopping
amplitudes, mH = ~

2/(2t′a2) and mL = ~
2/(2ta2).

In heterojunction systems, several xy, yz, and xz type
subbands are expected to be occupied even at moder-
ate electron densities.33–35 However, since & 75% of the
electron density is contained in the lowest xy, yz and xz
subbands34, we address the case in which only one sub-
band of each orbital type is retained. This truncation
is sufficiently realistic to account for the most interest-
ing properties of heterojunction 2DEGs. The assumption
can easily be relaxed when there is an interest in quan-
titatively describing the properties of particular 2DEG
systems that have more occupied subbands. With this
assumption Eq. (7) can be written as

T ⊥ =
∑

kασ

c†kασ h
⊥
α (k) ckασ , (9)

where α is an orbital label. Eq. (8) gives the bare band
dispersions for the three bands retained in our model,
which are plotted in Figure 1. According to recent tight-
binding fits34 to Shubnikov-de Haas measurements43 of
bulk n-type SrTiO3, t = 236 meV, and t′ = 35 meV so
that

mH

m
=

Ry

t′

(aB
a

)2

∼ 7 (10)

and

mL

m
=

Ry

t

(aB
a

)2

∼ 1 , (11)

where m is the bare electron mass, aB is the Bohr radius,
and Ry is the Rydberg energy unit.
The isolated-layer bare-electron Hamiltonian in Eq. (7)

has several important qualitative features that are
schematically depicted in Fig. 1. First, the xz and yz
bands have elliptical Fermi surfaces, while the xy band
is isotropic. Second, the xz and yz band edge is higher

in energy than the xy band edge by 2(t− t′) ∼ 402 meV
when carriers are confined to a single atomic layer. This
offset will decrease as the electrons spread out in the con-
finement direction, but the quantum confinement energy
will always be lower for xy orbitals. Because the xy band
electrons have a much weaker hopping amplitude in the
ẑ-direction (t′) than the xz and yz electrons (t), they
are more strongly confined to interfaces in heterojunc-
tion systems. We note that it is possible14,44 to crudely
account for the difference in interfacial confinement by
introducing a parameter d, which is defined as the dif-
ference between xz, yz subbands and the xy subband
average ẑ-direction positions (see Fig. 1), however in the
current article we do not make this simplifying approxi-
mation.
Next we add electron-electron interactions to our

Hamiltonian. When the electron density per Ti atom
is much smaller than one, the Fermi surface occupies a
small fraction of the Brillouin zone and the probability of
two electrons simultaneously occupying the same Ti site
is very small. In this limit, including only the Hubbard
part of the full electron-electron interaction misses the
most important Coulomb interactions.14 Because of its
long range, the typical Coulomb interaction energy of an
individual electron vanishes only as two-dimensional den-
sity n1/2, in contrast to the ∼ n scaling of the Hubbard
model. We therefore include in our model calculations
the full Coulomb interaction

V =
1

2

∑

i6=j

e2/κ
√

(r⊥,i − r⊥,j)
2
+ (zi − zj)

2
. (12)

Here, κ is an effective dielectric constant. For the typical
electron-electron interaction transition energies, the rele-
vant dielectric constant does not include the difficult-to-
model soft-phonon contribution34, but depends on the di-
electric environment on both sides of the relevant hetero-
junction or surface. For further details on this point see
Ref. 45. In order to take advantage of translational sym-
metry in the x-y plane, it will be convenient to Fourier
transform the Coulomb interaction with respect to the
in-plane electron position operators r⊥,i:

V =
1

2A

∑

i6=j

∑

q

vq(zi − zj) e
iq·(r⊥,i−r⊥,j) (13)

where vq(x) = 2πe2 exp(−q|x|)/ (κq). We then sepa-
rate the q = 0 term in Eq. (13), which can be regu-
larized29,34,35 by combining it with a remote neutralizing
background. This procedure leads, up to an irrelevant
constant, to the following Hamiltonian contribution:

V‖ = − 1

2A

∑

i6=j

2πe2

κ
|zi − zj| , (14)

which we refer to below as the Hartree contribution. Be-
cause this term in the Hamiltonian depends only on a
small number of macroscopic observables, namely the
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number of electrons in each layer, its contribution to the
ground-state energy is given exactly by the corresponding
classical mean-field energy, as discussed in Section III B.
The remaining portion of the electron-electron interac-
tion,

V⊥ =
1

2A

∑

i6=j

∑

q 6=0

vq(zi − zj) e
iq·(r⊥,i−r⊥,j) , (15)

gives an energy contribution that is dependent on elec-
tronic exchange and correlation effects.

III. VARIATIONAL THEORY FOR THE

GROUND-STATE ENERGY

In this Section we develop a variational approximation
for the ground-state energy that aims to treat interfa-
cial confinement on an equal footing with electrostatic
and XC interaction energies. Our strategy is to first
assign confinement wavefunctions to each t2g subband,
to then use a two-dimensional random-phase (GW) ap-
proximation to account for exchange and correlation with
a fixed confinement-wavefunction constraint, and finally
to optimize the confinement wavefunctions by minimiz-
ing the total energy including electrostatic energies and
confinement-direction hopping. The orbital-dependent
subband wavefunctions can be expanded in the form

|ψασ〉 =
Nl
∑

Rz=1

ηασRz
|Rz ασ〉 , (16)

where |Rz ασ〉 is a single-particle confinement direction
lattice state. The single-particle Hilbert space is con-
structed as a direct product of the |Rz ασ〉 space and
two-dimensional momentum space, |ψkασ〉 = |k〉⊗|ψασ〉.
In Sect. III A we derive an expression for the contribu-
tion to the ground-state energy from the single-particle
and interaction terms that are sensitive to planar spatial
correlations: H⊥ = T ⊥ + V⊥ (see below.) Because the
number of electrons in each orbital is a good quantum
number, the energy can be expressed as a function of
the subband wavefunction spinors, ηασ, and the electron
density associated with each spin-resolved orbital, nασ.
In Sect. III B we derive an equation for the wavefunctions
attached to each spin-resolved band that is based on a
total-energy minimization principle. Finally, in Sect III C
we describe the self-consistent solution of this equation.
Using this procedure we can determine the distribution
of density amongst the spin-resolved bands, allowing for
the possibility of spontaneous orbital and spin order.

A. Two-Dimensional Electron Gas Exchange and

Correlation

In this Section we will apply the random phase approx-
imation (RPA)29 to a 2DEG Hamiltonian constructed by

fixing confinement-direction subband wavefunctions:

H⊥ =
∑

ασ

c†kασh
⊥
α (k)ckασ

+
1

2A

∑

q 6=0

∑

kk′

αα′

σσ′

Vασ,α′σ′ (q) c†k+qασc
†
k′−qα′σ′ck′α′σ′ckασ .

(17)
H⊥ accounts fully for lateral hopping and for the com-
ponent of Coulomb interactions sensitive to the electron
coordinates perpendicular to the confinement direction.
It is simply the second-quantization version of Eq. (15)
combined with Eq. (9). The dispersion of the bands re-
tained in our model is given in Eq. (8) and plotted in
Fig. 1. The orbital- and spin-dependent effective interac-
tion in Eq. (17) is constructed by attaching the appropri-
ate subband wavefunction to each orbital and averaging
over the confinement direction

Vασ,α′σ′ (q) =
∑

Rz1,Rz2

|ηασRz1
|2 2πe

2e−q|Rz1−Rz2|

κq
|ηα′σ′

Rz2
|2 .

(18)
The subband and spin indices in Eq. (18) account for
the fact that the Coulomb interaction between an elec-
tron in the spin-resolved subband labeled by (α, σ) and
an electron in (α′, σ′) depends on the spatial profile of
the respective confinement wavefunctions. This should
not be confused with the more general feature that the
bare Coulomb interaction does not allow for any partic-
ular electron to scatter between different spin-resolved
bands; in the language of Feynman diagrams this is of-
ten described by saying that the bare Coulomb interac-
tion vertices are diagonal in the spin and band indices. In
the numerical calculations for the t2g 2DEG presented in
Sect. IV we limit our consideration to wavefunctions that
depend only on orbital, i.e. ηασ → ηα, allowing the spin
indices (σ, σ′) in Eq. (18) can be dropped. The ground-
state energy of the 2DEG Hamiltonian in Eq. (17) has
kinetic energy E⊥

K , exchange energy E⊥
X , and correlation

energy E⊥
C contributions that depend on a set of den-

sities that specify the occupation of each spin-resolved
band, {nασ}. The exchange and correlation energies
also depend on the set of transverse subband wavefunc-
tions through the expansion coefficients, {ηασ} defined
in Eq. (16). Here and throughout the remainder of this
Article we use the convention

{xασ} ≡ {xxy ↑, xxy ↓, xyz ↑, xyz ↓, xxz ↑, xxz ↓} (19)

to express sets of variables that depend on band α and
spin σ quantum numbers.

The kinetic energy contribution to the ground-state
energy of Eq. (17) is simply the sum of contributions
from each occupied spin-resolved band, i.e.

E⊥
K =

∑

ασ

Eασ
K . (20)
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For each spin-resolved isotropic xy band

Eασ
K =

π~2An2
ασ

mL
, (21)

and for each spin-resolved elliptical xz and yz band

Eασ
K =

π~2An2
ασ

mDOS
, (22)

where A is the 2D sample area and we have defined the
density-of-states mass mDOS =

√
mLmH. The offset be-

tween the xz and yz band-edge energy and the xy band-
edge energy is accounted for in the analysis of H‖ pre-
sented in Sect. III B.
The exchange energy is given by first-order perturba-

tion theory.29 Since the Coulomb interaction vertices are
diagonal in band index, the total exchange energy is given

by the sum of independent contributions from each oc-
cupied band

E⊥
X =

∑

ασ

Eασ
X . (23)

The exchange energy of electrons in band α and with spin
σ is given by

Eασ
X = − 1

2A

∑

k

n(F)
ασ (k)

∑

q 6=0

Vασ,ασ (q)n
(F)
ασ (k + q) (24)

where n
(F)
ασ (k) is the usual Fermi-Dirac distribution func-

tion. At zero temperature the integral over k can be per-
formed analytically and the remaining two-dimensional
integral over q can be evaluated numerically:

Eασ
X = − A

8π2

∫ ∞

0

q dq

∫ 2π

0

dφ





∑

Rz1,Rz2

|ηασRz1
|2 2πe

2e−qF (ζ,φ)|Rz1−Rz2|

κqF (ζ, φ)
|ηασRz2

|2


Θ
(√

4πnασ − q

2

)

×
[

nασ − q

4π2

√

4πnασ −
( q

2

)2

− 2

π
arcsin

(

q

4
√
πnασ

)

]

,

(25)

where Θ (x) is the Heaviside step-function and we have
defined

F (ζ, φ) =

√

ζ−1/2 cos2 (φ) + ζ1/2 sin2 (φ) . (26)

The parameter ζ = mH/mL in Eq. (25) describes the
degree of band-anisotropy present in the xz and yz bands.
Eq. (25) applies to the isotropic xy bands after setting ζ
to one, in which case the integral over φ becomes trivial.

In the numerical calculations presented in Sect. IV we
specifically consider thin-films of SrTiO3. Throughout
this Article we define the “thin-film limit” quantitatively
via the condition Nla

√

n/g ≪ 1, where
√

n/g is an
approximation for the 2D Fermi wavevector of each of
the g = 6 spin-resolved bands in our t2g 2DEG model
and Nla is the quantum well thickness (i.e. the max-
imum distance separating any two electrons in the z-
direction). Qualitatively this limit describes the case
when the typical inter-electron distance which is perpen-
dicular to the confinement direction, |r⊥,i−r⊥,j|, is much
greater than the inter-electron distance parallel to the
confinement direction, |zi− zj |, and the latter can be ne-
glected. In this limit the Coulomb interaction loses its
orbital dependence, and we therefore replace Vασ,ασ (q)
with vq ≡ 2πe2/ (κq). Subsequently, Eq. (25) for the
exchange energy of a single spin-resolved band can be

evaluated analytically

Eασ
X = −16e2n

3/2
ασ A

3π3/2κ
ζ1/4 K(1− ζ) , (27)

where K (x) is the complete elliptic integral of the first
kind. Eq. (27) applies to both the elliptical xz and yz
bands and, by setting ζ → 1, also to the circular xy band.
We note that the exchange energy is always negative,

that the exchange interaction acts only between electrons
in the same spin and orbitally resolved band, and that
the dependence of exchange energy on density in a sin-
gle band is superlinear. It follows that exchange favors
states in which electrons occupy fewer bands. This is the
physical mechanism for the type of ferromagnetism envi-
sioned by Bloch.15 In 2DEGs where different bands have
different orbital content (e.g. xy, yz or xz), the exchange
interaction can lead to orbitally-ordered states, as well
as spin-ordered states. We discuss these types of insta-
bilities in detail in Section IV. It follows from Eq. (27)
that the exchange energy is weakly reduced by band
anisotropy. This property works against exchange-driven
spontaneous symmetry breaking in SrTiO3 2DEGs.
To evaluate the correlation energy we follow the

familiar procedure29 of combining coupling-constant-
integration with the fluctuation-dissipation theorem.
This method begins by considering the coupling-constant
of our Hamiltonian (i .e. the electron’s charge) as a tun-

able parameter: we replace −e with −e
√
λ and allow λ
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to vary between zero and one. The ground-state wave-
function Ψ (λ) and total ground-state energy E (λ) both
evolve as λ is varied. At any particular value of λ,
the contribution to the total ground-state energy from
the coupling-constant-rescaled Hamiltonian in Eq. (17)
is found by taking the expectation value

E⊥ (λ) = 〈Ψ(λ) |H⊥ (λ) |Ψ(λ)〉
= 〈T ⊥〉λ + 〈V⊥ (λ)〉λ .

(28)

After taking the derivative with respect to λ and using
the Hellman-Feynman theorem this becomes

dE⊥ (λ)

dλ
=

1

λ
〈V⊥ (λ) 〉λ . (29)

The XC energy is then obtained by integrating over the
coupling-constant

E⊥
XC ≡ E⊥ (1)− E⊥ (0) =

∫ 1

0

dλ

λ
〈V⊥ (λ)〉λ . (30)

The instantaneous structure factor29 describes corre-
lations between density-fluctuations at wavevector −q in
band (α, σ), and density-fluctuations at wavevector +q

in band (α′, σ′), and is defined by

S
(λ)
ασ,α′σ′ (q) = 〈nασ

−q n
α′σ′

q 〉λ/N , (31)

where nασ
−q =

∑

k c
†
k+qασckασ and N is the total number

of electrons. Eq. (30) can then be written

E⊥
XC =

1

2A

∫ 1

0

dλ

λ

∑

q 6=0

∑

αα′

σσ′

V
(λ)
ασ,α′σ′ (q)

×
[

NS
(λ)
ασ,α′σ′ (q)− δαα′δσσ′Nασ

]

,

(32)

where Nασ is the number of electrons in the spin-resolved

band labeled by (α, σ), and V
(λ)
ασ,α′σ′ is given by Eq. (18)

after replacing −e with −e
√
λ. Next we make use of the

fluctuation-dissipation theorem29 relating the instanta-
neous structure factor to the density-response function

S
(λ)
ασ,α′σ′ (q) = − 2~

nπ

∫ ∞

0

χ
(λ)
ασ,α′σ′(q, iω) dω . (33)

The density-response function, χ
(λ)
ασ,α′σ′(q, iω), is the pro-

portionality factor between the change in electron density
at −q in the band labeled by (α, σ), when an arbitrar-
ily weak perturbation couples to the density at q in the
band labeled by (α′, σ′).29 We have analytically contin-
ued the integration path to the complex frequency axis
in Eq. (33) to avoid plasmon poles. We can now write
the XC energy as

E⊥
XC =

1

2A

∫ 1

0

dλ

λ

∑

q 6=0

∑

αα′

σσ′

V
(λ)
ασ,α′σ′ (q)

×
[

−2~A

π

∫ ∞

0

χ
(λ)
ασ,α′σ′(q, iω) dω − δαα′δσσ′Nασ

]

.

(34)

Since the exchange energy is equivalent to first-order
perturbation theory in homogeneous electron gases, it
is clear that we can obtain an alternative expres-
sion for the exchange energy by replacing the full

density-response function, χ
(λ)
ασ,α′σ′(q, iω), with the non-

interacting density-response function, χ
(0)
ασ,α′σ′(q, iω).

Note that the non-interacting density-response function
is diagonal in the combined spin-band index (α, σ), i.e.

χ
(0)
ασ,α′σ′(q, iω) = δαα′δσσ′χ

(0)
ασ(q, iω). We can subtract

the coupling-constant-integration expression for the ex-
change energy from Eq. (34) to obtain the correlation
energy

E⊥
C =

−~

π

∫ ∞

0

dω

∫ 1

0

dλ

λ

∑

q 6=0

∑

αα′

σσ′

V
(λ)
ασ,α′σ′ (q)

×
[

χ
(λ)
ασ,α′σ′(q, iω)− χ

(0)
ασ,α′σ′(q, iω)

]

.

(35)

It is, in fact, necessary to remove the exchange-energy
contribution from the coupling-constant formulation of
the XC energy in order to obtain a convergent frequency
integral.
The density-response functions appearing in Eq. (35)

form a matrix, χ(λ)(q, ω), with rows labeled by (α, σ)
and columns labeled by (α′, σ′). In the RPA, the density-
response matrix is related to the diagonal matrix of
non-interacting density-response functions χ(0)(q, ω) ≡
diag(χ

(0)
α1↑

(q, ω), χ
(0)
α1↓

(q, ω), χ
(0)
α2↑

(q, ω), χ
(0)
α2↓

(q, ω), . . .)
via

[

χ(λ)(q, iω)
]−1

=
[

χ(0)(q, iω)
]−1 − V (λ)(q) , (36)

where the elements of the matrix V (λ)(q) are given by

Eq. (18) after replacing −e with −e
√
λ. Analytic ex-

pressions for Reχ
(0)
xyσ(q, iω) and Imχ

(0)
xyσ(q, iω) for the

isotropic 2D band case can be found, for example, in
Ref. 29. The subband wavefunctions, ηασ, do not
change these functions from the formulas for a per-
fectly two-dimensional system. The analytic expressions

for the elliptical-band response functions χ
(0)
xzσ(q, iω)

[χ
(0)
yzσ(q, iω)] can be easily identified by rescaling mo-

menta, kx → kx
√

mL/mDOS and ky → ky
√

mH/mDOS

[kx → kx
√

mH/mDOS and ky → ky
√

mL/mDOS] in
Eq. (8). Since this rescaling maps the elliptical band
onto a circular band, the elliptical band density-response

functions χ
(0)
xzσ(q, iω) and χ

(0)
yzσ(q, iω) can be written in

terms of χ
(0)
xyσ(q, iω):

χ(0)
xzσ(q, iω) = χ(0)

xyσ(q
′, iω;mDOS)

∣

∣

∣

q′→
√

q2xζ
1/2+q2yζ

−1/2

(37)
and

χ(0)
yzσ(q, iω) = χ(0)

xyσ(q
′, iω;mDOS)

∣

∣

∣

q′→
√

q2xζ
−1/2+q2yζ

1/2

(38)
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where we have again defined ζ = mH/mL. Eq. (35) and
Eq. (36) combine to give a general expression for the RPA
correlation energy which can be applied to 2DEGs with
an arbitrary number of subbands. When the number of
bands is sufficiently small, Eq. (36) can be inverted an-
alytically and the integral over the coupling-constant λ
can be performed by hand. Furthermore, if each band is
isotropic then the non-interacting density-response func-
tions depend only on |q| and the integral over wavevector
orientation angle is trivial.
In applying the coupling-constant integration algo-

rithm to the t2g model for SrTiO3, we assume that all
electrons in the elliptical xz and yz bands can be de-
scribed by a single transverse wavefunction, ηE, while
all electrons in the circular xy band can be described by
a second transverse wavefunction, ηC. This approxima-
tion is motivated by Eq. (6), which says that electrons in
the elliptical bands hop between layers in the ẑ-direction
with amplitude t, while electrons in the circular band hop
with amplitude t′. There are then only three distinct in-
teractions contained in Eq. (18), i.e. VC,C = Vxyσ,xyσ′ ,
VE,E = Vxzσ,xzσ′ = Vyzσ,yzσ′ = Vxzσ,yzσ′ = Vyzσ,xzσ′ ,
and VC,E = VE,C = Vxyσ,xzσ′ = Vxyσ,yzσ′ = Vxzσ,xyσ′ =
Vyzσ,xyσ′ where we have omitted the q dependence of the
interactions for brevity. Since there are only two inde-
pendent components, Eq. (36) becomes

[

χ(λ)(q, iω)
]−1

=

(

(χ
(0)
C )−1 0

0 (χ
(0)
E )−1

)

−
(

V
(λ)
C,C V

(λ)
C,E

V
(λ)
E,C V

(λ)
E,E

)

.

(39)

Here, χ
(0)
C (q, iω) is the density response function of the

circular bands,

χ
(0)
C (q, iω) =

∑

σ

χ(0)
xyσ(q, iω) , (40)

and χ
(0)
E (q, iω) is the density response function of the

elliptical bands,

χ
(0)
E (q, iω) =

∑

σ

∑

α=xz,yz

χ(0)
ασ(q, iω) . (41)

Finally, as in the calculation of the exchange energy
presented above, we consider the thin-film limit in which
the Coulomb-interaction entering the RPA correlation
energy loses its orbital dependence, and we can replace
Vασ,α′σ′ (q) with vq. Eq. (39) simplifies to a single-
component expression

1

χ(λ)(q, ω)
=

1

χ(0)(q, ω)
− v(λ)q (42)

where we define χ(0)(q, ω) =
∑

ασ χ
(0)
ασ(q, ω). In this

same limit Eq. (35) reduces to

E⊥
C =

−~

π

∫ ∞

0

dω

∫ 1

0

dλ

λ

∑

q 6=0

vq

×
[

χ(λ)(q, iω)− χ(0)(q, iω)
]

,

(43)

which after carrying out the integration over the coupling
constant gives

E⊥
C =

−~

π

∫ ∞

0

dω
∑

q 6=0

×
[

vq χ
(0)(q, iω) + ln

(

1− vq χ
(0)(q, iω)

)]

.

(44)
As explained in more detail in Appendix A, we find

that the (always negative) correlation energy per elec-
tron is decreased in magnitude by increasing the band
anisotropy. Furthermore, the correlation energy is
largest in magnitude when the electron density is dis-
tributed equally amongst all of the spin-resolved bands.
This property implies that the correlation energy works
against the type of spontaneous symmetry breaking fa-
vored by exchange. We discuss this competition in Sec-
tion IV, but first must account for the contribution to
the ground-state energy from the q = 0 electron-electron
interaction term (i.e. the Hartree potential), the elec-
trostatic external potential, and from hopping between
layers.
In this section we have obtained expressions for the

contribution to the total ground-state energy from terms
in the t2g 2DEG Hamiltonian which are sensitive to elec-
tron positions perpendicular to the confinement direction

E⊥ = E⊥
K + E⊥

X + E⊥
C . (45)

In the next section we will give expressions for the to-
tal ground-state energy of the t2g 2DEG Hamiltonian
by combining Eq. (45) with the expectation value of the
terms which are sensitive to electron positions parallel
to the confinement direction. Before we do this, we
pause to note that neither our thin-film approximation,
Nla

√

n/g ≪ 1, nor our restriction to only two distinct
transverse wavefunctions, (ηC,ηE), are critical to the ap-
plicability of the variational theory.

B. Total Energy

Next we calculate the contribution to the total ground-
state energy from terms in the t2g 2DEG Hamiltonian
that are sensitive to the electron position in the direction
parallel to the confinement direction, H‖ = T ‖ + V‖ +

V‖
ext. This is obtained by taking the expectation value of

H‖ in the many-body state defined by

〈Ψ{nασ,ηασ}|H⊥|Ψ{nασ ,ηασ}〉 = E⊥ . (46)

Although E⊥ was not calculated in the previous section
by appealing to an explicit many-body wavefunction, the
appropriate N-electron wavefunction can always be writ-
ten as a linear combination of Slater determinants of
single-particle states |ψkασ〉:

|Ψ{nασ ,ηασ}〉 =
∑

i

ci

{

∑

P

(−1)P P̂
[

N
∏

j=1

|ψkjαjσj 〉
]

}

,

(47)
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where P̂ is the permutation operator, P is the number of
permutations in each term, and we are summing over all
permutations of the single-particle state labels amongst
the N electrons. Here, ci is a complex coefficient and
the index i runs over all Slater determinants with a fixed
number of electrons in each spin-resolved band and fixed
transverse wavefuctions; we choose the sets {nασ} and
{ηασ} as good quantum numbers of our many-body vari-
ational wavefunction |Ψ{nασ,ηασ}〉.
The first contribution to E‖ is from interlayer hopping

described by Eq. (6). Taking the expectation value of T ‖

we find that

E
‖
K = A

∑

ασ

nασ

(

ηασ† · tα · ηασ
)

, (48)

where txz = tyz = −t δRz,Rz±a + 2(t − t′) δRz,R′
z
and

txy = −t′ δRz ,Rz±a are Nl × Nl matrices in layer index.
The diagonal contribution 2(t − t′) to txz and tyz ac-
counts for the energy offset between the band edge of the
elliptical xz and yz bands and the circular xy band when
confined to a single TiO2 layer (see Fig. 1). This expres-
sion is independent of the correlations among transverse
degrees of freedom, approximated above using the RPA.
Similarly, the Hartree energy can be obtained by tak-
ing the expectation value of the portion of the Coulomb
interaction sensitive to electron positions along the con-
finement direction, V‖:

E
‖
H = A

∑

ασ

nασ

(

ηασ† · VH · ηασ
)

= −Aπe
2

κ

∑

Rz,R′
z

nRz |Rz − R′
z|nR′

z
,

(49)

where nRz is the total electron density in layer Rz. The
matrix VH entering Eq. (49) is diagonal in TiO2 layer
index, with elements given by

[

VH

]

Rz,R′
z
= −δRz,R′

z

(

πe2

κ

)

×
∑

R′′
z

|Rz −R′′
z |
∑

ασ

nασ|ηασR′′
z
|2 .

(50)

For definiteness, we will assume in this article the com-
mon case in which there is only one electrostatic gate
(which we place at z = 0) with total charge +e n =
+e
∑

ασ nασ (see Figure 1). The electronic energy from
the external gate’s confinement potential is then

E
‖
ext = A

∑

ασ

nασ

(

ηασ† · Vext · ηασ
)

, (51)

where Vext is also a diagonal matrix in TiO2 layer index,
with matrix elements given by

[

Vext

]

Rz,R′
z
=

(

2πe2nRz

κ

)

δRz,R′
z
. (52)

Combining terms, we write the contribution from the
parallel part of the Hamiltonian to the total ground-state
energy as

E‖ = E
‖
K + E

‖
H + E

‖
ext . (53)

Notice that since each term in H⊥ depends only on
a small number of macroscopic observables (e.g. the
density in each layer and/or the density in each spin-
resolved band), which are completely determined from
the good quantum numbers of our variational wavefunc-
tion Eq. (47), each terms contribution to the ground-
state energy is given exactly by the corresponding classi-
cal mean-field energy.
When E‖ is combined with the contributions to the

ground-state energy from the perpendicular part of the
Hamiltonian, we obtain the total ground-state energy as
a functional of the density in each spin-resolved band and
the transverse subband wavefunction spinors:

E
[

{nασ,η
ασ}

]

= E‖ + E⊥ . (54)

C. Minimizing the total energy

To solve for the ground-state values of {nασ} and
{ηασ}, we minimize the energy functional in Eq. (54)
subject to the constraint equations















∑

ασ

nασ = n

∑

Rz

|ηασRz
|2 = 1

. (55)

The second equation is applied for each α and σ. For
these constraints we introduce Lagrange multipliers, µ
and {νασ}, respectively. Minimization of the total energy
functional with respect to each particular nασ yields an
equation

µ⊥
ασ + ηασ† ·

(

tα + VH + Vext

)

· ηασ = µ , (56)

where we have defined µ⊥
ασ = A−1 dE⊥/dnασ. In obtain-

ing the results presented in Sect. IV, we have evaluated
µ⊥
ασ numerically by combining the above expressions for
E⊥ with finite difference formulas. Minimization of the
total energy functional with respect to each component
of the spinor ηασ† yields an eigenvalue equation

(

X+Y ασ+tασ+VH+Vext

)

·ηασ =

(

νασ
Anασ

)

ηασ (57)

for each value of α and σ. Here, the diagonal matrices
X and Y ασ are found from differentiating the correla-
tion energy and exchange energy, respectively, and their
matrix elements are given by
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[

X
]

Rz,R′
z
= δRz,R′

z

(−~

π

)∫ ∞

0

dω

∫ 1

0

dλ

λ

∑

q 6=0

∑

αα′

σσ′

×









Mασ,α′σ′ (Rz , q)
{

χ
(λ)
ασ,α′σ′ − χ

(0)
ασ,α′σ′

}

+ V
(λ)
ασ,α′σ′ (q)

∑

ββ′

ττ ′

χ
(λ)
ασ,βτ Mβτ,β′τ ′ (Rz, q) χ

(λ)
β′τ ′,α′σ′









(58)

and

[

Y ασ
]

Rz,R′
z
= δRz,R′

z

(−A
8π2

)∫ ∞

0

q dq

∫ 2π

0

dφ Mασ,ασ (Rz, q F [ζ, φ]) Θ
(√

4πnασ − q

2

)

×
[

nασ − q

4π2

√

4πnασ −
(q

2

)2

− 2

π
arcsin

(

q

4
√
πnασ

)

]

,

(59)

where we have defined

Mασ,α′σ′ (Rz, q) =
∑

R′′
z

2πe2e−q|Rz−R′′

z |

κq

(

|ηασR′′
z
|2 + |ηα′σ′

R′′
z

|2
)

. (60)

In Eq. (58) we have omitted the (q, iω) dependence of
the density response functions for brevity. Eqs. (55)-(57)
provide enough independent linear relationships to solve
solve self-consistently for the various densities, {nασ},
and transverse wavefunction spinors {ηασ}, introduced
in our model.

As already mentioned above, the numerical results we
present in Sect. IV have been obtained for thin films of
SrTiO3, which we identify by the condition Nla

√

n/g ≪
1. While this approximation is not essential to our vari-
ational approach, by making it we simplify the numeri-
cal problem to be solved in this first application of our
method in which we study orbital and spin ordering insta-
bilities. Specifically, in the thin-film limit the Coulomb
interaction, Eq. (18), loses its orbital dependence and the
exchange and correlation energies are no longer directly
dependent on the transverse wavefunction spinors (see
Eq. (27) and Eq. (44)). As a result the matrices X and
Y ασ vanish. After also making the approximation that
only two distinct transverse wavefunction spinors exist,
ηC and ηE, the constraints in Eq. (55) can be written as



































∑

β=E,C

nβ = n

∑

Rz

|ηCRz
|2 = 1

∑

Rz

|ηERz
|2 = 1

(61)

and Eq. (56) and Eq. (57) become

µ⊥
β + ηβ ·

(

tβ + VH + Vext

)

· ηβ = µ (62)

and

(

tβ + VH + Vext

)

· ηβ =

(

νβ
Anβ

)

ηβ , (63)

where β = E or C. Eq. (62) guarantees that all occu-
pied subbands have the same chemical potential, while
Eq. (63) chooses the subband wavefunction as the eigen-
value of the mean-field Hamiltonian. Appropriate ex-
pressions for matrices tβ and VH, as well as for µ

⊥
β follow

in an obvious manner from the more general definitions
in Sect. III B. We note in passing that although the ex-
change and correlation energies in this approximation are
no longer directly dependent on the transverse wavefunc-
tion spinors, they are still sensitive to confinement effects.
For example, the spinors, ηC and ηE are determined by
solving Eq. (63) and are therefore sensitive to the band-
offset between the xz and yz bands and the xy bands.
The band-offset obviously influences the equilibrium val-
ues of nβ , which in turn affects the values of the exchange
and correlation energies defined in Eq. (27) and Eq. (44).
We now outline one method for obtaining the self-

consistent solution. The first step in the determination
of the densities (nE, nC), and wavefunctions

(

ηE,ηC
)

,
is to make an initial choice for them which satisfies the
equations of constraint. In step two, use these to cal-
culate VH, µ

⊥
E and µ⊥

C . Eq. (62) with β = C can be
combined with Eq. (62) with β = E to eliminate µ, and
root-finding numerical algorithms can be applied to solve
for new values of nE and nC. These values are then used
to re-evaluate the Hartree potential VH. Eq. (63) is an
eigenvalue problem with a real, symmetric, and tridiag-
onal matrix. It follows that the eigenvalues are real and
the eigenvectors can be chosen to have only real com-
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ponents, i.e.
(

ηβ
)†

=
(

ηβ
)T

. We solve this eigenvalue

problem numerically and select the eigenvectors, ηE and
ηC, which correspond to the smallest eigenvalues. These
eigenvalues corresponds to the band-edge energies of the
subbands in our model. We keep the wavefunctions cor-
responding to the smallest energy eigenvalues because
we are only interested in keeping the lowest subband of
each orbital type xy, xz and yz. We next return to the
aforementioned “step two”, and repeat until convergence
is obtained. Adaptable numerical algorithms exist in the
literature48,49 to assist in solving the eigenvalue problem,
finding spline interpolations for the correlation energy,
finding roots, and evaluating multi-dimensional integrals.
After a self-consistent solution has been obtained, the

eigenvalues of Eq. (63) give an approximation for the
band-edge energies of the bands retained in the t2g
2DEG model. Since our variational theory (just like the
Hohenberg-Kohn-Sham formulation of density functional
theory) is a ground-state theory, we cannot expect that
single-particle energies arising therein will give a perfect
description of experimental energies. However, we sus-
pect that they will be an improvement over the LDA
because, as discussed in the introduction, our method is
sensitive to the electron’s orbital symmetry. In Sect. IV
we present numerical calculations using the RPA for the
matrix of density-response functions χ(λ)(q, iω). While
being exact at high electron density, the RPA neglects
vertex corrections which become more important at very
low density.50 Various methods exist for including vertex-
correction physics in the matrix of density-response func-
tions (see Ref. 29 and references therein), and we propose
that in future calculations the relative success of these
approximations51 can be gauged by comparing the pre-
dicted band-edge energy offsets against those measured
directly in angle-resolved photoemission experiments.

IV. SPIN AND ORBITAL ORDER

In this Section we present the results of our variational
calculation for the ground-state energy as a function of
nE, nC, η

E, and ηC. Specifically, we consider three types
of fully broken symmetry states characterized by the dis-
tribution of electrons in the four spin-resolved elliptical
bands: spin-ordered (e.g. nxz↑ = nyz↑ = nE/2 and
nxz↓ = nyz↓ = 0), orbital-ordered (nxz↑ = nxz↓ = nE/2
and nyz↑ = nyz↓ = 0), and orbital- and spin-ordered
(nxz↑ = nE and nxz↓ = nyz↑ = nyz↓ = 0). The fully
spin-polarized state of a single-band isotropic 2DEG with
Coulomb interactions is known to be energetically fa-
vorable compared to a partially spin-polarized state,22,29

which has motivated us to consider only the aforemen-
tioned fully spin and/or orbitally polarized states in the
oxide 2DEG. In all of these states we keep the density
in the isotropic xy band equally distributed amongst the
two spin-species, nxy↑ = nxy↓ = nC/2. The distribu-
tion of electrons in these spontaneously broken symme-
try states contrasts with the distribution in the normal
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FIG. 2: (Color online) Phase diagram for the t2g 2DEG model
of SrTiO3 plotted for varying total density, n, and number of
TiO2 layers, Nl. In all phases shown there is a finite electron
density in the isotropic xy band which is equally distributed
between spins. The colors distinguish phases with different
distributions of electrons amongst the four spin-resolved el-
liptical bands (xz, ↑, xz, ↓, yz, ↑, and yz, ↓). Purple identifies
the normal low-density state in which no electrons occupy the
elliptical bands. Green identifies a orbital- and spin-ordered
state in which only one of the spin-resolved elliptical bands
contains electrons (e.g. xz, ↑). Light blue identifies an orbital-
ordered state in which only one elliptical band is occupied
(e.g. xz, ↑ and xz, ↓). Yellow identifies a spin-ordered state
in which both elliptical bands have electrons but only of one
spin species (e.g. xz, ↑ and yz, ↑). Red identifies the nor-
mal high-density state in which the density in all four spin-
resolved elliptical bands is equal. In panel a) correlations
are included within the RPA. In panel b) correlations are ne-
glected and only the exchange energy is included. Although
the orbital-ordered state is degenerate with the spin-ordered
state in b), correlations prefer an orbital-ordered state and
the spin-ordered state is absent in a).

phase, where all four spin-resolved elliptical bands are ei-
ther equally occupied (above some critical density which
depends on the thickness of SrTiO3), or all empty. Each
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broken symmetry state has is own set of nE, nC, η
E, and

ηC, which we vary to find the ground-state energy of that
phase. By selecting the state with the lowest energy at
each value of total 2DEG density, n, and number of TiO2

layers, Nl, we have have constructed the phase diagrams
shown in Fig. 2.
Examining Fig. 2a), we find that spontaneous orbital-

order occurs first, and is joined by an accompanying spin-
order as the density is decreased. Several striking fea-
tures appear here. First, the lower critical density for
symmetry breaking decreases as the thickness of SrTiO3

increases. Rather than being an interaction effect, this
is caused by a reduction in the intrinsic band-edge off-
set 2(t − t′), see e.g. Fig. 1. Specifically, the elliptical
xz and yz bands have a large hopping amplitude par-
allel to confinement, t, and the isotropic xy band has a
small hopping amplitude, t′. Therefore the xy band is
more tightly localized to the interface than the xz and
yz bands (a result that is quantitatively contained in the
differences between ηC and ηE, respectively), and the
difference in band-edge energies decreases relative to the
single-layer value. This mechanism becomes more pro-
nounced as the sample thickness is increased, leading to
a smaller effective band-edge offset at each given total
density. Accurately capturing the change in band-edge
offset as the total density is varied, and perhaps more
importantly as density is allowed to shift between the el-
liptic bands to the circular bands near an instability, is
key to finding the correct phase diagram. In the next Sec-
tion we elaborate on the role of correlations in selecting
the most energetically favorable broken symmetry state.

A. Plasmon-pole approximation: Correlations

prefer orbital order

In the isotropic single-band 2DEG, the competition
between kinetic and exchange energies qualitatively cap-
tures the transition from the normal to the ferromagnetic
state. The role of correlations is to lower the critical den-
sity for symmetry breaking29. Surprisingly, in our model
for thin-film SrTiO3 heterojunctions, we find that the
correlation energy plays a more qualitatave role. More
specifically, at the exchange-only level the spin-ordered
state is energetically degenerate with the orbital-ordered
state, as shown by the presence of the diagonally-hatched
blue and yellow region in Figure 2b). The effective
exchange-interaction only acts between electrons in the
same spin-resolved band and therefore the ground-state
energy is insensitive to whether the xz, ↑ and xz, ↓ bands
are occupied, as in a orbital-ordered state, or whether the
xz, ↑ and yz, ↑ bands are occupied, as in a spin-ordered
state; the total exchange energy is given in Eq. (23), and
is simply the sum of the exchange energy from each sepa-
rate spin-resolved band. Once correlations are included,
however, our calculations reveal that the system prefers
orbital-order to spin-order. Indeed, the orbitally ordered
phase (blue) remains in Fig. 2a), while the spin ordered
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Orbital order
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FIG. 3: (Color online) The contribution to the correlation en-
ergy per electron from transitions with wavevector q is plotted
for the orbital-ordered (solid brown) and spin-ordered (dashed
green) broken symmetry states. (Compare to Eqs. (74) and
Eq. (75) respectively.) The correlation energy is calculated
within the plasmon-pole approximation and in a simplified
model in which the circular xy band is absent. We have taken
the total density to be 5× 1012cm−2.

phase (yellow) is absent.
This result can be understood by applying the

plasmon-pole approximation (PPA) to the RPA correla-
tion energy. For simplicity we consider a model without
the xy band, and only consider the four remaining bands
(i.e. α = xz, yz and σ =↑, ↓) of our model. The plasmon
frequency of the spin polarized (SP) and orbitally polar-
ized (OP) states is given by the zeroes of their respective
dielectric functions

ǫ(q,Ωi) = 1− vqχ̃i(q,Ωi) = 0 , (64)

where i = OP or SP, and χ̃i(q, ω) is the proper density
response function of the i’th broken symmetry state. In
the RPA the proper density response function is given by
summing the non-interacting density response function
of each occupied spin-resolved band. For the orbital-
ordered state

χ̃OP(q, ω) = χ
(0)
xz,↑(q, ω) + χ

(0)
xz,↓(q, ω) , (65)

and for the spin-polarized state

χ̃SP(q, ω) = χ
(0)
xz,↑(q, ω) + χ

(0)
yz,↑(q, ω) . (66)

To make analytic progress we will consider plasmons in
the long-wavelength limit (i.e. q → 0 and ω > vFq). The
non-interacting density response function of an isotropic
band (e.g the xy band we are currently neglecting) in this
limit is29

lim
q→0

χ(0)
xyσ(q, ω) =

nxyσq
2

mL ω2
. (67)

Expressions for the long-wavelength non-interacting den-
sity response functions of the elliptical xz and yz bands
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can be found from Eq. (37) and Eq. (38). After insert-
ing the relevant proper density response function into
Eq. (64), we find the plasmon frequency of the spin-
ordered and orbital-ordered state is

ΩSP =

√

vqn

2m̄
q (68)

and

ΩOP =

√

vqn

mDOS

√

ζ
1

2 q2x + ζ−
1

2 q2y , (69)

respectively. Here, n is the total density of the xz and yz
bands only since we are not considering the xy band. The
density-of-states mass is mDOS =

√
mLmH, the reduced

mass is m̄ = mLmH/(mL + mH). Interestingly, the SP
plasmon becomes isotropic in the long-wavelength limit.
In the PPA, the imaginary part of the density response

function is expanded about the plasmon-pole of the sys-
tem29. Using the long-wavelength form of the density
response function we obtain

ImχPPA
i (q, ω) = −πΩi

2vq
δ (ω − Ωi(q)) . (70)

The fluctuation-dissipation theorem29 allows us to then
find the instantaneous structure factor

SPPA
i (q) = − ~

πn

∫ ∞

0

ImχPPA
i (q, ω)dω (71)

and then the interaction energy per electron in the i’th
broken symmetry state is given by

Ei
C

N
=

1

8π2

∫

d2q vq
[

SPPA
i (q)− 1

]

. (72)

Although the long-wavelength PPA static structure fac-
tor gives a formally divergent interaction energy, the con-
tribution to the interaction energy at each wavevector |q|
has meaning in the long-wavelength limit |q| ≪ kF

52. We
define the correlation energy per electron from transitions
at wavevector |q|, Ei

C (q), by the relationship

Ei
C

N
=

∫ ∞

0

Ei
C(q)

N
dq. (73)

We find that the contribution to the interaction energy
per electron at each wavevector |q| is

EOP
C (q)

N
=

~q2

4π2n

√

vqn

mDOS

[

ζ1/4Ξ

(

ζ − 1

ζ

)]

− qvq
4π

(74)

in the orbital-ordered state, and in the spin-ordered state
is given by

ESP
C (q)

N
=

~q2

8πn

√

vqn

2m̄
− qvq

4π
, (75)

where Ξ(x) is the complete elliptic integral of the sec-
ond kind. The last term on the right hand side in both

Eq. (74) and (75) is proportional to the classical self-
interaction energy of the plasmon density fluctuation at
wavelength 2π/q. The first term on the right hand side
is the zero-point-energy of each plasmon mode52.
In Fig. 3 we plot Eq. (75) and Eq. (74) against |q| in

units of an effective density-of-states Fermi wavevector
defined by kFDOS =

√

4πn/g, where g = 2 is the num-
ber of occupied spin-resolved bands in either the spin-
or orbital-ordered states. The orbitally polarized phase
is of lower energy as a result of the smaller zero-point
plasmon energy at wavevector |q|.

V. SUMMARY AND DISCUSSION

Orbital order is an interesting possibility in t2g electron
systems, even in the itinerant limit of doped d0 materi-
als with a small value for the number of electrons per
metal site. We refer to the low-density t2g systems as t2g
electron gases. The orbitally ordered t2g electron gas is
an electron nematic,53 a translationally invariant metallic
phase with a spontaneously generated spatial anisotropy.
In this Article we have developed and applied a theory
of two-dimensional t2g electron gases confined at a sur-
face or interface by an external electric field, which ac-
counts for transverse correlations induced by Coulombic
electron-electron interactions using a random phase ap-
proximation, and optimizes the subband wavefunctions of
the three t2g two-dimensional bands by minimizing the
total energy. In the present calculation we have assumed
that the t2g 2DEG has only one subband per flavor, but
the formalism allows this approximation to be relaxed.
It is interesting to consider advantages and disad-

vantages of the approach described in this paper with
other approaches that are also valuable in addressing the
physics of t2g electron gases. A density-functional the-
ory (DFT) approach, for example, has the advantage of
being able to account flexibly for structural rearrange-
ments near interfaces which might play a role in some
cases. On the other hand DFT has the disadvantage
that it is technically difficult to accurately treat cases
with a small number of electrons per unit cell where the
most important physics occurs in a small part of a su-
percell Brillouin-zone. In addition, DFT normally uses a
generic approximate functional to describe exchange and
correlation. In the case of t2g systems it is clear that
these approximations do not capture specific features in
the exchange-correlation physics that are special to t2g
electron gases, for example the difference between the
exchange and correlation energies of electrons in ellipti-
cal vs. circular bands that we have discussed. We view
the work described in this Article as complementary to
efforts to unlock t2g electron gas physics using DFT.
For definiteness, in our calculations we consider the

case when the t2g electrons are confined to an interface
and also confined in a quantum well with a finite num-
ber of metal layers, Nl. Below a critical density that
decreases with increasing Nl, only xy bands are occupied
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because they have smaller confinement energies. We find
that orbital order occurs when the yz, xz elliptical band
density is below a critical value, and that it occurs over
a broader range of total density for wider quantum wells.
At very low elliptical band density spin order occurs in
additional to orbital order.

Anisotropic magnetoresistance measurements of
LaAlO3/SrTiO3 heterojunctions54–56 indicate uniaxial
anisotropy which spontaneously appears above a critical
density at which the xz and yz bands start to be
occupied, and disappears when the xz and yz bands’
density becomes large. The magnetic properties of
these systems is not perfectly understood to date, but
some theoretical analysis based on Hubbard-like model
interactions57–59 and Kondo models60 has recently
appeared. We point out that both the orbitally ordered
as well as the orbitally and spin ordered phases we
have found would introduce a uniaxial anisotropy in the
system, and may explain these measurements.

Several other systems have shown indications of the
Bloch-like15 instability which drives the transition to or-
bital and spin order in the t2g electron gas. Experi-
mentally, some evidence for a ferromagnetic instability
has been observed in transport studies of very clean low-
density Si 2DEGs17,18. Spin-ordering in these itinerant
electron 2DEGs is supported by a large enhancement in
the spin-susceptibility as the density is lowered61. Mean-
while, in the multivalley semiconductor AlAs, where the
valley degree-of-freedom is closely analogous to our t2g
2DEG’s band/orbital degree-of-freedom, large Coulomb-
interaction enhancements of the valley susceptibility have
been measured62. In addition, exchange-correlation en-
ergies are understood to play an important quantitative
role in valley occupancy symmetry breaking in Si in-
version layers63,64. Lastly, numerical studies of single-
band 2DEG systems which include both disorder and
the Coulomb interaction have found a magnetic ordered
ground-state21,65. Despite these studies, Bloch-like bro-
ken symmetry states have not been unambiguously ob-
served to date. Our calculations suggest that Bloch-like
instability to an orbital-ordered state may be present in
thin-film SrTiO3 heterojunctions.

The variational approach described in this Article
can be applied to wide semiconductor quantum wells in
which there is also a subtle interplay between correlations
and subband wavefunctions, and to Van der Waals het-
erostructures66. Although multiple orbitals are not often
present near the Fermi energy, these layered materials
have a weak electronic hopping amplitude in the confine-
ment direction, and as a result many subbands are oc-
cupied even in relatively thin multilayers. Additionally,
many van der Waals materials have been observed to be
strongly interacting, often exhibiting diverse phenomena
like charge-density wave instabilities67, superconductiv-
ity68, and negative compressibility.69
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Appendix A: The RPA correlation energy

dependence on number of bands and band

anisotropy

In this Appendix we explore the dependence of the
RPA correlation energy on the number of bands with
distinct orbital character, and on the degree of band
anisotropy. In Figure 4 we examine how the correla-
tion energy changes by the addition of a second iden-
tical isotropic band of effective mass meff . We plot the
correlation energy in units of effective Rydberg Ry. =
meffry./κ2 where ry. = 13.6 meV is the bare Rydberg.
The parameter rs in this figure is defined in terms of
the total 2DEG density, n, which is distributed equally
amongst either one or two bands,

rs =
meff

aBκ
√
πn

. (A1)

Since the dielectric constant κ and the effective massmeff

enter into the definition of both Ry. and rs, the curves in
Figure 4 are independent of the exact numerical value of
both κ and meff . We find that the RPA correlation en-
ergy per electron is larger for the system with two bands.
In Figure 5 we examine how the correlation energy of

a single 2D band changes as the degree of anisotropy
varies. We take the band to have an elliptical Fermi
surface and a heavy mass, mH, in the x-direction and
a light mass, mL, in the y-direction (exactly like the yz
band of our model for SrTiO3 in the main text). We
plot the correlation energy in units of effective Rydberg
Ry. =

√
mHmLry./κ

2. The parameter rs in this figure is
defined in terms of the total 2DEG density n,

rs =

√
mHmL

aBκ
√
πn

. (A2)

We find that the correlation energy per electron is re-
duced as the degree of band anisotropy increases.
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FIG. 4: (Color online) A plot of the the RPA correlation
energy per electron (in units of effective Rydbergs) as the
parameter rs is varied from one to forty. Eq. (A1) defines
rs in terms of the total electron density. The blue curve is
for a single band isotropic 2DEG with equal populations of
both spin species. The red curve is for a 2DEG with two
identical isotropic bands with equal spin populations in both
bands. Note that the bands are of different orbital content,
and therefore interband scattering is negligible. The corre-
lation energy per electron increases in magnitude with the
number of occupied bands.

FIG. 5: (Color online) A plot of the RPA correlation energy
per electron (in units of effective Rydberg) for single band
2DEGs of varying band anisotropy defined by the ratio of the
mass in the x-direction, mH, and the mass in the y-direction,
mL. The correlation energy per electron is reduced in magni-
tude for increasing band anisotropy.



16

∗ Electronic address: tolsma@physics.utexas.edu
1 J. B. Goodenough, Phys. Rev. 100, 564 (1955).
2 E. O. Wollan and W. C. Koehler, Phys. Rev. 100, 545
(1955).

3 J.-G. Cheng, Y. Sui, J.-S. Zhou, J. B. Goodenough and W.
Su, Phys. Rev. Lett. 101, 087205 (2008).

4 J.-Q. Yan, J.-S. Zhou and J. B. Goodenough, Phys. Rev.
Lett. 93, 235901 (2004).

5 J.-S. Zhou, J. B. Goodenough, J.-Q. Yan, J.-G. Cheng, K.
Matsubayashi, Y. Uwatoko and Y. Ren Phys. Rev. B. 80,
224422 (2009).

6 T. Mizokawa and A. Fujimori, Phys. Rev. B. 54, 5368
(1996).

7 M. Mochizuki and M. Imada, J. Phys. Soc. Jpn. 73, 1833
(2004).

8 J. Mannhart and D. G. Schlom, Science 327, 1607 (2010).
9 A. P. Kajdos, D. G. Ouellette, T. A. Cain, and S. Stemmer,
Appl. Phys. Lett. 103, 082120 (2013).

10 Y. Kozuka, M. Kim, H. Ohta, Y. Hikita, C. Bell, and H.
Y. Hwang, Appl. Phys. Lett. 97, 222115 (2010).

11 S. Stemmer and S. J. Allen, Annu. Rev. Mater. Res. 44,
151 (2014).

12 J. A. Sulpizio, S. Ilani, P. Irvin, and J. Levy, Annu. Rev.
Mater. Res. 44, 117 (2014).

13 In the low-density limit the leading order contribution to
the interaction energy per electron of a single-band elec-
tron gas with Coulomb interactions goes like 1/rS ∝ n1/2

(see for example Ref. 29). Meanwhile the interaction en-
ergy per electron obtained using Hubbard interactions is
∝ n, which can be seen by applying first-order pertur-
bation theory. Further quantitative understanding can be
found by considering the closely related model of a dilute
Fermi gas with strong short-range interactions. In the low-
density limit the leading contribution to the interaction
energy has been found to be ∝ n up to a logarithmic cor-
rection [J. R. Engelbrecht, M. Randeria, and L. Zhang,
Phys. Rev. B 45, 10135(R) (1992)].

14 J. R. Tolsma, A. Principi, R. Asgari, M. Polini, and A. H.
MacDonald, Phys. Rev. B 93, 045120 (2016).

15 F. Bloch, Z. Physik 57, 545 (1929).
16 D. P. Young, D. Hall, M. E. Torelli, Z. Fisk, J. L. Sarrao,

J. D. Thompson, H.-R. Ott, S. B. Oseroff, R. G. Goodrich,
and R. Zysler, Nature 397, 412 (1999).

17 S. A. Vitakalov, H. Zheng, K. M. Mertes, M. P. Sarachik,
and T. M. Klapwijk, Phys. Rev. Lett. 87, 086401 (2001).

18 A. A. Shashkin, S. V. Kravchenko, V. T. Dolgopolov, and
T. M. Klapwijk, Phys. Rev. Lett. 87, 086801 (2001).

19 N. Teneh, A. Yu. Kuntsevich, V. M. Pudalov, and M.
Reznikov, Phys. Rev. Lett. 109, 226403 (2012).

20 K. Takashina, Y. Niida, V. T. Renard, B. A. Piot, D. S.
D. Tregurtha, A. Fujiwara, and Y. Hirayama, Phys. Rev.
B 88, 201301(R) (2013).

21 V. T. Renard, B. A. Piot, X. Waintal, G. Fleury, D.
Cooper, Y. Niida, D. Tregurtha, A. Fujiwara, Y. Hirayama,
and K. Takashina, Nature Commun. 6, 7230 (2015).

22 Y. Zhang and S. Das Sarma, Phys. Rev. B. 72, 115317
(2005).

23 C. Attaccalite, S. Moroni, P. Gori-Giorgi and G.B.
Bachelet, Phys. Rev. Lett. 88, 256601 (2002).

24 B. Tanatar and D. Ceperley, Phys. Rev. B. 39, 5005 (1989).
25 P. Hohenberg and W. Kohn, Phys. Rev. 136, B864 (1964).

26 W. Kohn and L. J. Sham, Phys. Rev. 140, A1133 (1965).
27 D. C. Langreth and J. P. Perdew, Phys. Rev. B. 21, 5469

(1980).
28 J. P. Perdew, K. Burke, and M. Ernzerhof, Phys. Rev.

Lett. 77, 3865 (1996).
29 G. F. Giuliani and G. Vignale, Quantum Theory of the

Electron Liquid (Cambridge University Press, Cambridge,
2005).

30 R. O. Jones and O. Gunnarsson, Rev. Mod. Phys. 61, 689
(1989).

31 J. Heyd, G. E. Scuseria, and M. Ernzerhof, J. Chem.
Phys. 118, 8207 (2003).

32 J. Perdew, M. Ernzerhof, and K. Burke, J. Chem.
Phys. 105, 9982 (1996).

33 Z. S. Popovic, S. Satpathy, and R. M. Martin, Phys. Rev.
Lett. 101, 256801 (2005).

34 G. Khalsa and A.H. MacDonald, Phys. Rev. B. 86, 125121
(2012).

35 S.E. Park and A.J. Millis, Phys. Rev. B. 87, 205145 (2013).
36 K. Ueno, S. Nakamura, H. Shimotani, A. Ohtomo, N.

Kimura, T. Nojima, H. Aoki, Y. Iwasa, and M. Kawasaki,
Nature Mater. 7, 855 (2008).

37 A. Joshua, S. Pecker, J. Ruhman, E. Altman, and S. Ilani,
Nature Commun. 3, 1129 (2012).

38 Santosh Raghavan, S. James Allen, and Susanne Stemmer,
Appl. Phys. Lett. 103, 212103 (2013).

39 I. Aliaj, I. Torre, V. Miseikis, E. di Gennaro, A. Sambri,
A. Gamucci, C. Coletti, F. Beltram, F. M. Granozio, M.
Polini, V. Pellegrini, and S. Roddaro, APL Materials 4,
066101 (2016).

40 Y. Lee, C. Clement, J. Hellerstedt, J. Kinney, L. Kinnis-
chtzke, X. Leng, S. D. Snyder, and A. M. Goldman, Phys.
Rev. Lett. 106, 136809 (2011).

41 P. Moetakef, C. A. Jackson, J. Hwang, L. Balents, S.
J. Allen, and S. Stemmer, Phys. Rev. B. 86, 201102(R)
(2012).

42 R. Chen, S. Lee, and L. Balents, Phys. Rev. B. 87,
161119(R) (2013).

43 S. J. Allen, B. Jalan, S. Lee, D. G. Ouellette, G. Khalsa,
J. Jaroszynski, S. Stemmer, and A. H. MacDonald, Phys.
Rev. B. 88, 045114 (2013).

44 A. Faridi, R. Asgari, and A. Langari, Phys. Rev. B. 93,
235306 (2016).

45 Although the long-wavelength low-temperature static di-
electric constant of bulk SrTiO3 is in the tens of thou-
sands [A. S. Barker Jr. and M. Tinkham, Phys. Rev. 125,
1527 (1962)] because of the presence of a soft LO phonon
mode near the Γ point, the effective dielectric constant
which screens electron-electron interactions is expected to
be substantially smaller. The electronic transitions which
contribute to the ground-state energy in the t2g model are
on the scale of a few hundred meV, much larger than the
soft-phonon mode energy which is closer to a few meV [Y.
Yamada and G. Shirane, J. Phys. Soc. Jpn. 26, 396 (1969)].
Screening by this mode is therefore weak. Furthermore,
the LO phonon mode is soft only in close vicinity to the Γ
point. Even static electric fields are ineffectively screened
by this mode unless they are constant over distances which
greatly exceed a lattice constant. Based on these consid-
erations, we think that the effective dielectric constant to
be included in electron-electron interaction calculations is

mailto:tolsma@physics.utexas.edu
http://dx.doi.org/10.1103/PhysRev.100.564
http://dx.doi.org/10.1103/PhysRev.100.545
http://dx.doi.org/10.1103/PhysRevLett.101.087205
http://dx.doi.org/10.1103/PhysRevLett.93.235901
http://dx.doi.org/10.1103/PhysRevB.80.224422
http://dx.doi.org/10.1103/PhysRevB.54.5368
http://dx.doi.org/10.1143/JPSJ.73.1833
http://dx.doi.org/10.1126/science.1181862
http://dx.doi.org/10.1063/1.4819203
http://dx.doi.org/10.1063/1.3524198
http://dx.doi.org/10.1146/annurev-matsci-070813-113552
http://dx.doi.org/10.1146/annurev-matsci-070813-113437
http://dx.doi.org/10.1103/PhysRevB.45.10135
http://dx.doi.org/10.1103/PhysRevB.93.045120
http://dx.doi.org/10.1038/17081
http://dx.doi.org/10.1103/PhysRevLett.87.086401
http://dx.doi.org/10.1103/PhysRevLett.87.086801
http://dx.doi.org/10.1103/PhysRevLett.109.226403
http://dx.doi.org/10.1103/PhysRevB.88.201301
http://dx.doi.org/10.1038/ncomms8230
http://dx.doi.org/10.1103/PhysRevB.72.115317
http://dx.doi.org/10.1103/PhysRevLett.88.256601
http://dx.doi.org/10.1103/PhysRevB.39.5005
http://dx.doi.org/10.1103/PhysRev.136.B864
http://dx.doi.org/10.1103/PhysRev.140.A1133
http://dx.doi.org/10.1103/PhysRevB.21.5469
http://dx.doi.org/10.1103/PhysRevLett.77.3865
http://dx.doi.org/10.1103/RevModPhys.61.689
http://dx.doi.org/10.1063/1.1564060
http://dx.doi.org/10.1063/1.472933
http://dx.doi.org/10.1103/PhysRevLett.101.256801
http://dx.doi.org/10.1103/PhysRevB.86.125121
http://dx.doi.org/10.1103/PhysRevB.87.205145
http://dx.doi.org/10.1038/nmat2298
http://dx.doi.org/10.1038/ncomms2116
http://doi.org/10.1063/1.4953821
http://dx.doi.org/10.1103/PhysRevLett.106.136809
http://dx.doi.org/10.1103/PhysRevB.86.201102
http://dx.doi.org/10.1103/PhysRevB.87.161119
http://dx.doi.org/10.1103/PhysRevB.88.045114
http://dx.doi.org/10.1103/PhysRevB.93.235306
http://dx.doi.org/10.1103/PhysRev.125.1527
http://dx.doi.org/10.1143/JPSJ.26.396


17

closer to κ ∼ 15, similar to small-gap covalent semiconduc-
tors. At liquid helium temperatures the dielectric constant
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