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We study the dynamics of phase relaxation between a pair of one-dimensional condensates created
by a bi-directional, supersonic ‘unzipping’ of a finite single condensate. We find that the system
fractures into different extensive chunks of space-time, within which correlations appear thermal
but correspond to different effective temperatures. Coherences between different eigen-modes are
crucial for understanding the development of such thermal correlations; at no point in time can
our system be described by a generalized Gibbs’ ensemble despite nearly always appearing locally
thermal. We rationalize a picture of propagating fronts of hot and cold sound waves, populated at
effective, relativistically red- and blue-shifted temperatures to intuitively explain our findings. The
disparity between these hot and cold temperatures vanishes for the case of instantaneous splitting
but diverges in the limit where the splitting velocity approaches the speed of sound; in this limit,
a sonic boom occurs wherein the system is excited only along an infinitely narrow, and infinitely
hot beam. We expect our findings to apply generally to the study of superluminal perturbations in
systems with emergent Lorentz symmetry.

I. INTRODUCTION

Coherent out-of-equilibrium dynamics of quantum
many-body systems can often reveal a host of new phe-
nomena that has no analog in equilibrium matter, and
that demands an inquiry in itself. Bloch oscillations with-
out a lattice1, superradiance2, topological defect gener-
ation in quenches across phase transitions3, topological
phases induced by driving4, and non-vanishing infinite-
time correlations in the many-body-localized phase5,6 are
just some examples of such new phenomena. While
such a regime has been challenging to achieve and re-
liably probe in traditional condensed matter systems
(see however, Refs.7–10 for notable examples), which re-
equilibrate on extremely short timescales due to strong
coupling to the environment, gases of ultra-cold atoms
can be operated as highly isolated11,12, artificial quan-
tum matter13–18 which can be assumed to evolve under
its own dynamics over extremely long time-scales. This
has reinvigorated interest in this line of inquiry, and has
influenced many of the developments mentioned above.

One-dimensional systems have, in particular, garnered
attention due to their pronounced non-equilibrium be-
havior19, which arises due to the limited phase space for
scattering and equilibration in these systems. In addi-
tion, most gapless one-dimensional systems, such as gases
of interacting bosons or fermions, and many spin sys-
tems, exhibit an emergent Lorentz symmetry at low en-
ergies; this is efficiently captured by a description of the
system as a collection of free bosons, and is known as
the Luttinger Liquid theory20 (LLT). Besides observing
the characteristic power-law decay of correlations in a
one-dimensional Bose gases as predicted by LLT, non-
equilibrium measurements have directly probed the lin-
ear dispersion of constituent excitations by observing the

light-cone like spread of correlations13,14.

An important, persistent line of inquiry has been to
understand the re-equilibration process in isolated one
dimensional systems18,21–26. While the integrable nature
of the LLT rules out true equilibration, it has been pre-
dicted27 that these systems may enter a ‘pre-thermal’
state described by a Generalized Gibbs’ Ensemble (GGE)
that correctly estimates the value of constants of mo-
tion of the non-equilibrated system. This is based on
the idea that correlations associated with non-conserved
operators, which in general are time-dependent, rapidly
dephase and do not contribute significantly in most long-
time measurements. When the constants of motion are
limited to the population of various modes describable by
a single temperature, the GGE is the usual Gibbs’ En-
semble. A successful demonstration (among others19,28)
of these ideas was an experiment that observed the re-
laxation of the phase difference between two halves of a
uniformly-split one-dimensional condensate29—the sys-
tem was predicted to enter into a prethermal state30,31

described by an effective temperature T0 = gρ/2, where
2gρ is the interaction energy density of the initial conden-
sate, of density 2ρ—and experiments were able to verify
these predictions.

The GGE has proven to be a very useful tool in
determining the long-time properties of many out-of-
equilibrium systems27–29,32–35. Given its successes, it
is interesting to find and explore instances of quan-
tum dynamics that go beyond the GGE paradigm, and
where ‘off-diagonal’ or time-dependent quantum coher-
ences cannot be neglected, even at late times. In this
paper, we provide precisely such an example, which al-
lows a simple physical interpretation and which can be
investigated experimentally. Perhaps more intriguingly,
even though a successful description of our system re-
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FIG. 1. Realization of the theoretical model using ultra-cold
atoms. (a) A finite one-dimensional condensate, of length L,
is prepared (at low temperatures) and (b) split into two halves
along a supersonic ‘knife-edge’ that travels at velocity vs; (c)
the phase difference between the halves φ(x, t) evolves as a
Luttinger Liquid, and can be measured by interfering the two
halves, as shown in (d).

quires taking into account these time-dependent quan-
tum coherences, the system yet appears to be stationary
and thermal on extensively (proportional to the system
size) large regions of the space-time; these regions are
correctly described by different effective temperatures,
none of which agree with the temperature describing the
occupation of the constants of motion.

In particular, we consider a generalization of the con-
densate splitting experiments28,29 and propose studying
phase relaxation dynamics after a splitting protocol in
which the splitting occurs on two supersonic ‘knife-edges’
that travel from either ends of the condensate towards
the center; see Fig. 1. Such a perturbation differs from
uniform, sudden quenches32,36, smooth (potential) ramp
protocols37–40, and semi-infinite quenches41 that have
been previously employed to study non-equilibrium be-
havior in one-dimensional systems, and as we discuss,
provides new insights into their dynamics, particularly
in relation to their emergent Lorentz symmetry. The ex-
perimental setup for realizing such supersonic zippers has
been discussed in Ref.42. We also note that our analysis
assumes that the condensate is uniform; such homoge-
neous systems have been realized using ultra-cold atoms
in flat trapping potentials43,44.

We follow Refs.30,31,42, and describe the phase-
difference between the two ‘halves’ of the condensate to
be zero before the splitting and to evolve as a Luttinger
Liquid (LL) thereafter. We utilize the Lorentz symme-
try of the problem to present an analytical solution. Our

FIG. 2. (a) The energy density (large magnitude is shown
in darker color) is plotted as a function of time on the y-
axis (in units of ξc/c), and position on the x-axis (in units
of ξc) for system-size L = 100ξc, splitting velocity vs = 2c,
Luttinger parameter K = ρξc/2 = 10, and healing length
ξc. Regions of different energy densities or “heat waves” are
created by waves emitted from the splitter at relativistically
red- and blue- Doppler-shifted temperatures (curly lines em-
anating from splitter) are seen; these are described by a tem-
perature xT0, where x is noted on the plot. The regions at
temperature T0γs immediately above the splitting front cor-
respond to the regions described by previous work42. We also
indicate the regions considered in Figs. 3 (a), (b) and (c) to
used the decay of phase correlations. (b) The energy density
is plotted as a function of position at time t = 60ξc/c [green
line, as also indicated in (a)]. Thick dashed lines correspond
to energy density as expected from a system at temperature
xT0. The dash-dot line corresponds to the average energy
density which is seen to coincide well with the energy density
of the state at temperature T0/γs.
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analysis reveals that the system enters a state where the
occupation of LL bosons is well approximated by a ther-
mal distribution with temperature Tf = T0/γs, where

γs = 1/
√

1− c2/v2s > 1 is a Lorentz dilation factor asso-
ciated with the inverse of the supersonic splitting velocity
vs > c. However, unlike most instances where the GGE
applies, the occupation of these bosons is not sufficient
to describe correlations of the system; it is important to
consider the effect of off-diagonal correlations associated
with LL bosons of different momenta, which in particu-
lar, are time-dependent. Nevertheless, we find that the
dynamics of the system can be partitioned into various
extensive space-time regions wherein correlations appear
to be stabilized (in time), and are well described accord-
ing to a ‘local’ temperature—see Figs. 2 and 3—and none
of these local temperatures coincide with Tf .

These space-time regions have a simple physical inter-
pretation. The splitting protocol may be thought as one
that generates two sets of bosonic excitations: one set
propagates from the splitter along its direction of mo-
tion, and another set travels against it. In the Lorentz-
boosted frame where the splitting is instantaneous, exci-
tations can be expected to be populated at a temperature
T0 as per previous analyses30,31. In the laboratory frame,
these excitations are Doppler shifted up or down by the
relativistic Doppler factor ηR =

√
1 + c/vs/

√
1− c/vs

depending on which direction they travel in (along or
against the splitting trajectory). This creates wavefronts
at temperatures T0/ηR (cold), and T0ηR (hot), which
can combine with one another to create regions at ‘lo-
cal prethermal temperatures’ given by T0/ηR, T0ηR or
T0γs = (T0/ηR + T0ηR)/2 depending on whether the
region is populated only by cold, hot, or an equal ad-
mixture of cold and hot waves, respectively. [The space-
time region above the splitter (enclosed by dashed lines in
Fig. 2), is described by a temperature T0γs, as predicted
in a previous analysis which disregarded the finite size
of the system, and assumed uni-directional splitting42].
Thus, our system provides an interesting example where
the GGE fails, and where correlations nevertheless be-
come stationary (for extensively long periods of time),
and appear thermal.

(A note on terminlogy: the word prethermalization
is used in this work, and in previous works29,31? , with
the implicit understanding that, from an experimental
point of view, all, there are always processes that break
the integrability of the models we study and lead to
true thermalization; the ‘prethermal’ state then describes
thermal-looking intermediate states that appear before
true thermalization takes place.)

We additionally find that correlation functions dis-
play ‘cross’ like patterns (see Figs. 5 and 6), which in-
dicate strong correlations of the relative phase at mirror-
symmetric points x and −x (assuming the center of the
condensate is at x = 0), and to some extent, mimic
those already observed in experiments28. In our anal-
ysis, these anomalous correlations arise due to a long-
time quantum coherence phenomenon that first occurs
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FIG. 3. Decay of equal-time correlations C(x1, x2) =
exp [−i(φ(x1)− φ(x2))] in various space-time intervals; (a)
t = 0, x1 = 5ξc; (b) t = 0, x1 = 35ξc; (c) t = 37.5ξc/c,
x1 = −42.5ξc; and (d) t ∈ [0, L/c], x1 = −5ξc. C(x1, x2, t) is
log-averaged (see main text) over a complete evolution cycle,
t ∈ [0, L/c] and plotted in (d); it is seen to agree with the
decay corresponding to a system at temperature Tf = T0/γs,
describing the occupation of LL bosons. In (a), (b) and (c),
equal-time correlations calculated from a dynamical solution
of the problem (blue) are seen to decay in space exponen-
tially, and in agreement with the decay predicted by the local
effective temperature of the region (red or green), as shown
in Fig. 2; these local temperatures do not agree with Tf . The
space-time intervals considered in (a), (b) and (c) are also
shown in Fig. 2
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at time tc(vs) = L(1− c/vs)/(2c) and recurs periodically
thereafter (with time-period L/c). At tc, the non-zero

(anomalous) pair-correlation functions ∼
〈
a†k1a

†
k2

〉
(t) ∼

ei(|k1|+|k2|)t(for some momenta k1 and k2), which nor-
mally dephase rapidly, are re-focussed. In particular, for
the case of instantaneous splitting, these correlations (for
k1 = k2 = k) have the same magnitude as the usual
time-independent correlations proportional to the occu-

pation number ∼
〈
a†kak

〉
of excitations. Moreover, the

phase cos(2kt) inherited by these anomalous correlations
at time t = tc, is the same, +1, for all symmetric modes
(even functions in x), and −1 for all anti-symmetric
modes (odd functions of x). This leads to an ephemeral
state where anti-symmetric modes appear to be in their
ground state while symmetric modes appear to be pop-
ulated at twice the temperature Tf . This difference of
populations creates strong correlations of the phase at
points x and −x. We also discuss how these correlations
spread at certain supersonic velocities c′± = 2c/(1± us),
providing both analytic and numerical confirmation of
these ideas.

(We note that these anomalous correlations are gener-
ally not accessible experimentally due to rapid dephasing;
thus, probing such revivals may allow for a more direct
measurement of these correlations.)

Finally, we note that our analysis provides a general
way to understand the non-equilibrium dynamics of finite
Lorentz-invariant systems after an application of super-
luminal perturbations. Our results should apply, in gen-
eral, to systems with quasiparticles governed by a linear
dispersion, at times shorter than the dephasing time set
by interactions between the quasiparticles. For inhomo-
geneous systems, such as those in a harmonic trap, our
analysis is likely valid at time-scales smaller than the in-
verse trapping frequency45, beyond which the heat waves
should dephase due to the inhomogeneous sound velocity
in the system.

II. MODEL AND SOLUTION

We follow Ref.31 and describe the condensate as a LL.
The phase-difference φ between the ‘halves’ of this sin-
gle condensate can then also be described as a LL but
with, additionally, an effective coupling, or mass that
is set to zero along the splitting front. This coupling,
with amplitude J = gρ2, suppresses the phase difference
prior to the splitting, and is set in a way that guarantees
the expected correlations at the time of the splitting30,
which is, 〈n(x), n(x′)〉 = ρ/2δ(x − x′) where n(x) is the
local density conjugate to the phase φ(x), 2ρ is the den-
sity of the undivided condensate, and δ(x) is the Dirac
delta-function defined over the length-scale of the healing
length ξc = π/

√
mbρg; mb is the mass of the bosons and

g is the effective point-scattering amplitude. These cor-
relations can be justified by estimating the boson number
fluctuations between the halves of the condensate30. The

Hamiltonian describing a splitter or ‘mass front’ travel-
ing from from either side inwards to the center x = 0 at
velocity vs reads

H(t) =

∫ L/2

−L/2
dx gn2 +

ρ

4mb
(∂xφ)2 + J(x, t)φ2,

J(x, t) = gρ2 (1−Θ(x+ vst)) (Θ(x− vst)) . (1)

Here we have defined time such that the splitting pro-
tocol begins at time t = −L/(2vs) and is complete at
t = 0.

Before we analyze the dynamics in more detail, we note
that, if J were fixed in time at J = gρ2, the dynamics of
the system would be massive, (∂2t −c2∂2x+m2)φ = 0, with
a mass m = 2gρ which is the chemical potential of the
undivided condensate. This value of this mass is also the
UV cut-off associated with the Luttinger theory; thus,
it quenches relative phase fluctuations over the healing
length, as is natural for a single condensate. It also im-
plies that one can assume the ‘system’ describing the
relative phase and density fluctuations is at zero temper-
ature even though the condensate itself may be at some
finite temperature. (This has also been experimentally
observed29.) We also note that, since the mass is related
to the UV cut-off of the LL theory, the quench generates
excitations at large energies; in particular, for the sim-
pler case of a single supersonic quench42 in an infinite
condensate, these excitations can be described by an ef-
fective temperature T0 = γsm/4. The UV cut-off related
corrections to phase correlations were estimated31,42 to
be of the order of ∼ e−1/4K , and are negligible when the
Luttinger parameter K = ρξc/2 is large, as is the case
for a condensate of weakly-interacting bosons. The LL
description is well justified in this limit, as experiments
also reveal29; we will also operate under the assumption
K � 1. In what follows, we set c = ξc = 1.

A. Dynamics and Boundary Conditions

To avoid dealing with two mass fronts and make
our problem more tractable, we separately analyze the
Hamiltonian for symmetric (+) and anti-symmetric (−)
combinations of the field φ defined for x > 0–φ±(x) =
(φ(x) ± φ(−x))/2. The original field φ satisfies φ(x >
0) = φ+(x) + φ−(x) and φ(x < 0) = φ+(|x|) − φ−(|x|).
Similarly, we define conjugate fields n± = n(x) ± n(−x)
with n = (n+ ± n−)/2 depending on the sign of x.

The Hamiltonians H± for fields φ±, are decoupled and
read

H± =

∫ L/2

0

dx
g

2
n2± +

ρ

2mb
(∂xφ±)2 + J±(x, t)φ2±;

J±(x, t) = 2gρ2 (1−Θ(x+ vst)) . (2)

and the fields obey the boundary conditions φ−(0) = 0,
∂xφ+(0) = 0 at x = 0. The boundary conditions at
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FIG. 4. Comparison of dynamics and boundary conditions in
the laboratory frame and Lorentz boosted frame

x = L/2 require careful consideration. Generally, we
expect for a theory of weakly interacting bosons, that
the boson current vanishes at the edge of the condensate;
in this case, ∂xφ±(L/2) = 0. If, on the other hand, the
system is strongly interacting, it may be more meaningful
to pin the density of bosons at the edge as zero, in which
case, n ∼ ∂tφ±(L/2) = 0. We note that these boundary
conditions are not crucial for thermodynamic results but
play a role in deciding the form of late-time quantum
coherences. We provide a description of both these cases
in what follows.

Following Ref.42, we work in a Lorentz-boosted frame
with coordinates (x′, t′) related to (x, t) by the rela-
tions x′ = γs(x − ust), t

′ = γs(t − usx/c
2), and γs =

1√
1−(us/c)2

= 1√
1−(c/vs)2

. Note that us, the velocity of

the Lorentz boost, is given by us = c2/vs < c. Under
this transformation, the quench becomes homogeneous:
1 − Θ(x + vst) = Θ(−t′). Note that, in the boosted
frame, the boundary conditions now need to be enforced
on moving trajectories, x′ − ust

′ = 0 ≡ x = 0 and
x′ − ust′ = L

2γs
≡ x = L/2. In summary,

1−Θ(x+ vst)→ Θ(−t′),
φA(x = 0) = 0→ φA(x′ = ust

′) = 0,

∂xφS(x = 0) = 0→ (∂′x + us∂
′
t)φS(x′ = ust

′) = 0, (3)

and similarly for the boundary conditions at x = L/2.
The Lorentz transformation is illustrated in a space-time
diagram in Fig. (4).

Note that the equations of motion for the modes for
t′ < 0 in the Lorentz boosted frame are ∂2t′φ±−c2∂2x′φ±+
m2φ± = 0 where m = 2gρ clearly acts as a ‘mass’ of the
constituent particles. For t′ > 0, this mass is set to 0.
Thus, in the Lorentz-boosted frame, we have to solve the
problem of a instantaneous quench, where the modes in
our system go from being massive to massless, but have
somewhat complicated boundary conditions. In the next
section, we provide the complete set of eigenmodes for
this problem.

B. Eigenmodes in the Lorentz-boosted and
laboratory frames

In time-independent quantum mechanics, the or-
thogonality condition of various eigenstates reads∫
dx φ∗k1(x)φk2(x) = δ(k1 − k2). However, this inner

product does not encapsulate a fundamental feature of
our problem–that of Lorentz symmetry. An inner prod-
uct that is invariant under Lorentz transformations is the
Klein-Gordon (KG) inner product46, which is the Wron-
skian

(uk1 , uk2) = −i
∫ L/2

0

dx
(
uk1∂tu

∗
k2 − u

∗
k2∂tuk1

)
= gδ(k1−k2).

(4)
The KG inner product is invariant under Lorentz

transformations in the sense that the integral over any
space-like hyper-surface preserves the norm. It has addi-
tional symmetries associated with complex conjugation;
(a, b)∗ = (b, a) and (a, b)∗ = −(a∗, b∗). Note that choice
of the an overall factor in the norm is arbitrary; we set
it to g.

We now label the solutions of the equations of motion
of φ±(x′, t′) for t′ < 0 by v±k , and for t′ > 0 by u±k , where
k will be an index associated with the momentum of the
waves composing the solution. To derive these modes,
we consider symmetric and anti-symmetric combinations
of a pair of left- and right- moving waves; we set the left-
moving wave to have momentum k and energy ωk = k
(massless) or ω′k =

√
m2 + k2 (massive) and choose the

momentum of the right-moving wave in a way that sat-
isfies the boundary conditions at x = 0. The symmetric
(+) and anti-symmetric (−), forward-propagating (with
a positive energy) modes in the boosted frame are given
by

u±k = Ak

(
e−ik(x

′+t′) ± eiη
2
Rk(x

′−t′)
)

for k ≥ 0,

v±k = Bk

(
e−ikx−iω

′
kt ± eif(k)x−iω

′
f(k)t

)
for k ≥ −k0,

where

Ak =

√
g

2LηRk
,

Bk =

√
g

2Lγs(kus + ω′k)
,

η2R =
1 + us
1− us

,

f(k) =
1 + u2s
1− u2s

k +
2us

1− u2s
ω′k,

k0 = m
us√

1− u2s
,

(5)

Note that since we isolated symmetric and anti-
symmetric modes, it is sufficient to consider only the
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modes with momentum k ≥ 0 (for t′ ≥ 0) and k ≥ −k0
for t′ < 0.

(The choice k ≥ −k0 for the massive modes may ap-
pear confusing. Note that the momentum of the right-
moving wave, f(k), satisfies f(−k0) = k0 and that
f(k > −k0) > k0. Thus, the choice k ≥ −k0 allows
for right-moving waves of all momenta to be considered.
Another way to justify this is by noting that for k ≥ −k0,
eigenmodes in the laboratory frame exhibit all positive
momenta.)

The normalization factors Ak, Bk are found by set-
ting the correlation 〈n(x)n(x′)〉 = ρ

2δ(x − x′), and us-

ing the fact that the modes v±k are in their ground

state. To be precise, we note that n(x) = φ̇/(2g), and
that 〈n(x)n(x′)〉 =

∑
k≥−k0,ε

1
4g2 v

ε
k(x)vε∗k (x′); we ap-

proximate the integral
∫∞
0

dk
2π

√
m2 + k2 1

g cos[k(x−x′)] ≈
ρ
2δ(x − x

′). The approximation is valid at length scales
l� ξc where ξc is the healing length = π/

√
mbgρ, where

mb is the actual mass of the bosons forming the conden-
sate. We also note that, fixing the normalization Ak,
and Bk, determines the normalization factor g in the KG
inner product [in Eq. (4)].

Finally, we apply the boundary condition at x = L/2;
this finally determines the possible values of the momenta
k and is most easily done by examining the modes in the
laboratory frame:

u−k = i

√
2g

LηRk
sin ηRkxe

−iηRkt k =
2nπ

ηRL
, n ≥ 0

u+k =

√
2g

LηRk
cos ηRkxe

−iηRkt k =
2nπ + π

ηRL
, n > 0

v−k = i

√
2g

Lγs(kus + ω′k)
sin γs(k + usω

′
k)e−iγs(kus+ω

′
k)t

γs(k + usω
′
k)L/2 = (2n+ 1)π/2, n ≥ 0

v+k =

√
2

g

Lγs(kus + ω′k)
cos γs(k + usω

′
k)e−iγ(kus+ω

′
k)t

γ(k + usω
′
k)L/2 = nπ, n > 0

v+−k0 =

√
g

Lm
(6)

where n is an integer. In the above, we mention the
quantized values of the momenta for the boundary condi-
tion ∂tφ(L/2) = 0. If, alternatively, we use the boundary

condition ∂xφ(L/2) = 0, the momentum values of sym-
metric and anti-symmetric modes is exchanged. While
this may seem an unimportant detail, we note that, dif-
ferent boundary conditions change the nature of late-time
quantum coherences that give rise to anomalous space-
like correlations. We will return to this point in Sec. IV.

We note that for k = −k0, the combination γs(k +
usω

′
k) appearing in harmonic modes v±k is, in fact, zero.

This again justifies our choice of a complete basis with
k ≥ −k0 as mentioned previously. In particular, the
symmetric zero mode v+−k0 must be chosen with an extra
factor of 1/

√
2 compared to the simple analytic continu-

ation of v+k>−k0 in order to get correct normalization and
commutation relations for the finite-size system.

C. Bogoluibov coeffecients

For t′ < 0, the phase φ(x′, t′) =∑
ε=±

∑
k≥−k0

(
bεkv

ε
k(x′, t′) + bε†k v

ε∗
k (x′, t′)

)
. We as-

sume that initially the system is in the ground

state of these modes, so that
〈
b†kbk

〉
= 0. For

t′ > 0, it is useful to express the phase φ(x′, t′)
in terms of the new eigenmodes u±k , that is,

φ(x′, t′) =
∑
ε=±

∑
k

(
aεku

ε
k(x′, t′) + aε†k u

ε∗
k (x′, t′)

)
.

The relation between the original eigenmodes v±k and

the new eigenmodes u±k can be expressed in terms of the
Bogoluibov coefficients αεk,k′ and βεk,k′ which are defined
by the following relations

αεk,k′ =
1

g
(uεk, v

ε
k′),

βεk,k′ = −1

g
(uεk, v

ε∗
k′ ), (7)

such that,

u±k =
∑
k′

α±kk′v
±
k′ + β±kk′v

±∗
k′ ,

v±k′ =
∑
k

α±∗kk′u
±
k − β

±
kk′u

±∗
k ,

a±k =
∑
k′

α±∗kk′b
±
k′ − β

±∗
kk′b

±†
k′ . (8)

The explicit expressions for βεkk′ and αεkk′ are
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β±k,k′ =
1

g
AkBk′

L

2γs

{
(ω′k′ − k)e−i(k+k

′) L
4γs sinc

[
(k + k′)

L

4γs

]
± (ω′f(k′) − k)ei(f(k

′)−k) L
4γs sinc

[
(f(k′)− k)

L

4γs

]

± (ω′(k′)− η2Rk)ei(η
2
Rk−k

′) L
4γs sinc

[
(η2Rk − k′)

L

4γs

]
+ (ω′f(k′) − η

2
Rk)ei(f(k

′)+η2Rk)
L

4γs sinc

[
(f(k′) + η2Rk)

L

4γs

]}

α±k,k′ =
1

g
AkBk′

L

2γs

{
(ω′k′ + k)e−i(k−k

′) L
4γs sinc

[
(k′ − k)

L

4γs

]
± (ω′f(k′) + k)e−i(f(k

′)+k) L
4γs sinc

[
(f(k′) + k)

L

4γs

]

± (ω′(k′) + η2Rk)ei(η
2
Rk+k

′) L
4γs sinc

[
(η2Rk + k′)

L

4γs

]
+ (ω′f(k′) + η2Rk)e−i(f(k

′)−η2Rk) L
4γs sinc

[
(f(k′)− η2Rk)

L

4γs

]}
(9)

A relation,
∑
k′ α
±∗
k1k′

α±k2k′ − β
±∗
k1k′

β±k2k′ = δk1k2 , exists

due to the commutation relations: [a±k , a
±†
k′ ] = δ(k − k′).

These relations provide an important numerical check on
the simulation of the results in the following sections.

D. Population of states

The population of various uεk modes, N ε
k =

〈
aε†k a

ε
k

〉
is

given by

N ε
k =

∑
k′

|βεkk′ |
2

(10)

An exact expression for N ε
k can be given in the ther-

modynamic limit, L → ∞. In this limit, L
2γs

sinc( xL4γs )

is an approximation of 2πδ(x), where δ(x) is the Dirac
delta-function. δ(0) = L

4πγs
is finite but tends to-

wards infinity. We can now evaluate integrals such as∫
dx f(x)δ2(x) = f(0)δ(0), and find for L→∞,

βεkk′ =
2π

g
AkBk′

{
(ω′k′ − k)[δ(k′ + k) + δ(f(k′)− k)]

+ ε(ω′η2Rk
− η2Rk)δ(k′ − η2Rk)

}
,

αεkk′ =
2π

g
AkBk′

{
(ω′k′ + k)δ(k′ − k)

+ (ω′η2Rk
+ η2Rk)[εδ(k′ + η2Rk) + δ(f(k′)− η2Rk)]

}
.

(11)

The population of symmetric and anti-symmetric
modes can be evaluated straightforwardly using Eqs. (10)
and (11)

N ε
k =

1

8γs

1

ηRk

[
(ω′k − k)2

ω′k
+

(ω′
η2Rk
− η2Rk)2

ω′
η2Rk

]
(12)

In finding this result, we note that only two of the
delta functions in Eq. 11 evaluated to non-zero values:

these where the first and third delta functions for k < k0
and the first and second delta functions for k > k0. As
it turns out, the result for N ε

k is, nevertheless, a contin-
uous function of k. We note that both anti-symmetric
and symmetric modes have identical populations in the
thermodynamic limit.

It is possible to approximately capture the occupa-
tion of these modes47–50 by defining an effective temper-
ature Tf by noting that for bosons with an energy ηRk,
the equilibrium distribution at temperature T � ηRk is
Nk ≈ T/(ηRk). Using Eq. (12), we obtain an effective
temperature Tf ≡ limk→0 ηRkN

ε
k = gρ

2γs
= T0

γs
.

III. LACK OF GGE DESCRIPTION AND
LOCAL PRETHERMALIZATION

In this section, we discuss the lack of a Generalized-
Gibbs’-ensemble description of the correlations in our
system. This fact is most clearly seen in the numeri-
cal simulations of the evolution of the energy density in
time, as shown in Fig. 2 and the failure of the temper-
ature Tf in describing the decay of spatial correlations,
as shown in Fig. 3. In particular, we see in Fig. 2 that
different space-time regions have clearly disparate energy
densities; within these space-time regions, the energy is
spread relatively uniformly. As described in the figure
and as we will discuss below, we can provide an intuitive
explanation of these individual regions in terms of the
hot and cold wave fronts that emanate from the split-
ter. This picture also suggests that the local correlations
within these space-time regions can be described by dif-
ferent effective temperatures, and this expectation is ver-
ified in Fig. 3 (a), (b) and (c). First, however, we explain
how the temperature Tf , describing the occupation of the
excitations, appears in our picture of these heat fronts,
and how it can describe certain time-averaged correla-
tions, as shown in Fig. 3 (d). Concomitantly, we ex-

plain why the GGE, ρGGE ∼ exp
(
−
∑
k,ε a

±†
k a±k /N

ε
k

)
≈

exp
(
−
∑
k,εEka

±†
k a±k /Tf

)
, where Ek = ηRk is the en-
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ergy of the mode a±k , fails in describing the local correla-
tions of the system. Finally, we explain how the effective
temperatures of different space-time regions, as shown in
Fig. 2, are evaluated.

A. Intuitive explanation of the effective
temperature

We now rationalize the result Tk→0 = gρ
2γs

. To this end,

let us first note that, for the instantaneous splitting case
(γs = 1, vs = ∞), the system is known to prethermalize
at a temperature T0 = gρ/2. This is also confirmed by
our current analysis, since γs = 1 for vs =∞.

We can expect this result for the sudden-quench to
hold in the Lorentz-boosted frame where the quench is
also sudden and uniform. Thus, in this frame, we must
also have right- and left-moving waves with an average
energy captured by the temperature T0. Back in the lab-
oratory frame, these waves are blue- or red-shifted by a
factor of ηR, if they travel with or against, respectively,
the splitting front. For instance, we expect the right-
moving waves coming from the right-half splitter (x > 0)
to be at a temperature T0/ηR while the left-moving waves
to have an effective temperature of T0ηR (see Fig. 2);
the Doppler-shifting of the temperature follows from the
Doppler-shift of the momenta and the fact that the en-
ergy of the waves is linear in the momentum.

Next, we note that the width of the wave-front (at any
fixed time t) of the hot waves is L(1 − us) while that
of the cold waves is L(1 + us); the sum of these is of
course, is 2L, with the factor of two corresponding to the
existence of right- and left-moving waves. The average
temperature of the system can then be computed to be
Tf = [T0ηR × (1 − us) + T0/ηR × (1 + us)]/2 = T0/γs,
which agrees with the finding that Tk→0 = gρ

2γs
.

We now discuss how this effective temperature can de-
scribe certain time-averaged correlations but not fixed-
time correlations.

B. Time-averaged prethermalization

If we express φ(x, t) =∑
ε=±

∑
k

(
aεku

ε
k(x, t) + aε†k u

ε∗
k (x, t)

)
, correlations of

the form 〈φ(x1, t)φ(x2, t)〉 depend on averages of

the sort
〈
a±†k1 a

±
k2

〉
which come with a time evolu-

tion e−iηR(k1−k2)t, and
〈
a±k1a

±
k2

〉
which come with a

time evolution e±iηR(k1+k2)t. In particular, for equal
time-correlations, we find the two-point correlator

〈
[φ(x1)− φ(x2)]2

〉
(t) =∑

(2βεk1kβ
ε∗
k2k + 1)

(
uεk1(x1)− uεk1(x2)

) (
uε∗k2(x1)− uε∗k2(x2)

)
−
∑

αε∗k1kβ
ε∗
k2k

(
uεk1(x1)− uεk1(x2)

) (
uεk2(x1)− uεk2(x2)

)
+ c.c., (13)

where the sum is over the indices k1, k2, k, ε. For large
times t ∼ O[L/c], we expect that the anomalous corre-
lations, which come with a time evolution of the form
eηR(k1+k2)t quickly dephase and do not contribute to the
sum.

Furthermore, we note that the truly time-independent
part of the correlations comes from terms with k1 = k2,
that is, with prefactors |βεk1k|

2. Thus, using the definition
of the population of modes N ε

k in Eq. (10), we see that the
time-independent part of the correlations of the system
is given by

〈
[φ(x1)− φ(x2)]2

〉
(t ∼ O[L/c])

≈
∑
ε,k

(2N ε
k + 1) |uεk(x1)− uεk(x2)|2 .

(14)

The above time-independent correlations can be re-
produced by assuming that the system is in an ex-
cited state with a population given by N ε

k as given in
Eq. (12), or, equivalently, by assuming that the system
is at the temperature Tf . Assuming all other correla-
tors can be neglected, we may expect that the system
should reach a prethermal state where equal-time cor-
relations do not depend on the time. Moreover, since
the theory is quadratic, all correlation functions can be
decomposed into two-point correlations and thus, retain
the thermal aspect of the correlations; one may also
construct distribution functions Pl(α) of the phase con-

trast α =
∣∣∣∫ l0 dxe−iφ(x,t)∣∣∣2 as carried out in previous

works31,51.

However, an inspection of the decay of equal-time cor-
relations, as in Fig. 3 (a), (b) and (c), reveals that the
correlations are not, in fact, described by such a prether-
mal state—this indicates that the GGE does not capture
correlations in the system since the occupation of eigen-
modes in our system is not sufficient to correctly capture
correlations. Significantly, the time-independent part of
the correlations, characterized by the temperature Tf ,
do not capture the local behavior of correlations in any
region of space-time. The reason for this deviation can
be explained by noting that our system also carries slow
time-dependent correlations (as compared to the modes
〈ak1ak2〉 which oscillate at a frequency given by the sum
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FIG. 5. Boundary Conditions used: ∂tφ(L/2) = 0. The correlations
〈
e−i(φ(x)−φ(x

′))
〉

are plotted in a matrix format for

x, x′ ∈ [−30ξc, 30ξc], system size L = 100ξc, Luttinger parameter K = ρξc/2 = 10 at times tc(us) = L(1 − us)/(2c) for
which cross correlations are strongest in (a), (b) and (c) for different splitting velocities vs = u−1

s (in units of c). In (d), the
development of the cross-correlations is shown in time for us = 0.1c.

of the energy of the modes k1 and k2) which evolve as
∼ e(k1−k2)t with momenta k1 6= k2 that are related to
one another by relativistic Doppler-shift factors. (These
terms come with the prefactor βk1k′β

∗
k2k′

.) These time-
dependent terms involve correlations of two different mo-
mentum modes and consequently, cannot be captured by
the usual GGE which takes into account only the occu-
pation of different momentum modes.

There are yet two ways in which our system does
appear thermal. First, by construction, we expect
that time-averaged correlations (averaged over the entire
quantum revival cycle, or timespan t = L/c) should be
described by thermal correlations at temperature Tf—
the time-average simply eliminates all time-dependent
correlations which lead to deviation from a prethermal
state. Indeed, we see from Fig. 3 (d), that the log-
averaged52 value of 〈C(x1, x2)〉t =

〈〈
ei(φ(x1,t)−φ(x2,t))

〉〉
t

agrees with correlations of a thermal system at tempera-
ture Tf . However, such a notion of prethermalization has
little value when considering a thermodynamically large
system since it necessitates an extensively large number
of measurements. Second, and as we show below, we
can yet explain the correlations in our system as being
thermal, provided we restrict measurements to different
regions of space-time.

We note in passing that in a previous analysis42, where

system was considered to be infinitely large and under-
going a uni-directional split, the authors concluded that
the system must enter a prethermal state with an ef-
fective temperature of T0γs corresponding to a region
that is influenced by both hot and cold waves. In our
finite-system analysis, the waves coming from the cen-
ter (t = 0, x = 0) of the splitter, and say, the right end
(t = −L/(2vs), x = L/2) enclose a region of space-time
wherein the infinite-size approximation is valid; within
this region, the system does appear to be at a temper-
ature T0γs as predicted in the previous work. These re-
gions (atop each half splitter) are enclosed within dashed
lines in Fig. 2.

C. Local prethermalization

As mentioned above, the system cannot reach a true
prethermal state because of time-dependent correlations
associated with two different momentum modes. How-
ever, our intuitive picture of the dynamics of the sys-
tems makes it clear that there may be different regions
of space-time that can be locally thought to exist at a
particular effective temperature depending on whether
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FIG. 6. Boundary Conditions used: ∂xφ(L/2) = 0. The correlations
〈
e−i(φ(x)−φ(x

′))
〉

are plotted in a matrix format for

x, x′ ∈ [−30ξc, 30ξc], system size L = 100ξc, Luttinger parameter K = ρξc/2 = 40 at times tc(us) = L(1 − us)/(2c) for
which cross anti-correlations are strongest in (a) and (b) for two different splitting velocities vs = u−1

s (in units of c). In (c),
correlations (from top to bottom) along the cuts (dashed lines; away from diagonal) seen in (a) are plotted (in the same color),
showing a marked suppression of correlations at x′ = −x.

these regions are inundated by cold, or hot, or both cold
and hot waves. We except that regions only influenced
by cold (hot) waves must exhibit an effective temperature
of T0/ηR (T0ηR). Regions which are inundated by both
cold and hot waves should exist at an effective temper-
ature [T0/ηR + T0ηR]/2 = T0γs. These expectations are
supported by numerical simulations; see Figs. 3. More-
over, from Fig. 3 (c), we see that one can even use these
local effective temperatures to correctly predict the de-
cay of correlations across regions described by different
temperatures.

D. Connection with previous works

We now contrast our findings with previous works that
discuss various instances where the GGE approach does
not work. Ref.53 discusses, for instance, how unequal-
time correlations may not satisfy fluctuation-dissipation
relations with an effective temperature predicted by the
GGE, even though late time operator averages are cor-
rectly predicted by it. While we focus primarily on equal-
time correlations, we generally expect a range of effective
temperatures would describe unequal-time correlations
within the various space-time regions, as per considera-
tions (essentially, relativistic Doppler shifts) mentioned
in our previous work42. Ref.54 points out that, for a
finite-size system, due to quantum revivals, it is often
useful to consider time-averaged density matrices. In
certain cases, for instance, in quenches on transverse-
field Ising models, these time-averaged density matrices
disagree with the GGE, and contain additional correla-
tions between states with opposite momenta which lead
to finite-size 1/L corrections to correlations predicted by
the GGE. We note that, in our analysis, correlations be-

tween LL bosons of different momenta lead to corrections
that are not system-size dependent and that completely
modify results. These correlations are built into the sys-
tem due to the inherent spatiotemporally inhomogeneous
nature of the quench we consider. Finally, we note that,
in striking contrast to works, our system completely es-
chews any description using a static density matrix be-
cause even though the system exhibits thermal-looking
behavior in (extensive) space-time patches, these patches
continue to change over time. Within these patches, how-
ever, one should be able to describe the system using
density matrices (as can be seen from Fig. 3) employ-
ing appropriate local integrals of motion, as considered
in Ref.55.

IV. ANOMALOUS, ‘CROSS’ CORRELATIONS

We now discuss another feature of our analysis that
does not appear in the discussion of an infinite system:
the presence of strong correlations between φ(x, t) and
φ(−x, t) that result due to quantum coherent revivals.
This feature also appears in experiments, although the
precise relation of these experiments to our splitting pro-
tocol is not clear (see also the concluding discussions);
here we discuss the conditions under which such ‘cross-
correlations’ appear in our protocol. (The terminology is
adopted by the suggestive appearance of the correlations
as plotted in Fig. 5.)

The emergence of these cross correlations are easiest
to analytically discuss for the instantaneous quench. For
this case, βεkk′ = 2πεδ(k′−k)(ω′k−k)AkBk/g while αεkk′ =
2πδ(k′ − k)(ω′k + k)AkBk/g, and we have, analytically,
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〈
(φ(x, t)− φ(x′, t))2

〉 ∣∣∣∣
vs=∞

=∑
k,ε

(2Nk + 1) |uεk(x)− uεk(x′)|2

−
∑
k,ε

2Nk
ω′k + k

ω′k − k
|uεk(x)− uεk(x′)|2 cos(2kt).

(15)

The factor (ω′k+k)/(ω′k−k) ≈ 1 for k � m. Thus, the
anomalous term is approximately equal in amplitude to
the ‘thermal’ term besides an extra factor of − cos(2kt).
This has important consequences for long-time dynamics.
In particular, if the boundary condition ∂tφ±(L/2) = 0 is
satisfied, then at t = L/(2c), cos(2kt) = −1 for all sym-
metric modes while cos(2kt) = 1 for all anti-symmetric
modes. As a result, at t = L/(2c), symmetric modes
appear to be populated at twice the usual temperature
T0, while anti-symmetric modes appear to be in the
ground state. This imbalance yields the strong positive
correlations between the phase at point x and −x (see
Fig. 5) and is clearly, a purely transient quantum revival
phenomenon. Alternatively, if the boundary condition
∂xφ±(L/2) = 0 applies, then at t = L/(2c), cos(2kt) as-
sumes the opposite values for (anti-) symmetric modes
and we find that the system temporarily has highly pop-
ulated anti-symmetric modes and zero-temperature sym-
metric modes. This results in negative correlations be-
tween the phase at points x and −x, as illustrated in
Fig. 6.

The correlations over the region x ∈ [−10, 10]ξc and
x ∈ [0, 50]ξc and time t ∈ [0, 100]ξc/c for the two different
boundary conditions are available as movies.

For the general case of finite us, these cross correla-
tions emerge at a time t ∼ L(1 − us)/(2c). This is
borne out by numerics, but can also be gleaned from
examining the L → ∞ results for αk,k′ and βk,k′ in
Eqs. (11): we note that these crosses are a re-phasing
phenomenon in which the anomalous terms∝ αk1,k′βk2,k′
acquire a phase factor e−iηR(k1+k2)t that is −1 for all
anti-symmetric modes and +1 for all symmetric modes.
From Eqs. (11), we notice that one such (anomalous)
term arises for η2Rk1 = k2 = k′; inserting this con-

dition into the dynamical phase e−iηR(k1+k2)t and re-
quiring it to be ±1 depending on whether k1, k2 are
symmetric/anti-symmetric yields the (earliest) time for
re-phasing, t = L(1− us)/(2c).

Finally, we contrast the cross-correlations observed in
our analyses and the model used to explain the experi-
mental findings in Ref.28. In our case, these correlations
arise as recurrent, transient quantum phenomena that
are generated by temporary imbalances in the popula-
tion of symmetric and anti-symmetric modes. In Ref.28,
it is suggested that the system reaches, at long times, a
steady state wherein there exists a similar population im-
balance, and which generates the cross-correlations. We

note that such steady-state population imbalances are
not found in our analysis, as evident from Eq. (12) and
may arise in experiments due to the effect of parabolic
confinement of the condensate.

A. Light-cone spread of correlations

We now provide an argument for the spread of such
anomalous correlations due to revival and dephasing, and
numerically justify our findings in Figs. 7 (b) and (c). We
note that, at every point immediately after the split, the
phase is close to zero, and can be therefore, thought to
have long-range coherence. As we will show, the speed
at which, thermal-looking correlations develop after this
splitting process can give an indirect confirmation of the
sound velocity c and the speed of splitting vs in the sys-
tem. This phenomenon? has been examined experimen-
tally for the instantaneous splitting case14; examining
two-point correlations, it was found that C(x1, x2, t) ap-
pears to take its exponentially decaying, or thermal form
e−const.|x1−x2|, for x2 <= x1 + 2ct, where t is the time
measured after the splitting has occurred. Thus, the cor-
relations ‘spread’ at speed c′ = 2c. This may be under-
stood by noting that two quasi-particles originating from
a common source (in space-time) and traveling in the op-
posite directions, disturb the initially perfectly correlated
phased at points x1 and x2 in time |x1 − x2|/(2c).

The argument clearly needs to be revisited in our sys-
tem given that the splitting, which generates the ex-
cited quasiparticles, occurs at different times at differ-
ent points in space. This is illustrated in Fig. 7, where
we see the spread of correlations from the left splitter
and right splitter spreading (to the right) at different
speeds. The computation of these speeds is illustrated
schematically in Fig. 8 by showing how initial (and con-
sequently, revival) correlations dephase (rephase) due to
quasiparticles, that originate at the splitter, and connect
points at distance ∆x± in time ∆t±. These speeds can
be evaluated straightforwardly to be c′± = 2c/(1 ± us)
and are both supersonic; c′+ < 2c, c′− > 2c. We note
that such dephasing or revival is not bounded by light-
cone physics which limits response functions, and can
therefore occur at these supersonic speeds. For the case
when the splitter moves at twice the speed of sound,
vs = 2c or us = 0.5c, as also in Figs. 2 and 3, these
speeds evaluate to c′+ = 4/3c and c′− = 4c. We verify in
Figs. 7 (b) and (c) that these are indeed the speeds at
which quantum revival and dephasing is observed. A
more direct affirmation of these velocities that deter-
mine the spread of correlations is found by examining
Ĉ(x1, x2) =

〈
eiφ(x1)

〉 〈
e−iφ(x2)

〉
/
〈
eiφ(x1)−iφ(x2)

〉
which

is 1 if the phase φ(x1, t) and φ(x2, t) are uncorrelated
and < 1 otherwise. Fig. 7 (d) examines the change of
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FIG. 7. (a) shows the correlation function C(x,x2), with
x1 = −10ξc (red dots) and x2 ∈ [−10, 10]ξc over times
t ∈ [0, 50]ξc/c and us = 0.5c. Non-thermal correlations are
formed over supersonic ‘fronts’ (see as dark orange lines in
the region) that move at speeds c′± = 2c/(1 ± us/c). (b)
and (c) examine the emergence and fading, respectively, of
these non-thermal correlations in the region x ∈ [−10ξc, 10ξc]
at times that are highlighted in (a), and verify the speeds
c′+ = 4/3c and c′− = 4c, as expected for vs = 2c, or us = 0.5c.
(d) provides another confirmation of the supersonic spread
of correlations by examining the change of normalized cor-
relations Ĉ(x1, x2) (explained in the main text) over times
t ∈ [−6ξc, 2ξc], and x1 = 12ξc (red dot), as shown in (a). Note

Ĉ(x1, x2) = 1 when points x1 and x2 are uncorrelated and
< 1 otherwise. System parameters are as in Fig. 2. Boundary
Conditions used: ∂tφ(L/2) = 0.

FIG. 8. The calculation of c− and c+, the speeds that govern
the spread of correlations in the system is illustrated. Pairs
of oppositely traveling quasiparticles (dashed lines) are emit-
ted by the splitter and entangle the system over the distance
covered by them. The velocity of this spread is clearly 2c
if the splitting is instantaneous. The spread of correlations
can happen faster or slower than 2c in our system since the
splitting front is itself moving.

Ĉ(x1, x2) over time for fixed x1 and verifies that initial
correlations spread at speeds c′±.

Finally, we note that the speed at which the correla-
tions change from one thermal form to another, occur at
speed c, as is clear from Fig. 2 by examining the move-
ment of the quantum heat waves.

Movies illustrating graphically the change of correla-
tions over time are available separately.

V. CONCLUSIONS

We examined the problem of dephasing between
two halves of a condensate that is split along a bi-
directional supersonic trajectory. Following the discus-
sion in Refs.30,31,42, we modeled the phase difference as
a Luttinger liquid and described the quantum quench as
a transition from a Luttinger liquid with an additional
mass to one without this mass. The mass effectively
ties the relative phase fluctuations down to zero prior to
the quench (bar quantum fluctuations) and eliminating
it leads to the creation of left- and right-moving sound
waves each carrying an energy of the order of the chemical
potential. In the laboratory frame, these fronts appear
to be Doppler-shifted. Equivalently, while the waves ap-
pear to be at an effective temperature T0 in the Lorentz-
boosted frame, they appear at a temperature T0/ηR and
T0ηR in the laboratory frame, depending on the direction
of their motion relative to the moving quench boundary.
Even though these waves cannot relax themselves, they
lead the system into a state where time-averaged correla-
tions can be described by a single effective temperature
T0/γs, where γs > 1 is a Lorentz-dilation factor. Thus,
when the splitting velocity matches the sound velocity,
we find that the system is effectively at zero-temperature
even after the global quench; all the energy in fact, gets
dumped into two extremely hot sonic booms emanating
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from either (left and right) splitting front, that is in-
finitely narrow.

We further found that, our intuitive picture of hot
and cold waves provides a prescription to describe lo-
cal correlations in regions of space-time as approximately
thermal, with an effective temperature that depends on
whether the space-time region is inundated by cold, hot
or both cold and hot waves. Moreover, these local tem-
peratures never agree with the temperature T0/γs corre-
sponding to the actual distribution of the Luttinger Liq-
uid bosons. This shows that the non-equilibrium state
we find in our system fails to be described by a Gener-
alized Gibbs Ensemble, and correlations between bosons
of different eigenmodes continue to remain relevant at all
times. Thus, our system provides a remarkable example
which does not comply with the GGE even at long times,
and yet, the system appears to have thermal correlations;
moreover, the precise temperature setting these correla-
tions depends on the extensive region of space-time over
which measurements are conducted.

Our analysis also uncovered certain ‘cross’ correlations
that appear ephemerally at late times. These correla-
tions occur due to an imbalance in the population of
symmetric and anti-symmetric modes and are superfi-
cially similar to those observed in experiments28. In the
present experiments28,29, which study an instantaneous
quench, it is likely that the ends of the condensate that
are at a lower density, are split earlier, thus mimick-
ing our quench protocol. However, these experiments
also employ parabolic traps whose effects we do not con-
sider and which may explain the study-state imbalance in
the population of long-wavelength symmetric and anti-
symmetric modes observed28. The parabolic shape will
also introduce additional dephasing due to the presence
of different local sound velocities and an extension of our
analysis to such traps would be interesting. At present,
we expect systems of ultra-cold atoms trapped in flat-
band potentials43,44, besides arrays of Josephson Junc-
tions56,57, and ion traps58,59 to be viable candidates for
experimentally probing the Luttinger-liquid physics we

have considered in this work. In particular, a protocol
for the creation of spatiotemporal quenches similar to
what we have considered here was discussed in Ref.42 for
magnetically trapped atoms on atom chips.

In the broader context, our picture of Doppler-shifted
heat waves provides a simple recipe to understand the
non-equilibrium dynamics of finite systems with emer-
gent Lorentz symmetry after a more general quench that
perturbs the system in both space and time. The gener-
ation of these thermal-like correlations, spread of entan-
glement, and other properties elucidated in this picture
of emanating heat waves, are not immediately obvious
from the exact mathematical solution we present even for
the relatively simple quench protocol we have considered
here (involving essentially two supersonic space-like tra-
jectories along which the quench occurs). More general,
and perhaps more natural occurrences of such spatio-
temporal quenches would involve smooth, curved (rep-
resenting acceleration) quench trajectories and it would
be worthwhile to examine whether the dynamics after
these more elaborate quenches can be similarly encap-
sulated in this picture of heat waves presented; and if
so, why? We anticipate that such generalizations may
lead to richer, more novel dynamical behavior, and fur-
ther our understanding of the emergence of ergodicity in
near-integrable and integrable quantum systems.
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