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The Multiscale Entanglement Renormalization Ansatz (MERA) is a tensor network based varia-
tional ansatz that is capable of capturing many of the key physical properties of strongly correlated
ground states such as criticality and topological order. MERA also shares many deep relationships
with the AdS/CFT (gauge-gravity) correspondence by realizing a UV complete holographic duality
within the tensor networks framework. Motivated by this, we have re-purposed the MERA ten-
sor network as an analysis tool to study the real-time evolution of the 1D transverse Ising model
in its low energy excited state sector. We performed this analysis by allowing the ancilla qubits
of the MERA tensor network to acquire quantum fluctuations, which yields a unitary transform
between the physical (boundary) and ancilla qubit (bulk) Hilbert spaces. This then defines a re-
versible quantum circuit which is used as a ‘holographic transform’ to study excited states and their
real-time dynamics from the point of the bulk ancillae. In the gapped paramagnetic phase of the
transverse field Ising model, we demonstrate the holographic duality between excited states induced
by single spin-flips (Ising ‘magnons’) acting on the ground state and single ancilla qubit spin-flips.
The single ancillae qubit excitation is shown to be stable in the bulk under real-time evolution and
hence defines a stable holographic quasiparticle which we have named the ‘hologron’. Their bulk
2D Hamiltonian, energy spectrum and dynamics within the MERA network are studied numeri-
cally. The ‘dictionary’ between the bulk and boundary is determined and realizes many features of
the holographic correspondence in a non-CFT limit of the boundary theory. As an added spin-off,
this dictionary together with the extension to multi-hologron sectors gives us a systematic way to
construct quantitatively accurate low energy effective Hamiltonians.

I. INTRODUCTION AND MOTIVATION

The Multiscale Renormalization Ansatz (MERA) was
initially conceived by Vidal1,2 dually as an entanglement
renormalization scheme and a variational ansatz. Never-
theless it is most usually regarded in practice as a ten-
sor network variational ansatz for complex interacting
ground states. Quite remarkably it has an interpreta-
tion as a gravitational dual to a conformal field theory
(CFT) under the Anti de-Sitter / Conformal Field The-
ory (AdS/CFT) holographic conjecture.3–15 In this in-
terpretation, which has found popular use in the area of
(computational) quantum simulation,16–19 where a quan-
tum circuit defined by the tensors of a MERA acts to
manufacture a variational wavefunction by introducing
entanglement through its action on a simpler reference
wavefunction in a scale by scale manner. The reference
wavefunction is often taken to be a product state20 and
the MERA effectively dresses it with complexity to pro-
duce a viable variational ground state. Much develop-
mental work has then been invested into algorithms that
optimize the fidelity of variational ground state to the
actual ground state; whereby the collection of tensors
in a MERA are considered as an efficient representation
of the ground state. In fact all tensor network based
methods21,22 such as DMRG, MPS and PEPS share this
common desired goal of achieving efficient representa-
tions of wavefunctions — more generally mixed density

matrices – through tensors.

The major conceptual advancement of the MERA
scheme is to envisage that it defines a quantum circuit
that implements a Renormalization Group (RG) trans-
formation which is organized like a space-time. This
seems natural given that the quantum gates (tensors)
in the network act on local degrees of freedom defined on
the network. By dividing the network into RG iteration
steps, we can then define a global foliation or time-slicing.
This organization of tensors into a discrete space-time
leads to emergent bulk degrees of freedom organized by a
causal structure, where ‘earlier’ points on the network are
less renormalized and lie closer to the physical degrees of
freedom located on the boundary (input layer). Moreover
the bulk degrees of freedom are regarded as holographic
in the sense that their dynamics can be described by a
theory purely defined using the boundary degrees of free-
dom. It is through this holographic correspondence that
a tantalizing analogy to quantum gravity is often made.
This analogy which is motivated by ideas from AdS/CFT
holography has been shown to be robust.5–14 For example
explicit identifications with Functional Renormalization
Group (FRG) and emergent gravity have recently been
made.23,24.

Despite the deep connection to quantum
gravity/holography, MERA and its myriad
generalizations6,25–31 are still regarded as highly
evolved numerical algorithms to simulate ground states.
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Past computational studies have mostly concentrated
on CFT or near CFT ground states and Gibbs thermal
ensembles with an emphasis on highly accurate and
scalable quantum simulation.1,32,33 Less emphasis has
been placed in the RG interpretation. Even though the
RG viewpoint has provided a conceptual framework to
make the holographic correspondence concrete.

In this work, we employ the MERA tensors obtained
by the original RG procedure as described by Vidal,1,34

as an analysis tool to study the low energy dynamics
of the 1D transverse field Ising model in the paramag-
netic phase. This is a very natural enterprise given that
the MERA tensors literally define a quantum circuit.35

And as a quantum circuit, it can act on any pure state
wavefunction, much like a quantum Fourier transform.
As we shall demonstrate with the 1D transverse field
Ising model, if the physical ground state has an accu-
rate representation as a MERA circuit acting on a trivial
product state in the bulk, then we will have obtained a
reference vacuum for which to compare low energy ex-
cited states against. This leads us to a new definition
of a stable holographic quasiparticle which we call the
“hologron” or holographic quantum excitation. By per-
forming a unitary transformation on the physical Hamil-
tonian using the MERA quantum circuit, we determine
the bulk Hamiltonian in terms of these holographic de-
grees of freedom. A main result of this work, is that
the 1-hologron sector or single quasiparticle state is sta-
ble in the gapped paramagnetic phase of the transverse
field Ising model and accurately describes the lowest ex-
cited state subspace. Moreover, we demonstrate with
the MERA quantum circuit that hologrons are dual to
extended physical excitations on the boundary. Thus we
demonstrate that MERA can efficiently realize the holo-
graphic correspondence away from the CFT point and
the duality between bulk and boundary in this instance
is a “correlated-uncorrelated” duality between the phys-
ical ground and the bulk ground state. Specifically, the
bulk ground state is uncorrelated or weakly entangled,
but at the cost of a more complicated bulk Hamiltonian
residing in one dimension higher.

Lastly, we should mention that a connection be-
tween MERA and wavelet transforms has recently been
established.36–39 Whereby MERA or the simpler Exact
Holographic Mapping (EHM)25 can be regarded as a
quantum circuit realization of an orthonormal wavelet
transform acting on the mode space of the physical
fermionic degrees of freedom. These fermions are the
Jordan-Wigner transformed physical spin-1/2 degrees of
freedom. These works, that are focused on the CFT point
of the transverse field Ising model, can yield simple an-
alytic forms for the tensors and simple relationships be-
tween the bulk and boundary fermions. In this paper
however, we will be almost entirely focused on the mas-
sive phase of the transverse field Ising model where cor-
relations are gapped and the ground state in the bulk
strongly approximates an exact tensor product state, or
trivial vacuum.

This paper is organized as follows. In Section II we
describe the specific MERA tensor network that we have
constructed and discuss the unitary quantum circuit that
it defines. Then in Section III, we delve into the uses of
a well optimized MERA network which is then used to
define the bulk hologrons. Next in Section IV, we de-
scribe the transverse field Ising model and briefly touch
upon its phases and present real-time dynamical data
of a locally excited paramagnetic ground state. Follow-
ing that in Section V, we then use the MERA quantum
circuit to holographically analyze the real-time dynam-
ics. This then leads to Section VI where we study in
detail the effective bulk dynamics that is obtained by the
MERA quantum circuit. This section is the main part of
the paper and discusses in detail all the ingredients that
go into making the holographic correspondence between
hologrons and physical spin-flips. Then in Section VII
we present our speculations about how a bulk geometry
might emerge from taking the continuum limit of the 1D
quantum spin chain. Finally we conclude the paper in
Section VIII, where we summarize our main findings and
present future speculations regarding MERA.

II. THE MERA QUANTUM CIRCUIT

In this section, we introduce our notation for the
MERA. We shall limit our study to spin-1/2 chains as
our model system and only consider periodic chains. Let
Hs be the physical Hilbert space of L spins denoted by
si, and let Ht be an auxiliary or ancillary Hilbert space
of L spins which we refer to as the bulk qubits and are
denoted by tµ. Both these spaces are of dimension 2L and
in the holographic correspondence the former is identified
with the boundary (physical) degrees of freedom while
the latter with the bulk (holographic) degrees of free-
dom. Another perspective which is the computational
viewpoint – which we will take – is that the boundary
degrees of freedom are logical inputs to the logical out-
puts that are the bulk degrees of freedom for the MERA
quantum circuit.

The MERA which we denote by M is a finite depth
unitary quantum circuit acting between the physical
(boundary) and holographic (bulk) Hilbert spaces

M : Hs → Ht (1)

defined by two collections of SU(4) special unitary matri-
ces. They are customarily known as isometries {W(i,τ)}
and disentanglers {U(i,τ)}. The labels (i, τ) these ten-
sors carry are coordinates of nodes on a graph Γ which
resembles a tree and is shown in Fig.1(a,b). Here τ is
the level, layer or height and i is a position along the
horizontal direction. The nodes of Γ will be denoted by
Greek letters like µ = (i, τ) to emphasize their discrete
space-time interpretation. Also we will continue to re-
fer to the Wµ tensors as isometries even though they are
SU(4) valued like the disentanglers Uµ. On the edges of
Γ live “world-lines” of local qubits or spin-1/2 degrees of
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FIG. 1. (color online) (a) A MERA quantum circuit defined on a graph Γ with periodic boundary conditions and 16 inputs
{s(0,τ=0), . . . , s(15,τ=0)} at the bottom. The flow of “time” [τ ] of the circuit is from bottom to top. At the nodes of the graph
are disentanglers (blue rectangles �) and isometries (red triangles N). Located at the isometries are hanging edges which we
identify as the bulk qubits {t(i,τ)}(i,τ). They are the outputs of the MERA circuit computation. The dashed lines and tensors
denote connections that go around the periodic graph. On the lower right corner are some labeled tensors and edges (qubits)
where we have suppressed the time index for clarity. Note that at the highest level or latest [τ ], there is no need for a final
disentangler gate. (b) The basic unit of a MERA network from which the entire network is constructed, where the edges are
decorated with arrows to emphasize the direction of information flow. Our convention for the site ordering between adjacent τ
layers is also described in this basic unit. (c) The decomposition of the “isometry” Wµ into low Wlµ and high Whµ isometries.

freedom s(i,τ) = 0, 1. They are also labeled by space-time
indices in the convention of Fig.1(b), and are acted on by
the isometries and disentanglers at the nodes of Γ. At
the lowest level τ = 0 the s(i,0) spins are identified with
the degrees of freedom in Hs and serve as inputs for M.

In this light, the spaceHs is to be regarded as a compu-
tational space that is acted on by the gates of M. While
Ht is a coding space which is the output of quantum cir-
cuit defined by M. This viewpoint has recently provided
a new conceptual framework to understand MERA and
AdS/CFT holography in terms of quantum error correc-
tion codes.40 It is easily appreciated that under M† the
bulk spins tµ are highly non-local degrees of freedom in
Hs.

In general the MERA network is a highly customiz-
able quantum circuit and there exists now a great many
variations and generalizations.2,16–18,41,42 Depending on
the application, the graph Γ which defines the topology
and connectivity of the circuit may be selected differ-
ently. The Uµ and Wµ tensors may also come in different
shapes and ranks, so long as they are compatible with
Γ. In fact, in the original MERA1 the isometries Wµ are
named so because they do not possess the full rank (sur-
jectivity) but are 1 to 1 (injectivity) in the sense that
WµW

†
µ = 1 but W †µWµ 6= 1. Another common variation

is the dimension of an internal edge, which is known as

the bond dimension χ is often not fixed to that of a single
qubit (χ = 2) in more conventional MERA realizations.
Often χ is made to be as large as is necessary to obtain
an optimally acceptable variational ground state energy.

III. MERA AND THE HOLOGRONS

Having introduced MERA and the specific realization
that we shall use, we next discuss its uses as a ‘holo-
graphic transform’ to define bulk degrees of freedoms
which we call hologrons. The task of determining the
disentangler and isometry tensors from any given ground
state wavefunction |Ω0〉 is computationally involved and
we have relegated the relevant details of our methods to
Appendix A. We remark however that our method fol-
lows closely Vidal’s original scheme1 where local disen-
tanglers are chosen to minimize the entanglement entropy
between a contiguous block of 2 sites and its environment.

The conceptual novelty of MERA due to Vidal,43 lies
in its choice of tensor network that mimics a dynamical
process in a discrete space-time. In the MERA tensor
network, local quantum gates act on a scale by scale ba-
sis to remove short range entanglement (by disentanglers)
and to coarse-grain degrees of freedom (by isometries)
when interpreted in the increasing RG τ -direction, viz.
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M : Hs → Ht. Dually, when read in the M† : Ht → Hs
direction,9 the RG process in reverse acts to introduce
short range entanglement (by disentanglers) and expand
the degrees of freedom (by isometries) on a scale by scale
basis, such that final outcome will contain sufficient com-
plexity to be a viable ansatz wavefunction. It is expected
that these mutually dual descriptions perform best when
the system at hand is a critical CFT, where scale invari-
ance is reflected by self-similar tensors of the MERA net-
work (infinite sized graphs) and is seen to be an extremely
efficient representation of critical ground states.34,37,41

For our purposes we shall appeal more to the RG in-
terpretation of MERA, where we seek to optimize the
tensors on the fixed graph Γ defined in Fig.1 such that
for a given ground state |Ω0〉, we maximize the overlap
between the ansatz and the true ground state

|〈0|M|Ω0〉|2 = |〈Ω(M)|Ω0〉|2 6 1, (2)

where |0〉 =
⊗
µ
|0µ〉 ∈ Ht is the completely 0-polarized

product state of the bulk qubits tµ each labeled by a
space-time index µ = (i, τ). Here |Ω(M)〉 := M†|0t〉 ∈
Hs is the MERA ansatz which is the state prepared
from |0〉 by M†. The overlap condition amounts to
maximizing the fidelity of |Ω(M)〉 with |Ω0〉. If |Ω0〉
is the exact ground state of the Hamiltonian H which
saturates the minimum energy bound, then an equiva-
lent criterion is the minimization of variational energy
Evar(M) = 〈Ω(M)|H|Ω(M)〉.

Contrary to the commonly used form of MERA where
M is norm non-increasing, we have taken M to be uni-
tary without coarse-graining, such that it describes a re-
versible quantum circuit. Our motivation for doing so
is to allow the bulk qubits tµ to become more than just
bulk labels for the physical |Ω0〉 by allowing them to ac-
quire quantum fluctuations. A related unitary MERA
such as this was previously proposed and is known as the
Exact Holographic Mapping (EHM).25 In the EHM net-
work the quantum fluctuating bulk qubits tµ characterize
the emergent quantum geometry of the AdS dual in the
holographic correspondence. The direction of this work
is very much inspired by the EHM proposal. However our
circuit differs with EHM in regard to the disentanglers
which are entirely neglected in EHM. This is because dis-
entanglers are absolutely necessary for an accurate rep-
resentation of the ground state as a trivial bulk product
state in the tµ basis.

Next by allowing the tµ bulk degrees of freedom to
fluctuate, we can attach physical significance to the states
with tµ = 1, but only when optimal disentanglers – with
respect to |Ω0〉 – are included in M. In particular, such
states describe physical wavefunctions that are strongly
orthogonal to |Ω0〉 in the sense that

〈Ω0|M†
∏

µ∈M
χxµ|0〉 ≈ 0 (3)

when M is optimal in sense of maximizing the LHS of
(2). Here the operators χxµ ≡ Xµ, χyµ ≡ Yµ, χzµ ≡ Zµ

denote the local Pauli gates acting on the tµ qubit and
M ⊂ Γ is any non-empty collection of bulk qubits. The
strong orthogonality statement is clear since the states
χxµ|0µ〉 and |0µ〉 are orthogonal. More precisely for any
|ψt〉 ∈ Ht orthogonal to |0〉 one has from the Cauchy-
Schwartz inequality

|〈Ω0|ψM〉| = |〈Ω0 − Ω(M)|ψM〉|
6 ‖ Ω0 − Ω(M) ‖ · ‖ ψM ‖
= 21/2

√
1− Re〈Ω(M)|Ω0〉 ‖ ψM ‖ (4)

where |ψM〉 = M†|ψt〉 ∈ Hs. Hence (2) acts as to
maximally bound the overlap. Moreover, assuming that
|Ω0〉 is a ground state with minimal energy and has a
strong overlap with M†|0t〉, then any M†

∏
µ∈M χxµ|0〉

must be an excited state with greater average energy.
However, these excited states cannot be interpreted
as energy eigenstates since there is no guarantee that
M†

∏
µ∈M χxµ|0〉 produces an eigenstate of H. One is

only sure that non-local energetic perturbations of |Ω0〉
are produced by the action of χxµ in the bulk. From the
tree structure of Fig.1(a), the degree of non-locality is
strictly ordered by the τ coordinate in Γ with the more
physically non-local tµ’s possessing higher values of τ .

The set of states
∏
µ∈M χxµ|0〉 withM arbitrary form a

complete orthonormal basis set in Ht and it is convenient
to label them by occupation numbers

n = {nµ ∈ {0, 1} for all µ}

with respect to tµ ≡ (χzµ+1)/2. Concisely, we define the
orthonormal basis states

|n〉 :=
∏

µ

(χxµ)nµ |0〉. (5)

Then we take the states with tµ = 1 as a definition of
a hologron quasiparticle in the bulk with |0〉 as their
number vacuum and {|n〉} as the set of hologron occu-
pation configuration states. Being qubits, the newly de-
fined hologrons are neither bosonic nor are they fermionic
particles.44 Furthermore, we can define a total hologron
number by

Nt :=
∑

µ

tµ (6)

where the unique MERA ansatz ground state |0〉 occupies
the zero number sector. It should be emphasized that
the hologrons are localized qubits in the bulk and that
a Z grading of Ht by the eigenspaces of Nt is not only
convenient, but as we shall see in Sec.VI is useful for
developing effective low energy holographic Hamiltonians
that act in the bulk.

Roughly speaking, a wavefunction with more hologrons
is more highly excited, and projecting Ht onto a small
number of hologrons can provide a low energy effective
subspace. Nevertheless, a more physical interpretation
of hologron excitations can be gained from analyzing the
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FIG. 2. (color online) (a) The decomposition of the disen-
tangled 2-site reduced density matrix ρ(i,τ) by the W unitary
tensor. (b) The W tensor is further decomposed into the low
and high isometries Wl,h. (c) The tensor D is a diagonal
matrix with entries of the eigenvalues of ρAu ordered by the
|s, t〉 = |0, 0〉, |0, 1〉, |1, 0〉, |1, 1〉 states. The t = 0 states corre-
spond to the low Wl isometry with the two largest Schmidt
eigenvalues λ(1,2) and the converse for t = 1.

procedure used to construct the isometries Wµ which is
described in more detail in Appendix A. We remark that
in Ref.45 where an analytical exact MERA is known for
the dual network of the 2D toric code model, similar in-
terpretations are reached regarding the quantum infor-
mation of excited states for that model.

First, recall the iterative procedure to construct
a MERA network from entanglement renormalization.
Consider the application of MERA quantum circuit with
coarse graining on |Ω0〉 up to an even τ -layer. This,
in the entanglement RG picture produces a new pure
state wavefunction that has been renormalized. Then to
determine the next layer’s tensors we first trace out a
contiguous block of 4-spins where disentanglers are to
be applied. Now after applying the pair of disentan-
glers gates (assuming that they have been optimized) to
this 4-site block, a partial trace is taken over the sites
on the boundaries which produces a 2-site reduced den-
sity matrix ρ(i,τ). The eigenvalue decomposition of this

block reduced density matrix [ρ(i,τ)]
s̄(2i,τ) s̄(2i−1,τ)
s(2i,τ) s(2i−1,τ)

yields

four positive semi-definite eigenvalues λ
(1)
(i,τ) ≥ . . . ≥

λ
(4)
(i,τ) and the their associated (Schmidt) eigenvectors

|λ(1)
(i,τ)〉, . . . , |λ

(4)
(i,τ)〉. The set of 4 eigenpairs can be di-

vided into two sets of large {λ(1)
(i,τ), λ

(2)
(i,τ)} and small

{λ(3)
(i,τ), λ

(4)
(i,τ)} eigenvalues. Correspondingly in an en-

tanglement spectrum they are the low and high entan-
glement energy states respectively. In the usual MERA
where the isometries are coarse-graining in accordance to
White’s rule,2 W(i,τ) is defined as the tensor that projects

onto the high λ
(n)
(i,τ) (low entanglement energy) subspace.

This defines a new s-qubit in the next τ−time from these
eigenstates. We call this tensor the low isometry Wl(i,τ)

and define it precisely as

Wl(i,τ) := |s(i,τ+1) = 0〉〈λ(1)
(i,τ)|+ |s(i,τ+1) = 1〉〈λ(2)

(i,τ)|.
(7)

Note that the output states are to be identified with
the s-states for the next (τ + 1) MERA time layer.
As such, the low isometry has the index structure
[Wl(i,τ)]

s(2i,τ) s(2i−1,τ)
s(i,τ+1)

. One should think of the new

s−qubit as a handle for one of the low energy states λ
(1)
(i,τ)

or λ
(2)
(i,τ), that carries the two most dominant correlations

or largest support of ρ(i,τ). By contrast, for the least
two dominant contributions, we define the high isometry
Wh(i,τ) in an entirely complementary manner as

Wh(i,τ) := |s(i,τ+1) = 0〉〈λ(3)
(i,τ)|+ |s(i,τ+1) = 1〉〈λ(4)

(i,τ)|
(8)

which has the same index structure as Wl(i,τ) and so
has the same types of inputs and outputs. Unless the
support of ρ(i,τ) is exactly in low energy subspace, the
high isometry tensorWh(i,τ) plays a role in encoding some
of the correlations of ρ(i,τ); as residual as they may be.
The hologron qubit t(i,τ+1) is then defined as the degree
of freedom that determines which entanglement energy
subspace is propagated into the next (τ + 1) layer. That
is whether on a low setting t(i,τ) = 0 which implies Wl(i,τ)

or a high setting t(i,τ) = 1 which implies Wh(i,τ). This
can be made precise by defining the unitary tensor W(i,τ)

as

W(i,τ) := |t(i,τ+1) = 0〉 ⊗Wl(i,τ)

+ |t(i,τ+1) = 1〉 ⊗Wh(i,τ). (9)

In terms of tensor network diagrams this decomposition
of ρ(i,τ) and W(i,τ) in (9) is shown in Fig.2. Hence, intu-
itively the presence of a hologron tµ = 1 localized at Wµ

in the bulk represents the occupancy of the high entangle-
ment energy subspace. Conventional MERA with coarse-
graining selects only the low isometries and is equivalent
to a post-selection measurement into tµ = 0 for all µ in
the bulk.

Finally, we should remark that the hologron states
are very much analogous to the bulk excitations that
have been recently identified within cMERA,28 the ex-
act FRG46 and AdS/CFT formalisms47. However a key
difference being that the hologrons are in exact corre-
spondence with the boundary Hilbert spaces, given that
they are defined using a unitary transformation much
like the Exact Holographic Method.25 Also we should re-
emphasize that they are distinguishable quantum parti-
cles described by qubit degrees of freedom.
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IV. THE TRANSVERSE FIELD ISING MODEL

A. Hamiltonian and Phases

It must be borne in mind however that whether or not
the fidelity optimality criterion (2) is attainable depends
strongly on the model Hamiltonian at hand and the cho-
sen MERA graph Γ. Nevertheless, there has been some
precedent in quantum spin-chains and in particular the
transverse field Ising model where efficient distentangling
has been achieved1, especially in its gapped phases. The
1D transverse field Ising model Hamiltonian is defined as

H = −
L−1∑

i=0

σxi+1σ
x
i + hz

L−1∑

j=0

σzj (10)

where the transverse field hz is a real coupling and
(σzi + 1)/2 is identified with s(i,0) which are the input
qubits for M. The transverse field Ising model is ex-
actly solvable by the Jordan-Wigner transformation and
exhibits two phases as a function of hz; both of which
are gapped. The critical point at |hz| = 1 is gapless and
is described by a c = 1/2 CFT in the continuum limit.
For the |hz| > 1 paramagnetic phase, the ground state is
non-degenerate, while the |hz| < 1 ferromagnetic phase is
doubly degenerate and spontaneously breaks the global
Ising symmetry σxi → −σxi in the thermodynamic limit.
Strictly speaking, either gapped phase is conventionally
ordered with ordering in σzi in the paramagnetic phase
and ordering in σxi in the ferromagnetic phase. But it is
only the latter that is spontaneous symmetry breaking.

In the rest of the paper, we will limit our discussion
to the paramagnetic phase with hz = 3 in an L = 16
chain with periodic boundary conditions, primarily be-
cause this phase has a non-degenerate classically ordered
ground state that is well approximated by our MERA
ansatz.

B. Real-time dynamics

Next we consider the real-time evolution of a low en-
ergy excited state of the transverse field Ising model.
From the discussion in Sec.III, one can expect that the
low energy excited states will appear non-trivially under
the MERA unitary transform. Furthermore, by studying
their real-time dynamics with the MERA transform, we
can analyze the spread of information over time in a novel
way with the bulk degrees of freedom that are naturally
organized according to correlation length scale. We set
out to achieve this in a numerical experiment by exciting
the ground state of H by locally flipping a spin. The ex-
cited state wavefunction is then time-evolved using the
unitary operator e−i2πHt and it is observed that the ex-
cess energy de-localizes over time. A main goal of this
paper is then to understand how this energy diffusion
progresses from the holographic point of view by using
the MERA quantum circuit M.

Technically, we obtain the L = 16 numerical
ground state by exact diagonalization using the Lanczos
method.48 Then injecting energy into the system involves
a simple local σxi operation on the numerical ground
state |Ω0〉. Time evolution of the many-spin wavefunc-
tion is then carried out using a first order implicit Crank-
Nicholson method49 with a time step of δt = 10−3. The
necessary linear sparse matrix inversions operations were
carried out with the UMFPACK50 library.

Shown in Fig.3 are results of a time-evolution simu-
lation for L = 16 and hz = 3 after a spin-flip at posi-
tion i = 8. From the time development of the 〈σzi (t)〉
profile,51 it is clear that the excited state is out of equi-
librium and is evolving ballistically. Waves of 〈σzi (t)〉 are
observed and their wavefronts propagate at finite speeds
within the Lieb-Robinson bound52 which can be deter-
mined from the exact solution of the model.

V. BULK DYNAMICS FROM MERA

Next we apply the MERA gate M to the time evolved
excited state |Ψ(t)〉 = e−i2πHtσx8 |Ω0〉 and numerically
compute the 〈tµ〉 observable in the bulk. This is numer-
ically exact but technically tedious, and is performed by
computing every coefficient of M|Ψ(t)〉 in the |n〉 basis.
Each coefficient computation corresponds to the contrac-
tion of a conventional coarse-graining MERA tensor net-
work diagram with the input wavefunction |Ψ(t)〉, but
with the key difference that the isometries at each bulk
node µ is substituted with either Wlµ or Whµ depending
on the configuration of |n〉.

Shown in Fig.4 are computations of the physical spin
expectation value 〈σzi 〉 and the bulk qubit 〈tµ〉 expecta-
tion values at various times before and after the system
is excited. For the ground state seen in Fig.4(a), the
bulk qubits are very strongly polarized to tµ = 0 indi-
cating a high fidelity to the bulk product state vacuum
|0〉. A spectral distribution of this state with respect to
the total hologron number operator Nt =

∑
µ tµ is pre-

sented in Fig.5(a). It shows the strong localization of the
M transformed exact ground state to the zero number
sector which is inhabited by the trivial product hologron
vacuum state |0〉. Hence, the large hz = 3 field has acted
as a control parameter to achieve efficient disentangle-
ment of the ground state by the MERA network, in the
same spirit that the large-N parameter in gauge-gravity
duality acts to suppress gravitational quantum fluctua-
tions.

However immediately after the spin-flip is performed
as seen in Fig.4(b), the bulk is altered by the appearance
of a string of excited states with 〈tµ〉 > 0, emanating
from the excited site at i = 8. Its spectral distribution
with respect to Nt which is shown in Fig.5(b), also ex-
hibits a strong localization in Ht. But now in the single
hologron number sector Nt = 1 which is a L = 16 dimen-
sional subspace of Ht. After more time has progressed as
shown in Fig.4(c,d), the bulk excitations de-localize from



7

HaL

i=8

i=12

i=0

0.0 0.2 0.4 0.6 0.8 1.0

-1.0

-0.5

0.0

0.5

1.0

t

XΣ
iz
Ht
L\

HbL

æ

æ
æ æ æ æ æ æ æ æ æ æ æ æ æ

æ

æ
æ æ

æ
æ

æ
æ æ æ æ æ

æ
æ

æ
æ æ

æ

æ æ æ æ
æ

æ
æ

æ
æ

æ
æ

æ æ æ æ
æ

æ
æ

æ
æ æ

æ
æ

æ
æ

æ
æ æ

æ
æ

æ

æ
æ

æ æ
æ

æ æ
æ

æ
æ

æ æ
æ

æ æ
æ

æ æ
æ

æ æ
æ

æ æ æ æ æ
æ

æ æ
æ

æ

æ æ æ
æ

æ æ

æ
æ

æ
æ

æ

æ æ
æ

æ æ

æ æ æ æ æ
æ æ

æ

æ

æ

æ æ
æ æ æ æ

æ æ æ æ æ æ

æ
æ

æ

æ
æ

æ æ æ æ æ

æ æ æ æ æ æ æ

æ

æ

æ

æ æ æ æ æ æ

æ æ æ æ æ æ æ æ

æ

æ æ æ æ æ æ æ

1 3 5 7 9 11 13 15

0.

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.

i

XΣ
iz
Ht
L\

t

FIG. 3. (color online) The time development of a locally excited ground state in the paramagnetic phase with hz = 3 in a
periodic chain of length L = 16. The initial ground state uniform magnetization is 〈σzi 〉 ≈ −0.972. The system is excited by
flipping a spin at position i = 8 at time t = 0. (a) Time development of 〈σzi (t)〉 at selected sites i = 0, 8, 12. (b) Variation of
〈σzi (t)〉 in position at shifted times. (c) Overall time evolution of 〈σzi (t)〉 as a 2D surface by interpolating between discrete sites
i of the chain.

their original positions. More importantly, the spectral
distribution remains strongly localized in the 1-hologron
subspace over this time period. This suggests that the
1-hologron is a stable holographic quasiparticle!

In Fig.4(e) several time traces of 〈tµ(t)〉 are taken from
specific bulk sites. Note that the sites µ = 2, 4, 6 lie
closest to the boundary and hence translate to physical
degrees of freedom that are the most local. Because the
bulk qubit at µ = 2 is situated closest to the physical
excitation at i = 8, it registers the greatest value of 〈tµ〉
at t = 0 but then relaxes over time. The bulk qubits
at sites µ = 4, 6 lie further away and require more time
before the wave of 〈tµ〉 > 0 arrives. Moreover, it takes the
qubit at µ = 6 more time for this to occur than the qubit
at µ = 4 because it is located further away from string of
bulk excitations seen in Fig.4(b). This demonstrates that
there is some degree of locality present in the dynamics
of the bulk qubits because a finite amount of time is
required for information to travel. It suggests a local
description of the bulk dynamics that we shall discuss
in the next section. Lastly, the qubit at µ = 14 that
lies deep in the bulk experiences comparatively weaker
fluctuations over time. This is not unexpected since its
physical support is highly non-local and requires large
scale fluctuations in the physical spins before it becomes
comparable to the fluctuations seen at µ = 2, 4, 6. In
addition, due to its large non-locality, the qubit at µ = 14
registers the spin-flip excitation instantaneously and lies
along the string of bulk excitations of Fig.4(b).

VI. EFFECTIVE BULK DYNAMICS OF
HOLOGRONS

In this section, we discuss in more detail the theoretical
implications of the previous section’s numerical results
to make connection to ideas from AdS/CFT or gauge-
gravity holography. We will continue to work within

the paramagnetic phase with hz = 3, where there is a
strong fidelity between the exact ground state |Ω0〉 and
the MERA ansatz M†|0〉, such that we take them to be
identical. We will mostly focus on the physical signifi-
cance of the robust single hologron quasiparticle excita-
tions that appear in this parameter regime.

A. Sourcing the bulk with boundary operators

Just like in gauge-gravity holography, physical opera-
tors such as σαi acting on the physical ground state |Ω0〉
can be seen to create bulk excitations. This sourcing of
hologron states in the bulk can be interpreted through
the “lifting” action16 of M on the operator in question.

We define the MERA transformed spin-flip operator
σxi by

Jxi := MσxiM
† (11)

which still satisfies (Jxi )2 = 1 and Pauli algebra with
the analogous Jy,zi operators. Now from our numerical
results of Sec.5(b), the action of σxi on |Ω0〉, and equiva-
lently of Jxi on |0〉 suggests the constrained expansion

Jxi =
∑

µ∈J+(i)

∑

α=x,y

(Jx,αi,µ )χαµ (12)

where J+(i) is the ‘causal cone’ of site i on the physical
boundary as defined by the quantum circuit M. We have
also used the notation χx,y,zµ to denote the Pauli gates
Xµ, Yµ, Zµ acting on the bulk qubit tµ. This expansion
is justified by the fact that the action on |0〉 as defined
by

|Jxi 〉 := Jxi |0〉 = Mσxi |Ω0〉 (13)

is localized in the single hologron sector
∑
µ tµ = 1, at

least in the gapped phase with hz = 3. If there are other



8

0

1

2

34

5

6

7

8

9

10

11

12

13

14

15

4

5

6

7

8

9

1011

12

13

14

15

0

1

2 3

t=0.50

0

1

2

34

5

6

7

8

9

10

11

12

13

14

15

4

5

6

7

8

9

1011

12

13

14

15

0

1

2 3

t=1.00

0

1

2

34

5

6

7

8

9

10

11

12

13

14

15

4

5

6

7

8

9

1011

12

13

14

15

0

1

2 3

Ground State ÈW0\

0

1

2

34

5

6

7

8

9

10

11

12

13

14

15

4

5

6

7

8

9

1011

12

13

14

15

0

1

2 3

t=0.0

XΣz\

-1.0

-0.5

0

0.5

1.0

Xt\

0

0.1

0.2

0.3

0.4

Μ=2

0.1

0.2

0.3

0.4

Xt
Μ
Ht
L\

Μ=4

0.1

0.2

0.3

Xt
Μ
Ht
L\

Μ=6

0.1

0.2

0.3

Xt
Μ
Ht
L\

Μ=14

20 40 60 80 100
0

0.1

0.2

0.3

t @10-2D

Xt
Μ
Ht
L\

Initial GS

t=0.5 t=1.0

t=0

(a) (b)

(d)(c)

(e)

FIG. 4. (color online) Combined plot of the physical 〈σzi (t)〉 spins and bulk 〈tµ(t)〉 qubits at several times during the time
evolution. Interior triangles denote the bulk tµ qubits where the isometries Wµ reside. The exterior circles are the physical
boundary spins σi. The numbers are used to label boundary {i} and bulk sites {µ}. For clarity the disentanglers are not
shown and the set of bulk sites are labeled in a cyclic order. (a) The initial ground state |Ω0〉 under the MERA circuit with
uniform 〈σzi 〉 ≈ −0.972. The bulk qubits tµ are strongly polarized toward zero with values in the < 10−3 regime. (b) Directly
after acting with σxi at position i = 8. With the exception of the excited spin, the rest of the physical spins σzi or rather their
expectations values are little affected by the sudden excitation. But in the bulk degrees of freedom, there is a string of excited
〈tµ〉 > 0 qubits (located at µ = 2, 9, 13, 14, 15) emanating from the excitation at i = 8. (c) After some time has elapsed t = 0.5.
The bulk excitations with 〈tµ〉 > 0 have now de-localized into the rest of the interior. (d) At the final time t = 1.0. (e) Several
time traces of 〈tµ(t)〉 taken from selected bulk sites.

terms present on the RHS of (12), the condition that∑
µ tµ|Jxi 〉 = |Jxi 〉 would be violated. Moreover since the

space of operators {χαµ} and the Clifford algebra it gen-
erates, act irreducibly on |0〉 to span Ht, the expansion
(12) is unique. Now there also exists a U(1) gauge re-
dundancy in (12) generated locally in the bulk by χzµ. In

that we can rotate χx,yµ by eiφχ
z
µ which is compensated

by a transformation of the vector (Jx,xi,µ , J
x,y
i,µ ). We then

exploit this internal gauge symmetry of the MERA cir-
cuit to set, without loss of generality, Jx,yi,µ = 0. We will
make this gauge choice in the rest of paper. This leads
to the simplified expansion,

Jxi =
∑

µ∈J+(i)

(Jxi,µ)χxµ (14)

where Jxi,x ≡ Jx,xi,µ .

In practice the coefficients {Jxi,µ} have to be numeri-
cally determined which we have done. Shown in Fig.6 are
plots of the 1-hologron excitations |Jxi 〉, as the appear in
the bulk. Like previously observed in Fig.4(b), they have
the character of string-like excitations that emanate from
the boundary excitation site. In fact, because of the lo-
calization to the 1-hologron number sector (Nt = 1) the
amplitude squared |Jxi,µ|2 for fixed i is identical to 〈tµ(0)〉
of Fig.4(b). Also as time progresses, we know from the
real-time dynamics data, that the string excitation will
subsequently diffuse in the bulk. In Section VI D we de-
termine the specific bulk 1-hologron Hamiltonian which
drives this diffusion.

A physical interpretation of the state |Jxi 〉 is that, it
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FIG. 5. Spectral distribution of the total hologron number op-
erator Nt =

∑
µ tµ, for the transformed ground state M|Ω0〉

(a), and the transformed spin-flipped excited state Mσx8 |Ω0〉
(b). For M|Ω0〉 the spectral weight is strongly localized in
the Nt = 0 vacuum sector where the trivial product state |0〉
lies. For the excited state Mσx8 |Ω0〉, the spectral weight is
now localized in the Nt = 1 sector which is an 16 dimensional
subspace of Ht.

is the result of sourcing hologrons using the ‘magnon’
creation operator σxi acting in the spin-ordered phase
〈σzi 〉 6= 0. Thus |Jxi 〉 is the holographic dual to an Ising
magnon mode, which because of the Hamiltonian, will
dynamically evolve over time. It must be emphasized
that the excited state σxi |Ω0〉 is still a complicated many-
body state. However the MERA transform acts to sim-
plify the ground state |Ω0〉 into a trivial product state
|0〉 at the cost of making the local excitation operator σxi
non-local in one dimension higher. This operator in the
bulk is of course Jxi of equation (14).

Analogous operator expansions hold for the Jyi , J
z
i

boundary sourced operators which remain strongly local-
ized in a few sectors in {χαµ} operator space, as is shown
in Fig.7. They are given as

Jyi =
∑

µ∈J+(i)

(Jyi,µ)χyµ (15)

Jzi =
∑

µ∈J+(i)

(Jz,zi,µ )χzµ +
∑

µ,ν∈J+(i)

∑

α,β=x,y

(Jz,αβi,µν )χαµχ
β
ν

(16)

Like the Jxi operator, the expansion of Jyi involves only
superpositions of single χx,yµ operators. But the expan-
sion of Jzi involves superpositions of single χzµ and dou-
ble spin-flip operators χx,yµ χx,yν . Moreover, from the ex-

pansions of Jxi and Jyi it is clear that the parity of
the hologron number Nt and the parity of the number
of spin-flips (σx,yi ) agree. This reflects the Z2 symme-
try of the transverse field Ising model, which becomes a
number parity symmetry of the Jordan-Wigner fermions.
Since σx,y,zi for all i forms the full set of generators of
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FIG. 6. (color online) Plots of the 1-hologron bulk states |Jxi 〉
sourced by the spin-flip operators σxi acting on ground state
|Ω0〉. Due to translational symmetry, only a pair of odd (a)
and even (b) boundary sites are shown that are marked by
the red disks. Note that the MERA network itself breaks
the 1-site translational symmetry of the physical chain down
to a 2-site translation. The histograms are probability den-
sity distributions of |Jxi 〉 within the bulk, with the bulk sites
arranged along the binning axis. In either case, |Jxi 〉 is a
string-like excitation in the bulk emanating from the physical
boundary excited site, just as seen in Fig.4.

the boundary observables, the full dictionary between
boundary and bulk observables is furnished by this iso-
morphisms of Clifford algebras given by these operator
expansions!

B. Physical States of the Hologrons

Next we take the dual viewpoint and consider the
sorts of physical states that are produced by single bulk
hologrons. In this instance, the boundary wavefunctions
M†χxµ|0〉 ∈ Hs were computed from exciting the trivial
state |0〉 and then applying the inverse MERA transform
M†. Technically, this is achieved by replacing at µ the
low isometry Wlµ in the ground state ansatz network
with a high isometry Whµ and then producing an entire
wavefunction in Hs with the modified tensor network.

Shown in Fig.8 are plots of the local observables si ≡
(〈σxi 〉+ 1)/2 computed with M†χxµ|0〉 for all µ. It shows
that the local bulk hologron states produce non-local
changes to the otherwise ordered ground state |Ω0〉; their
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FIG. 7. Spectral distribution of the total hologron number op-
erator Nt =

∑
µ tµ, for the transformed spin-flipped excited

state Mσy8 |Ω0〉 (a) and the spin-flipped excited state Mσz8 |Ω0〉
(b). For Mσy8 |Ω0〉 the spectral weight remains strongly local-
ized in the Nt = 1 while for the state Mσz8 |Ω0〉, the spectral
weight is now distributed over the Nt = 0, 2 sectors.

physical range depending on how deep in the bulk these
hologrons are. Physically, the 1-hologron states resemble
non-local ‘stretched magnon’ excitations on the bound-
ary. A sort of holographic analogue of the Ising magnon
σxi |Ω0〉, which is the physical content of equations (12)
and (14). Hence the complimentary viewpoint that local
bulk degrees of freedom are non-local on the boundary,
is confirmed from these single hologron states.

C. Bulk-Boundary Correspondence

To complete the “holographic” correspondence be-
tween the physical (boundary) and ancillae (bulk) de-
grees of freedom, we proceed by defining the partition
(generating) function on the boundary with respect to
the Heisenberg operator σxi (t) := eiHtσxi e−iHt as

Zbnd[hxi ] := 〈Ω0|T exp

(
−i
∫ tf

ti

dt
∑

i

hxi (t)σxi (t)

)
|Ω0〉

(17)

such that the time-ordered correlators are obtained from
differentiation

〈Ω0|Tσxi1(t1)σxi2(t2)|Ω0〉 = i2
δ2Zbnd[hxi ]

δhxi1(t1)δhxi2(t2)

∣∣∣∣
hxi =0

(18)

and more generally

〈Ω0|T
N∏

n=1

σxin(tn)|Ω0〉 = iN

(
N∏

n=1

δ

δhxin(tn)

)
Zbnd[0].

(19)

A few comments are in order for readers more used to
quantum field theory. Here we have used the canonical
formulation with Dyson time-ordering in defining the cor-
relation functions as opposed to the more popular func-
tional integral formulation. Our reasons have primarily
to do with simplicity. Nevertheless, path-integral formu-
lations for tensor networks, specifically MPSs53 exist that
are aimed at capturing low energy dynamics and fluctu-
ations. Furthermore, it is well known that formulating
the partition function of the transverse field Ising model
leads to the 2D Ising model.54 It would be worthwhile in
the future to flesh out the detailed ramifications of the
MERA quantum circuit from the 2D Ising model per-
spective. We also note that our formulation of spin-1/2
correlators and their associated equation of motions can
be cast into the Schwinger equations of motion frame-
work developed in Ref.[55] for the more general case of
Hubbard operators.

Secondly, we have defined the “interaction picture”
with respect to the full Hamiltonian

H = −
∑

i

σxi σ
x
i+1 + hzσzi

since there are no “free Gaussian terms” in the Hamil-
tonian from the point of view of spins. Thus there is no
need to divide by “vacuum bubbles” and for the notion
of “in” and “out” states at asymptotic infinity. The par-
tition function Zbnd should then really be identified with
the ground state to ground state quantum amplitude in
the presence of sources, in real time.

Thirdly, the addition of the source field is equivalent to
adding a time-dependent source term to the Hamiltonian
such that H → H +

∑
i h

x
i (t)σxi where hxi can be seen as

a local longitudinal field. Moreover since the transverse
field Ising model is exactly integrable by the Jordon-
Wigner(JW) transform, Zbnd[hxi ] can be computed or-
der by order in hxi by Gaussian integration of the JW
fermions.

Moving on, we next apply the MERA quantum circuit
to the 1D chain and take as an equality that the ansatz
and ground state agree, M†|0〉 = |Ω0〉. Then the parti-
tion function transforms as

Zbnd[hxi ] = 〈Ω0|T exp

(
−i
∫ tf

ti

dt
∑

i

hxi (t)σxi (t)

)
|Ω0〉

= 〈0|T exp

(
−i
∫ tf

ti

dt
∑

µ

jxµ(t)χxµ(t)

)
|0〉

= Zblk[jxµ] (20)

where from (14), the source field hxi on the physical
Hilbert space Hs is related to the source field jxµ in the
bulk Hilbert space Ht by

jxµ(t) :=
∑

i

(Jxi,µ)hxi (t). (21)

That is jxµ satisfies the “boundary condition” imposed by
hxi and (Jxi,µ) the linear transformation (kernel or matrix)
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FIG. 8. (color online) The boundary states of local bulk hologrons M†χxµ|0〉 ∈ Hs. The dark triangles mark the location µ
of the hologron in the bulk. In the paramagnetic phase hz = 3, the physical observable 〈σzi 〉 is strongly polarized towards
−1. So shown in the bar chart are the observables (〈σzi 〉 + 1)/2 as a function of site i, and are strongly polarized towards 0
in the ground state. Due to translational symmetry only 4 chosen hologron states(a,b,c,d) are shown, with increasing circuit
depth τ . But there is a slight left-right asymmetry from the MERA tensors network and is not a feature of the physical model.
As was mentioned in Section IV B, the hologrons closer (further) to the boundary are more localized (non-local) in physical
space. Again, this can be understood purely from the structure of their causal cones. For the two deepest hologrons located
at µ = 14, 15, their physical influence extends to the entire boundary. Otherwise, when the physical extent of a local bulk
hologron excitation is bounded on the boundary, its physical state resembles a ‘stretched magnon’ waveform or wavelet.

that relates the two. These coefficients were computed
with the MERA tensors and are basically the numerical
results shown in Fig.6. The statement that boundary and
bulk partition functions agree Zbnd[hxi ] = Zblk[jxµ] for
suitable matched source terms is the holographic duality !
This relationship is visually expressed in Fig.9.

On the surface, this duality trivially appears as a uni-
tary or canonical transform implemented by M. How-
ever from a correlations and entanglement perspective
the vacuum states |Ω0〉, |0〉 used to evaluate the respec-
tive partition functions are vastly different. In that, the
boundary state |Ω0〉 contains quantum ground state cor-
relations, whilst the bulk state |0〉 is an exact tensor prod-
uct and is completely trivial in terms of the logical qubits
tµ in the bulk. Thus the duality implemented by M is
a ‘correlated-uncorrelated ’ duality between the physical
(boundary) si and the logical (bulk) tµ degrees of free-
dom. It is very tempting to label this a “strong-weak”
duality as in commonly done in the AdS/CFT litera-
ture, however we must remind ourselves that the bound-
ary Hamiltonian is really a theory of free JW fermions,
but at a finite occupation which gives rise to the non-
trivial ground state correlations. Moreover, here the

bulk remains fully quantum mechanical as opposed to
the AdS/CFT correspondence where the bulk is approx-
imately classical in the large-N limit. Even though the
large hz plays a role that is similar spirit to the large-N ,
we should emphasize that the similarities are only super-
ficial, mainly because there is no ‘dynamical’ gravity in
the MERA network and the model is in the non-CFT
limit.

Although it is simple to express Zblk[jxµ], the complex-
ities of the dynamics of the bulk operators χαµ(t) are en-
coded in their equations of motion

∂tχ
α
µ(t) = i[HM, χ

α
µ(t)] (22)

with the bulk Hamiltonian HM = MHM†. In practice
this is done through the study of its correlators or Green’s
functions. In general the multi-point (n > 2) Green’s
function satisfies complicated equations of motions be-
cause of the complicated matrix elements of HM. They
have to be studied in the different excitation sectors at
a time. Fortunately we can organize the correlators ac-
cording to the number of σxi insertions which corresponds
to the number of different hologron number Nt =

∑
µ tµ

sectors. In the next subsection, we will discuss our nu-
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jx µ
χ
x µ
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p
( −

i
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h
x i
σ
x i

)

boundary
(physical)

bulk
(logical)

FIG. 9. A schematic of the bulk-boundary correspondence
which is just a unitary isomorphism between physical Hs and
logical or ancillaeHt Hilbert spaces. The vertical axis denotes
real-time t direction and the unitary maps T exp

(
−i
∫
hxi σ

x
i

)
and T exp

(
−i
∫
jxµχ

x
µ

)
act on |Ω0〉 and |0〉 respectively. The

respective partition functions or quantum amplitudes are
given by the overlaps Zbnd = 〈Ψbnd|Ω0〉 and Zblk = 〈Ψblk|0〉.
The holographic equivalence is the statement that Zbnd =
Zblk which derives from |Ω0〉 = M†|0〉 and the relation (21)
between the source fields.

merical results from just the Nt = 1 single hologron sec-

tor H(1)
t .

D. The bulk Hamiltonian HM and the single

hologron sector H(1)
t

The matrix elements of the bulk Hamiltonian HM can
be straightforwardly computed by essentially the same
methods as used to compute observables with MERA
tensors.16 The technical details are outlined in Appendix
C.

The results of Section IV B, specifically Fig.5(b), sug-
gest that the low energy structure is described by the
single hologron subspace which is precisely defined as

H(1)
t := Span{|1µ〉 ≡ χxµ|0〉, µ ∈ bulk}.

Furthermore we define the 1-hologron Hamiltonian by

H
(1)
M =

∑

µ,ν∈bulk

〈1µ|HM|1ν〉|1µ〉〈1ν | (23)

and compare the exact energy spectrum to the spectrum
of the bulk Hamiltonian in the low energy effective 1-
hologron subspace. Shown in Fig.10(a) is a comparison
between the exact low energy spectrum of H and the en-

ergy spectrum of the effective bulk Hamiltonian H
(1)
M , ob-

tained by restricting HM toH(1)
t . A very good agreement

is obtained between the exact and effective spectra, which
is another indication of the long lived stability of the sin-
gle hologron as a quasiparticle. However the higher ex-
cited states involving larger Nt > 1 sectors are no longer
reliably described by a ‘gas’ of independent hologrons.
Nevertheless, we can expect that in the dilute limit or
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FIG. 10. (color online) The spectrum of H
(1)
M which is HM

truncated to the 1-hologron subspace H(1)
t . The model re-

mains in integrable paramagnetic phase with hz = 3, and
the overall agreement between the exact and effective is ex-
cellent. (a) The comparison between the exact low energy

spectrum of H and H
(1)
M , as well the variational ansatz en-

ergy 〈0|MHM†|0〉. (b), (c) Wavefunctions of the first |ψ1〉
and 16th |ψ16〉, excited eigenstates of HM computed in the 1-
hologron sector. The histograms display the probability den-
sities at each bulk site. |ψ1〉 is strongly held at the bulk center
while |ψ16〉 is evenly distributed near boundary.

small Nt, the accuracy of an independent hologron ap-
proximation will improve with increasing system size L,
mainly due to the short range correlations of the massive
paramagnetic phase. Also shown in Fig.10(b,c) are the

lowest and highest energy eigenstates of H
(1)
M as they ap-

pear in the bulk. The first excited state |ψ1〉 is strongly
localized at the center of bulk. Whereas |ψ16〉, the high-
est excitation is evenly distributed along the bulk sites
closest to the boundary, which are also physically the
most UV in physical character. Generically, the lower
energy the excitation, the more IR it is and its bulk state
wavefunction remains closer to the center, and vice versa.
This generally agrees with the intuition that IR (UV) de-
grees of freedom are lower (higher) in physical energy.

Next, we examine the actual matrix elements of H
(1)
M ,

which can be interpreted as a hopping Hamiltonian for
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FIG. 11. (color online) The matrix elements of H
(1)
M interpreted as a hopping Hamiltonian in the bulk. Recall also that

disentanglers are present but not drawn here. All matrix elements are all real-valued because the H and the MERA tensors are

real-valued. For clarity, only the traceless part of H
(1)
M is plotted. The solid (green) circle marks the bulk site from which the

hologron hops from. The triangles are colored according to the value of the relevant matrix element, and the triangle within
the (green) circle corresponds to the on-site energy matrix element. The bar charts display the same data in quantitative
values. For example in (d), the large negative value at site 14 indicates a deep potential well for the hologron. The shaded
region bounded by the dashed (red) lines denotes the bulk sites accessible by hopping from the circle. The range of hopping is
limited by both the causal cone structure (kinematics) and the specific values of the Hamiltonian (dynamics). For example the
‘forbidden pockets’ around sites 12,13,14 and 15 in (c,d) are dynamical in origin.

a single hologron. Shown in Fig.11 is data from these
matrix elements involving bulk sites of varying depths
within the bulk. Most striking is Fig.11(a) which ex-
hibits the matrix elements from a near boundary (UV)
bulk site. It displays the finite range of hopping into the
bulk which can be traced back to the limited extent of
the causal cones of the bond operators Hi which lie under
the influence of site µ = 2. This is a clear demonstra-
tion of the kinematical constraints on the 2 dimensional
motion of the hologron quasiparticle. That although the
bulk Hamiltonian HM is now non-local, the arrangement
of the MERA network limits the degree of non-locality
in the bulk. This is the main reason for the bulk locality
that was alluded to in interpreting the data of Fig.4(e).
Furthermore with increasing depth, the range of hopping
increases. But there are sometimes pockets of forbidden
regions, like in Fig.11(c,d) which we regard as having to
do with dynamical constraints imposed by the specific

values of H
(1)
M . In the CFT limit of the holographic cor-

respondence there are no specific limitations to bulk dy-
namics, save for conformally invariant data, such that the
bulk is entirely described by kinematics alone, which is
the observation of Ref.15. Lastly, although the hoppings

from the deepest sites µ = 14, 15 are fully non-local, the
large negative on-site values [See Fig.11(d)], indicate a
deep potential well for the hologron and hence limit the
effects of this non-locality by suppressing the quantum
tunneling from the center. The deep well also explains
the wavefunction localization of |ψ1〉 of Fig.10(b). It is
tempting to speculate that in the high-density (Nt � 1)
thermal states, a deep central well in the bulk will aid
in the formation of a ‘black hole’ by condensation of
hologrons.

E. Dynamics in the 1-hologron sector

In this section, we study the real-time dynamics im-

plied by H
(1)
M as a low energy effective Hamiltonian.

Again, we limit ourselves to the first L eigenstates of

the theory, or equivalently the 1-hologron subspace H(1)
M

which by (14) is spanned by the single spin-flipped states
σxi |Ω0〉. The single hologron time-ordered correlator is
defined to be

Gµν(t) := 〈0|Tχxµ(t)χxν(0)|0〉 (24)
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and is related to the physical time-ordered correlation
function

Gij(t) := 〈Ω0|Tσxi (t)σxj (0)|Ω0〉 (25)

through the time independent relation

Gij(t) =
∑

µ,ν

Jxi,µGµν(t)Jxj,ν . (26)

As usual, these can be obtained in principle through func-
tional derivation of their respective partition functions.
The causal (Feynman time-ordered) Green’s function can
be expressed in terms of the familiar retarded GR and
advanced GA Green’s functions,

Gµν(t) = Θ(t)〈0|χxµ(t)χxν(0)|0〉
+ Θ(−t)〈0|χxν(0)χxµ(t)|0〉
= GR

µν(t) + GA
µν(t). (27)

It is convenient to associate the traceless part of H
(1)
M

with the Hamiltonian of the excitation

h
(1)
M = H

(1)
M − E11, E1 =

(
1
L

)
TrH

(1)
M . (28)

The matrix elements of h
(1)
M were shown in Fig.11 which

demonstrate their varying degree of locality in the bulk.
The difference in energy (E1−E0) can be associated with
the “rest mass” of the single hologron excitation. An al-
ternative and equally valid convention is to choose E1

as the minimum of energy of H
(1)
M . The 1-hologron re-

tarded/advanced Green’s function then has the spectral
expression

GR
µν(t) =

∫ ∞

−∞
dω GR

µν(ω) e−i2πωt (29)

GR
µν(ω) =

[
i

ω − h(1)
M − (E1 − E0) + i0+

]

µν

(30)

GA
µν(ω) = GR

µν(−ω) (31)

where we have used the fact that h
(1)
M is real and symmet-

ric to derive GA. This gives the form of the time-ordered
correlator as

Gµν(t) =

∫ ∞

−∞
dω Gµν(ω) e−i2πωt (32)

Gµν(ω) = GR
µν(ω) + GR

µν(−ω) (33)

In practice, it is more straightforward to diagonalize h
(1)
M

and its eigenstates {|εn〉}n and compute GR
µν through

GR
µν(t) = Θ(t)e−i2π(E1−E0)t

∑

n

〈µ|εn〉〈εn|ν〉 e−i2πεnt

(34)

where we associate the n independent phase factor as
being the oscillation due to the “mass” of the excitation.
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FIG. 12. (color online) The square of the dynamical correlator
〈Ω0|σxi (t)σx0 (0)|Ω0〉 computed exactly using the time-evolved
many body wavefunction |Ψ(t)〉 (red lines), and using the ef-

fective (blue line) 1-hologron Hamiltonian H
(1)
M and the source

coefficient {Jxiµ} of Fig.6. (a,b,c) Several time-dependent cor-
relators from different physical sites of varying distance from
i = 0. (d) The MERA network with sites labeled for quick
reference.

This leads to the time-ordered correlation function in real
time as

Gµν(t) =
∑

n

〈µ|εn〉〈εn|ν〉e−i2π(εn+E1−E0)|t|

= 〈µ|e−i2π(h
(1)
M +E1−E0)|t||ν〉 (35)

In our numerics we will take t > 0 for simplicity and
choose only the retarded branch.

Finally we relate the bulk correlator or propagator
Gµν(t) and its physical or boundary counterpart Gij(t)
via (26) which we can compute explicitly using

Gij(t) = 〈0|T{Jxi (t)Jxj (0)}|0〉
=
∑

n

∑

µν

Jxi,µJ
x
j,ν〈µ|εn〉〈εn|ν〉e−i2π(εn+E1−E0)|t|.

(36)

Shown in Fig.12 is the comparison between the dynamical
correlation functions computed from just the physical de-
grees of freedom (using |Ω0〉 and H) and the holographic
methods just described. Again there is excellent agree-
ment between the exact and effective methods, demon-
strating the usefulness of using the MERA network to
compute time-dependent and out of equilibrium physical
observables. Moreover, just like in Fig.4(e) sites further
away from the excitation at i = 0, require more time for
correlations to build up from zero. Although this is natu-
rally expected of the exact physical correlator, it is highly
non-trivial that the bulk effective model produces this be-
havior too. However this is an important and necessary
characteristic for any successful holographic duality.
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We should remark that although the computation of
the correlator is made trivial by the fact that the trans-
verse Ising model is exactly solvable via the JW trans-
form, a correlated ground state is still invoked which
is represented by a sum over an occupied Fermi sea of
fermions. In fact, translating the JW fermion correlators
into the spin-spin correlator involves a determinant such
that for asymptotically large spin-chains, methods based
on the equation of motion56 can become more efficient.
This is to be contrasted with the holographic approach
where there is truly only a single body at play which is

the excitation itself within the restricted subspace H(1)
t .

F. A Systematic Method for Constructing
Effective Holographic Models

Now for the purposes of capturing the low energy effec-
tive physics using bulk degrees of freedom, the hologron
basis provides a systematic way to manufacture effective
bulk Hamiltonians and improve their accuracy by enlarg-
ing the number of hologrons Nt used. This is achieved
by projecting HM into a fixed maximum number of Nt

H≤mt = H(0)
t ⊕H(1)

t ⊕ . . .H(m)
t ⊂ Ht.

Although unnecessary for exactly solvable models like the
transverse field Ising model, such a construction may be
invariably useful in non-integrable models. As a case in
point, we consider a non-integrable version of the trans-
verse field Ising model which includes the perturbation
H ′ = V

∑
i σ

z
i σ

z
i+1. We then compare energy spectra

obtained by exact diagonalization and from using an ef-
fective multi-hologron bulk Hamiltonian. This data is
shown in Fig.13 and as expected, quantitative accuracy
can be maintained from the effective approach whenever
the number of degrees of freedom is sufficiently large.

G. Comparisons with the single mode
approximation

Finally, we should comment that the formulation of
the low energy excited states using the hologron basis
{|1µ〉 ≡ χxµ|0〉} amounts to a single mode approximation
(SMA) using the states {σxi |Ω0〉}. However there are
some key differences between the single mode approach
and the MERA approach to building a low energy effec-
tive Hamiltonian.

Firstly, the single excited modes {σxi |Ω0〉} do not form
an orthogonal basis and a Gram-Schmidt orthogonalized
basis which is not unique is needed. Moreover a Gram-
Schmidt basis will in general lose the physical interpre-
tation of a localized flipped spin, due to the linear super-
positions involved. Often momentum-eigenstates from
spin-flipped states are used as an orthogonal basis. Fur-
thermore systematically extending to a greater number
of excited modes is less straightforward. By contrast the

hologron basis, being a logical bulk degree of freedom, are
always orthonormal and localized on the isometry ten-
sors in the bulk. As was mentioned, the bulk hologron
degrees of freedom are organized into different physical
length scales and as with the case of a single hologron
has a simple kinematic hopping Hamiltonian form in the
bulk. In a sense, they are truly holographic.

Secondly, when computing the effective Hamiltonian
in the single mode approximation, the following matrix
elements have to be determined

〈Ω0|σxi Hσxj |Ω0〉, for all i, j

and is holographicaly dual to

〈0|χxµHMχ
x
ν |0〉, for all µ, ν.

In the direct approach, the matrix elements of H are
simple but the ground state wavefunction |Ω0〉 is compli-
cated and entangled. In the holographic approach, the
bra and ket states are simple but HM is complicated and
encodes the complexity that lies in |Ω0〉 through the ten-
sors. This might not seem like a fair trade-off because
of the added complexity of working with HM. However
in the cases where the ground state wavefunction |Ω0〉 is
unknown or too large to store in memory, constructing
low energy effective Hamiltonians from HM may be use-
ful, provided that M†|0〉 can produce a good variational
approximation to |Ω0〉.

VII. EMERGENT BULK GEOMETRIES

Finally we present some speculations about the emer-
gent bulk background geometry which is probed by the
1-hologron sector. If we imagine taking the large sys-
tem size limit, then we can expect that the 1-hologron

dynamics as described by h
(1)
M to approach a continuum

Schrödinger operator. That is as L→∞

h
(1)
M → −∆̂ + V̂ (37)

where “lengths” are measured in appropriate units such
that the kinetic term has the simplified Laplacian form
−∆̂. V̂ is a local potential which we cannot rule out a
priori in this context. One may regard that −∆̂ con-
tains only the kinematical information, while V̂ the dy-
namical information. Strictly speaking, this conjecture

requires that h
(1)
M maintains its locality in the thermody-

namic limit. Since our boundary theory here lies in its
gapped phase which strongly satisfies the cluster decom-
position principle, we expect that locality should extend
to the bulk similarly. Although it remains a conjecture
at this point that (37) is a correct continuum limit. With
this caveat, the geometry of the bulk can then be read
off from ∆̂ in principle. This could perhaps be achieved
by path-integral quantizing and determining the metric
tensor from the kinetic part of the action. Finally, it has
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FIG. 13. (color online) Comparisons between the exact physical energies and the effective holographic bulk Hamiltonian energies
for a non-integrable deformation of the transverse Ising model. The model is generalized by adding a perturbation V

∑
i σ

z
i σ

z
i+1

to H. The specific parameters are hz = 3 and V = 0.1 (a) The case where the bulk Hamiltonian contains at most a single
hologron. (b) The case where up to three hologrons (Nt ≤ 3) are included in the constructing the effective bulk Hamiltonian.
The effective Hilbert space remains much smaller than dim(Hs), yet correctly captures the low energy spectra. (c) Comparison
between the first 137 low energy exact eigenstates and the spectra computed with a hologron bulk Hamiltonian with up to four
hologrons (Nt ≤ 4). The agreement or accuracy of the bulk effective hologron Hamiltonian greatly improves with increasing
numbers of hologrons included.

been discussed in the literature57–59that the bulk geom-
etry of a MERA network in the continuum limit, may
actually correspond de-Sitter space-time instead of AdS.
We expect that determination of ∆̂ and the geometry it
describes will actually shed some light on this issue.

VIII. CONCLUSIONS

In this paper we have re-purposed the MERA ten-
sor network as an analysis tool to study excited state
evolution of the 1D transverse field Ising model. By
reinterpreting MERA as a reversible quantum gate be-
tween physical and ‘logical’ qubits, our numerical work
has yielded bulk holographic dynamics that realizes in a
concrete way, many of the features of the gauge-gravity
(AdS/CFT) holographic duality; all without quantum
gravity nor gauge symmetry. We have primarily stud-
ied the transverse field Ising model in its gapped para-
magnetic phase (hz = 3) using the unitary transform
provided by the MERA. We chose to do so because the
strength of this correlated-uncorrelated duality improves
the further away the transverse field Ising model is from
its CFT point. Also the use of optimized disentanglers
was key to realizing this duality; namely the fidelity be-
tween the exact ground state and the MERA ansatz.

Our ‘holographic analysis’ of a locally excited ground

state and the first few excited eigenstates then yielded
Hilbert space localization within the bulk Hilbert space.
This then prompted the definition of a stable holographic
bulk quasi-particle which we refer to as the hologron in
this paper. These hologron excitations that reside in
the ancillae qubits of the MERA quantum circuit, span
the orthogonal complement to the MERA ansatz and
are purely logical or informational in character. In the
sense that they encode quantum fluctuations measured
relative to the MERA ansatz which is a trivial product
(vacuum) state in the bulk. Nevertheless, further study
of hologrons in the single number sector, specifically
their physical (boundary) characteristics, their sourcing
by spin-flips σxi , their relationship to the lowest mani-
fold of excited eigenstates and their two dimensional bulk
Hamiltonian and real-time dynamics have shown them to
be interesting physical degrees of freedom living in one-
dimension higher. More precisely, single hologrons were
shown to be the holographic dual to the Ising ‘magnons’
or spin-flips in the spin-chain. Then extending to the
multi-hologron Hilbert space by truncating the maxi-
mum number of hologron in the bulk Hamiltonian pro-
duces ever more accurate effective low energy Hamil-
tonians. This provides a novel and systematic way to
construct low energy effective Hamiltonians which was
demonstrated to work even for a non-integrable defor-
mation of the transverse field Ising model.

It would be important to extend these results beyond
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the L = 16 finite size. However, this will certainly re-
quire the use of MPS based techniques. We speculate
that asymptotic forms for the MERA tensors and the
low energy bulk Hamiltonian for arbitrarily long spin-
chains may be derivable for large hz as an 1/hz expan-
sion. Another interesting scenario would be to study in
a controlled way, hologron-hologron scattering in longer
chains. Other more obvious extensions would be to gen-
eralize to more complicated situations which perhaps ex-
hibit non-trivial symmetry, topological order, finite tem-
perature or models in higher dimensions. As for latter
case, we predict that the low energy dynamics could also
be captured using an adequately optimized MERA quan-
tum circuit. Other possible directions for future work
might include studying dynamics within the MERA cir-
cuit in the presence of symmetry.60 There have also been
several recent studies61–64 involving stabilization of out-
of-equilibrium or periodically driven Floquet systems in
disordered systems. We expect signatures of such phe-
nomena in the MERA bulk. Since our methods are suited
to study dynamics, albeit in small systems, studying pe-
riodic drives would be a natural step forward.
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Appendix A: MERA network construction.

In this appendix we describe the construction of the
MERA quantum circuit from a ground state wavefunc-
tion previously obtained by exact diagonalization. The
basic unit is a contiguous block of 4 sites obtained by
partitioning the chain into units of 4, see Fig.14. The
physical state of this 4-site block state is given by a 4-site
reduced density matrix (4RDM) ρAB0 obtained by tracing
out its environment. This 4RDM is acted on by a pair of
left and right disentanglers u := uL⊗uR ∈ SU(4)×SU(4)
giving ρABu := uρAB0 u†. Thereafter a disentangled 2-site
reduced density matrix (2RDM) is obtained from trac-
ing out the left and right most sites ρAu = TrBρ

AB
u . The

isometry W (unitary gate) is an SU(4) matrix that eigen-

uL

W

uR

B
A

︸︷︷︸

B

s(i,τ+2)

s(2i−1,τ+1)s(2i,τ+1)s(2i+1,τ+1)

t(i,τ+1)

s(2i+1,τ) s(2i,τ) s(2i−1,τ) s(2i−2,τ)

s(2i−2,τ+1)

FIG. 14. (color online) A basic 4 site block (solid green)
acted by a left/right disentanglers uL,R and an isometry W .
The hashed green regions denote the rest of the sites that act
as the environment. Of the 4 sites, the central two sites de-
note the A region, and the left/right sites, the B region. A
4-site block reduced density matrix ρAB0 is obtained by trac-
ing over the environment (hashed) degrees of freedom. The
left/right disentanglers act to minimize the short ranged en-
tanglement between the central A sites and its boundary B
sites. This entanglement is quantified by the von-Neumann
entropy Sent[ρ

A
u ] = −Tr(ρAu log ρAu ) of the disentangled A re-

duced density matrix ρAu = TrB(uρAB0 u) with u = uL ⊗ uR.
The W isometry tensor then acts to separate the high and
low entanglement Schmidt states producing new bulk tµ and
sµ output qubits. Here uL ≡ U(i,τ), uR ≡ U(i−1,τ) and
W ≡W(i,τ+1).

decomposes ρAu into new bulk tµ and renormalized sµ
qubits, as described in Section II. These output states are
organized by the eigenvalues of ρAu as shown in Fig.2(c).
This 4-site block process is iterated until no more 4-site
blocks are available at that τ level. The total action
of these gates for a single MERA level (τ) produces the
next MERA level (τ+1). A new pure state wavefunction
with half the number sites is obtained when the all the
{ti,τ}i bulk qubits are projected onto their low |0〉 state.
This entire process is iterated until the entire network of
tensors is obtained.

The main challenge then is to compute the disentan-
glers uL, uR ∈SU(4) which minimize the 2-site block
entanglement entropy Sent[ρ

A
u ] = −Tr(ρAu log ρAu ). To

achieve this goal we have employed a simple gradient de-
scent minimization algorithm which we describe in the
next subsection. The chief technical complication lies
in computing the gradient of the Sent[TrB(u · u†)] func-
tional on 4RDMs, in the tangent space of SU(4)×SU(4)
unitaries.

1. The gradient of the S functional

The total disentangler u = uL ⊗ uR is an element of
SU(4)×SU(4) ⊂ SU(16) and ρAB0 as a matrix is an ele-
ment of C16×16. The functional S : SU(4) × SU(4) → R
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to be minimized is given explicitly by

S(uL, uR) := Sent

[
TrB

(
(uL ⊗ uR)ρAB0 (uL ⊗ uR)†

)]

(A1)

with

Sent[ρ] := −Tr(ρ log ρ) (A2)

and where ρAB0 is fixed. For numerical purposes we
coordinatize SU(4) by its matrix elements in C4×4, as
uL,R =

∑
I(uL,R)IEI with I = (i, j) as a multi-index

and EI ≡ E(i,j) := ei⊗ eTj . In these coordinates we have
the Kronecker product

u = (uL)I(uR)JEI ⊗ EJ
=: uIJEIJ (A3)

with the implied Einstein summation of repeated in-
dices. Then taking unconstrained partial derivatives of
S(uL, uR) with respect to uL,R and its complex conjugate
uL,R yields

∂S

∂uIJ
= −TrA

([
1 + log(TrB [uρAB0 u†])

]
· TrB [EIJρ

AB
0 u†]

)

= −TrA
(
F [u, ρAB0 ] · TrB [EIJρ

AB
0 u†]

)
(A4)

and

∂S

∂uIJ
= −TrA

([
1 + log(TrB [uρAB0 u†])

]
· TrB [uρAB0 ETIJ ]

)

= −TrA
(
F [u, ρAB0 ] · TrB [uρAB0 ETIJ ]

)
. (A5)

Out of convenience we have defined the auxiliary func-
tional F [u, ρAB0 ] := 1+log(TrB [uρAB0 u†]). Note that due
to the log, F is only defined in the orthogonal comple-
ment to the kernel of TrB [uρAB0 u†]. We conventionally
take the functional trace-log to be zero on the kernel.

The unitary constraints of SU(4)×SU(4) require spe-
cial consideration when attempting to minimize S via
gradient descent. The method outlined by Manton65 ad-
dresses this problem in terms of optimization over the
more general Stiefel manifolds. As a Stiefel manifold
SU(4) ⊂ C4×4 is a nice compact and locally convex man-
ifold inside the space of 4 × 4 complex matrices. Inside
C4×4 one can define a projection Π : C4 → SU(4) such
that

Π(x) = arg min
u∈U(4)

||x− u||2HS (A6)

with ||x − u||2HS = Tr[(x − u)†(x − u)] being the Frobe-
nius or Hilbert-Schmidt norm. This projection map is
provided by the Singular-Value Decomposition (SVD)
of x such that if x = UΣV † then Π(x) = UV † where
U, V ∈SU(4). The diagonal matrix Σ has only non-
negative entries. To see this consider

Tr[(x− u)†(x− u)] = Tr[(UΣV † − u)†(UΣV † − u)]

= Tr[V (Σ− U†uV )†U†U(Σ− U†uV )V †]

= Tr[(Σ− u′)†(Σ− u′)] (A7)

where u′ := U†uV is unitary also. Since Σ is diagonal
and non-negative, the right hand side is minimized for u′

diagonal and real positive. This is achieved only if u′ = 1

which implies u = UV † as claimed.
Next we want to parametrize local neighborhoods of

x ∈SU(4) by the local tangent space. Employing notions
from Lie groups, we use the left invariant vector fields
to describe the tangent space TxSU(4). We take v :=
(Lg)∗v0 ∈ TxSU(4) where v0 ∈ TeSU(4) and Lg is the left
translation (matrix multiplication) operator. Concretely
in C4×4 matrix coordinates if x(0) = x and ẋ(t) = v,
then x(t) = x exp(tv0) with v = ẋ(0) = xv0. Taylor
expanding up O(t2) yields

x(t) = x(1 + tvo) +O(t2)

= x+ tv +O(t2) (A8)

The special unitary constraint naturally requires the

skew Hermiticity, v†0 = −v0 and traceless-ness Tr v0 = 0.
The set of all such v0 ∈ TeSU(4) naturally is the Lie al-
gebra su(4) which is a N2− 1 = 15 dimensional R vector
space. Thus su(4) is our tangent space and the exp map
provides a map to the local neighborhood

x exp(·) : su(4)→ SU(4)

v0 7→ x exp(v0) (A9)

where x ∈ SU(4). However instead of carrying out the
full exp map numerically, we will use the projection Π
to map from the tangent space and local point SU(4)×
su(4) to a nearby SU(4) point

(x, v) 7→ Π(x(1 + v)). (A10)

We expect that locally Π(x(1 + t v0)) = x + t xv0 +
t2

2 xv
2
0 +O(t3) from just expanding the exp map.

In summary the general recipe is:

(1) Compute from expressions (A4,A5) the steepest di-
rections in C4×4 which lowers S.

(2) Project those directions onto su(4) by removing a
trace and demanding skew-hermiticity.

(3) Use the resulting su(4) tangent direction to map to
a new point in SU(4) using equation (A10).

In practice a refined form of the Newton’s gradient de-
scent is used to vary the step size. We have used the
back-track line search algorithm49 which is one simple
implementation of this. Although other gradient based
methods such as conjugate gradients may also be em-
ployed.

a. Symmetry and Gauge Fixing

Finally we should also mention the consequences of
translational and internal gauge symmetry. Like MPS,
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there is always an internal redundancy or gauge symme-
try in the non-uniqueness of the tensors. In our method,
this arises from the details of steepest descent algorithm
through the initial guess of disentanglers say. In being
consistent, we initialize all our disentanglers from iden-
tity at the start of the steepest descent. Also because
of translational and inversion symmetry of the physical
model, we can strictly enforce the condition that all ten-
sors within an RG layer (τ = 2n, 2n + 1) are identical.
However, this still leaves a residual even-odd asymmetry
because the choice of network topology explicitly breaks
the translational symmetry of the physical chain down to
a period two translation. See Fig.6(a,b) for consequences
of this.

Nevertheless, it is perfectly reasonable to obtain other
optimized MERA networks which are either not trans-
lationally symmetric or differ from ours by an internal
gauge transform. We like to speculate that this is part of
a discrete “emergent diffeomorphsim invariance” of the
bulk discrete “gravity-like theory”.

2. Quality of numerically determined MERA

We have used the method describe above to determine
the isometry {Wµ} and disentangler {Uµ} tensors from
numerical ground states. The quality of the resulting
MERA tensors may be assessed by the amount of min-
imal residual 2-site block entanglement entropy that re-
mains after the application of disentanglers. This resid-
ual entropy is greatest at the lowest or most fine-grained
scale τ = 1 and continually decreases with increasing τ
(RG iterations) in the MERA network.

Shown in Fig. 15 are computations of this minimal
entropy at the τ = 1 level for various spin-chain lengths
L and transverse field hz values. As can be expected
the optimized entanglement entropy is maximal near the
critical point hz = 1, but the extrapolated maximum is
shifted upwards from 1 due to finite size effects. Never-
theless this entropy remains relatively small away from
the critical point when deep in the gapped phases of the
model, where it is expected that correlations are strongly
classical ordered and the MERA network is efficient at re-
moving short-range entanglement. Most of our numerical
results use the value of hz = 3 deep in the paramagnetic
phase where this residual entanglement entropy is small.
Quantitatively, at the τ = 1 level without disentanglers
the initial 2RDM block entropy is 8.55 × 10−2 and de-
creases to 7.14× 10−3 with our optimized disentanglers,
which represents a 92% decrease.

This is consistent with the expectation that classically
ordered quantum states are “close to” product states.
The MERA circuit supports this by acting as an inter-
mediary in the form of a finite depth quantum circuit
that unitarily connects the numerical ground state to the
product state |0〉 ∈ Ht of tµ qubits.

Appendix B: Quality of MERA at other points

In this appendix, we show and comment on some re-
sults regarding our MERA tensor network M for points
other than the paramagnetic phase with hz = 3. The
topology of the MERA network remains the same with
L = 16 and a constant bond dimension of χ = 2. The
{Wµ, Uµ} tensors were determined by the same numerical
method described in Appendix A.

First, at the CFT point with hz = 1, a spectral de-
composition with respect to the hologron number Nt
shown in Fig.16(a) reveals that the transformed ground
state M|Ω0〉 is now significantly distributed over sev-
eral hologron number sectors; namely the even Nt sub-
spaces. Note that the tensors have been re-optimized
for the hz = 1 ground state. Thus in the details and
for the system size of L = 16, the MERA variational
ansatz may differ in the high” energy details. We how-
ever remark that finite-size effects in the L = 16 system
size and the constant bond dimension may be the lim-
iting factor to optimizing the network. More recently
Evenbly and White37 have determined analytic expres-
sions for the tensors of the scale-invariant (infinite size)
limit of the transverse Ising model using the connection
of MERA with wavelets. Shown in Fig.16(b) is the spec-
tral distribution for the hz = 1 ground state using these
expressions. They also show a large spread over hologron
number space, but still limited to the even sectors. Again
we attribute the low quality of the fidelity to the vacuum
sector |0〉 due to finite-size effects, since these analytic ex-
pressions are known to produce the correct scaling dimen-
sions of the Ising CFT.37 Also the pattern of localization
into only the even sectors is probably due a symmetry.

Next, we also considered adding perturbations to the
transverse Ising model, which breaks the exact integra-
bility of the model. The specific perturbation considered
is a σzσz coupling defined by

H ′ = V
∑

i

σzi σ
z
i+1. (B1)

The non-zero V coupling effectively introduces weak in-
teractions between Jordon-Wigner fermions of the 1D
chain but we remain still in the paramagnetic phase. In
this case the ground state |Ω0〉 remains well described
by the ansatz M†|0〉 as shown in Fig.17(a) but the eigen-
states are now spread beyond to neighboring number sec-
tors. For example, in the third excited eigenstate |E3〉
of H + H ′, the spectral distribution now includes the
Nt = 2 sector as shown in Fig.17(b). This is indicative
of hologron-hologron interactions in the bulk Hamilto-
nian M(H + H ′)M† which are not Nt conserving. As
mentioned in the main text, computation of the effective
bulk Hamiltonian and its energy spectra using up to the
Nt = 3 sector, reproduces well the exact spectrum in the
low energy sector.
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FIG. 15. (a,b) The minimal entanglement entropy Sent of a 2RDM ρAu after optimal disentanglers have been applied at the
first layer τ = 1. Data is shown in an (a) absolute and (b) log scale. The 2-site block resides in the τ = 1 layer of the MERA
and peaks near the critical point hz = 1, which is shifted due to finite size effects. Linear extrapolation of the maximum
entanglement entropy from for log-log plot (b) yields Sent ≈ 0.195. This should be contrasted with the maximum possible
entanglement entropy of log 0.25 ≈ 1.39 for 2 qubit density matrices.
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FIG. 16. Spectral distribution of the total hologron num-
ber operator Nt =

∑
µ tµ, for the transformed ground state

M|Ω0〉 at the CFT point hz = 1 but at finite system size
of L = 16 with PBC. (a) The distribution using tensors of
M that are numerically optimized to maximize fidelity. (b)
The distribution using the analytic expressions for the tensors
from Evenbly and White37.

Appendix C: Computing the bulk Hamiltonian.

In this appendix we briefly describe our numerical pro-
cedure to determine the matrix elements of the bulk
Hamiltonian; which is not a common procedure. Now
computing the matrix elements of HM = MHM† is a
technical challenge, but it can be broken down to several
smaller problems which amount to computing L sepa-
rate bond correlators with MERA tensors. Also it must
be emphasized that although HM is much denser than
H, it is much sparser than a dense 2L × 2L Hermitian
matrix. This is so because of the ‘causal cones’ which
bounds or kinematically constrains the communication
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FIG. 17. Spectral distribution of the total hologron number
operator Nt =

∑
µ tµ, for transformed eigenstates at the non-

integrable point (hz, V ) = (3, 0.1). (a) The ground state’s
M|Ω0〉 spectral distribution is remains highly localized in the
vacuum sector. (b) The third excited state spectral distribu-
tion is spread between Nt = 1 and Nt = 2 subspaces indicat-
ing a significant amount of hologron interactions which are
not Nt conserving.

between bulk qubits tµ.
The first step is to express H as a sum of bond terms

between nearest neighbors, which for the transverse field
Ising model is

H =

15∑

i=0

Hi, Hi = −σxi σxi+1 +
hz

2
σzi . (C1)

Then for each Hi we compute the matrix elements

〈n|M H M†|n′〉 (C2)
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for the hologron occupation states |n〉, |n′〉 which may
span over a complete basis of Hs or a subspace such

as the 1-hologron subspace H(1)
t . The influence of the

MERA network appears in bra and ket states (〈n|M),
(M†|n′〉). Now from the discussion in Section III regard-
ing the physical meaning of the bulk qubit tµ = 0, 1 and
hologrons in general, the state M†|n〉 is just the appropri-
ate network with its isometries replaced with either low
(Wlµ) or high (Whµ) tensors depending on the configu-
ration of |n〉. The resulting network is then contracted
in the usual manner. In our computations we have re-
lied heavily on the ITensor66 library to carry out these
tensor network contractions which proceeds just like a

bond energy calculation, but with the exception that the
bra and ket states, or in the diagrammatic notation of
Ref.16, the top and bottom networks are not equal. Fi-
nally, the matrix elements for a fixed Hi, will only involve
a fraction of the bulk sites. Namely those that lie in the
bottom (past) and top (future) causal cones. This then
leads to a sparser final HM than is naively expected. So
for example, to compute the bond energy 〈Hi〉 of an ar-
bitrary bulk wavefunction |ψ〉, one need only determine
the reduced density matrix of |ψ〉 in the causal cone of
MHiM

†, and then take a trace with the matrix elements
of MHiM

†.
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