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The partial transpose of density matrices in many-body quantum systems, in which one takes the
transpose only for a subsystem of the full Hilbert space, has been recognized as a useful tool to
diagnose quantum entanglement. It can be used, for example, to define the (logarithmic) negativity.
For fermionic systems, it has been known that the partial transpose of Gaussian fermionic density
matrices is not Gaussian. In this work, we propose to use partial time-reversal transformation to
define (an analogue of) the entanglement negativity and related quantities. We demonstrate, for
the symmetry-protected topological phase realized in the Kitaev chain, the conventional definition
of the partial transpose (and hence the entanglement negativity) fails to capture the formation of
the edge Majorana fermions, while the partial time-reversal computes the quantum dimension of the
Majorana fermions. Furthermore, we show that the partial time-reversal of fermionic density matri-
ces are Gaussian and can be computed efficiently. Various results (both numerical and analytical)
for the entanglement negativity using the partial-time reversal are presented for (1+1)-dimensional
conformal field theories, and also for fermionic disordered systems (random single phases).

I. INTRODUCTION

Entanglement has been perceived as one of the in-
triguing manifestations of quantum phenomena, since the
birth of quantum mechanics. There have been numer-
ous attempts in developing theoretical tools to detect
the quantum entanglement (see for example the review
articles [1, 2]). For a pure state, the entanglement be-
tween two complementary subsystems can be captured by
the von Neumann entanglement entropy, in which case,
it may assume an area law for gapped phases [3] or a
universal logarithmic dependence for critical phases [4–
6]. One important application of the bipartite entangle-
ment entropy is the identification and characterization
of topological phases of matter through the subleading
topological term in the entanglement entropy [7, 8]. For
a mixed state, however, the situation is more compli-
cated and rather open. In this case, the most practical
method to capture the entanglement in extended systems
is considered to be the (logarithmic) negativity [9–11]
of partially transposed density matrix, inspired by the
separability criterion based on the negative eigenvalues
of partial transpose [12, 13]. In parallel, the condition
of separability from quantum information point of view
was also studied in bosonic [14–17] and fermionic [18–22]
systems.

Different approaches have been devised to efficiently
compute the logarithmic negativity in various systems.
Harmonic oscillator chains were studied using the covari-
ance matrix technique [23–28] and quantum spin chains
were studied using the density matrix renormalization
group [29–33] and exactly [34, 35]. The topologically or-
dered phases were also investigated for the (2+1) dimen-
sional Chern-Simons theories [36, 37] and for the toric
code where exact calculations are applicable [38, 39].
A particularly important progress was due to a sys-
tematic approach developed for conformal field theories
(CFTs) [40, 41]. This approach was further expanded
to study massive quantum field theories [42] as well as
finite-temperature [43–45] and out-of-equilibrium situa-

tions [44, 46–48]. The entanglement spectrum of partial
transpose in CFTs was also recently studied [49]. Among
other useful numerical methods, tree tensor network [50],
Monte Carlo simulations [51, 52], and rational interpola-
tions [53] are notable.

In this work, we would like to revisit the problem of
finding the entanglement in fermionic mixed states. In
the previous studies on fermionic systems, initial work
by Eisler and Zimborás [54] and later works [55–60], the
definition of the fermionic partial transpose was based on
the partial transpose of the corresponding bosonic den-
sity matrix. In other words, the action of the partial
transpose on a fermionic density matrix is obtained from
the action of the partial transpose on the bosonic density
matrix through a Jordan-Wigner transformation. Using
this definition, it was observed that for fermionic Gaus-
sian states (free fermions), the partially transposed den-
sity matrix can be written as a linear combination of two
Gaussian operators. In general, these two Gaussian op-
erators do not commute and therefore, the entanglement
spectrum of partial transpose cannot be easily found even
for noninteracting fermions as is done for the original
(untransposed) Gaussian density matrix in terms of co-
variance matrices [61]. This observation is then regarded
as a technical difficulty for fermions [54], compared to
bosonic systems where the partial transpose of a Gaus-
sian density matrix is itself Gaussian [23, 62].

Here, we present a different definition of fermionic
partial transpose, in contrast to the prior definition of
fermionic partial transpose [54], based on the partial
time-reversal transformation. Throughout this paper, we
use the term “partial time-reversal (TR)” to refer to our
definition and reserve the term “partial transpose” for
the original definition in Ref. [54]. This is motivated
by our earlier observation that the partial time-reversal
can be used as a means to detect time-reversal symme-
try protected topological (SPT) phases of fermions or
bosons [63, 64]. More specifically, it can be used to con-
struct topological invariants of SPT phases protected by
time-reversal. These topological invariants are intimately



2

connected to the partition functions (path integrals) of
spin topological quantum field theories. (Here, spin topo-
logical quantum field theories are effective field theories
that can describe gapped phases of fermionic systems in
the limit of zero correlation length, as opposed to ordi-
nary topological quantum field theories, for which we do
not consider fundamental fermonic degrees of freedom.)
For example, in (1+1)-dimensional SPT phases protected
by time-reversal, their topological invariants are given by
the partition functions on unorientied spacetime mani-
folds such as the real-projective plane RP 2 or the Klein
bottle [65–70]. Using the insights from spin topological
quantum field theories, our definition of the partial TR
is such that it can be used to reproduce the results from
spin topological quantum field theories (at least in the
limit of zero correlation length).

Compared with the partial transpose, our definition
has two useful properties: First of all, the partial TR
can capture the Majorana bonds between the two sub-
systems, while the partial transpose cannot. We demon-
strate this for the symmetry-protected topological phase
realized in the Kitaev chain. (See Sec. IV and Fig. 5.)
Second, the partial TR of a fermionic Gaussian state re-
mains Gaussian. As we have shown in Appendix A, the
partial TR is equal to one of the Gaussian operators al-
ready obtained in the partial transpose.

We should also note that unlike the bosonic systems,
the partial transpose for fermions may be accompanied
by a sign structure (or more generally a complex phase)
as fermion operators obey anti-commuting algebra. In
this respect, the stark difference between the partial TR
and the partial transpose is that the partial TR, ρR, in
general is not Hermitian and its eigenvalues might be
complex. However, one can still define an entanglement

measure by considering the eigenvalues of
√
ρRρR†.

Our paper is organized as follows: In Sec. II, we briefly
review the definition of the bosonic partial transpose and
its relation to the time-reversal transformation, then we
define the fermionic partial time-reversal and write the
corresponding transformation rules for the fermionic den-
sity matrix in the occupation number basis and in the
operator formalism in terms of Majorana operators. In
Sec. III, we provide a general procedure to obtain the
spectrum of the partial TR for noninteracting fermions
and present a path integral picture for the partial TR
using the replica trick. In Sec. IV, we study two ex-
amples of the Kitaev chain and the Su-Schriffer-Heeger
chain and compare the resulting entanglement computed
by our definition and the previous definition of the par-
tial transpose. Using the replica approach introduced in
Sec. III, we write Fisher-Hartwig type expressions for the
entanglement measure associated with the partial TR at
the criticality and derive analytical formulas in Sec. V.
We also show that analytical results agree with the nu-
merical calculations. Towards the end of Sec. V, we nu-
merically study the random singlet phase of the disor-
dered XX chain and compare our results with the lit-
erature. Finally, we finish our discussion with closing

remarks in Sec. VI. We explain some details of our cal-
culations in four appendices.

II. PARTIAL TRANSPOSE AND PARTIAL
TIME-REVERSAL TRANSFORMATION

In this section, we first review the definition of the
partial transpose for a bosonic density matrix and its re-
lation to the partial time-reversal transformation. Next,
we introduce a definition of partial TR for fermions.

Our focus in this paper is on the tripartite geometry.
Consider a subsystem A = A1 ∪ A2 which is in turn
partitioned into two smaller subsystems A1 and A2 and
its reduced density matrix ρA = trB(ρ) after tracing out
the rest of the system B. The logarithmic negativity is
defined by

E := ln Tr|ρT1

A |, (1)

where ρT1

A denotes the partial transpose of the density

matrix and Tr|O| := Tr
√
O†O represents the trace norm

of the operator O, which is the sum of the square roots of
the eigenvalues of the product operator O†O. When O is
Hermitian, the trace norm is simplified into the absolute
value of the eigenvalues of O. Now, let us discuss the
partial transpose.

A. Bosons

A generic bosonic density matrix can be written in the
following form

ρA =
∑
ijkl

〈e1
i , e

2
j |ρA|e1

k, e
2
l 〉 |e1

i , e
2
j 〉 〈e1

k, e
2
l | , (2)

where |e1
j 〉 and |e2

k〉 denote orthonormal bases in the
Hilbert spaces H1 and H2 corresponding to the A1 and
A2 regions. The partial transpose of a density matrix for
the subsystem A1 is defined by exchanging the matrix
elements in the subsystem A1 as in

ρT1

A :=
∑
ijkl

〈e1
k, e

2
j |ρA|e1

i , e
2
l 〉 |e1

i , e
2
j 〉 〈e1

k, e
2
l | , (3)

which is equivalent to the following transformation in the
operator basis(

|e1
i , e

2
j 〉 〈e1

k, e
2
l |
)T1

:= |e1
k, e

2
j 〉 〈e1

i , e
2
l | . (4)

As was shown by Simon [14], the partial transpose has
a geometric interpretation as partial TR or mirror re-
flection in phase space. This idea can be readily illus-
trated in a single bosonic mode defined in terms of the
operators a = (q + ip)/

√
2 and a† = (q − ip)/

√
2 where

q and p are position and momentum operators, respec-
tively, which obey the canonical commutation relation
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[q, p] = i or equivalently [a, a†] = 1. The TR transfor-
mation for a basis vector |α〉 〈α∗| in the coherent state
representation [71] is given by

|α〉 〈α∗| → |α∗〉 〈α| := (|α〉 〈α∗|)T (5)

in which |α〉 = eαa
† |0〉 and 〈α∗| = 〈0| eα∗a are coherent

states and α and α∗ are complex numbers and we use
the fact that the TR operator is simply equal to complex
conjugation, T = K. This definition for the partial trans-
pose leads to the transformation rule |m〉 〈n| 7→ |n〉 〈m|
in the occupation number basis, which follows from iden-
tifying the same monomials of α and α∗ on both sides
of the second equality in the above definition. It is easy
to see that the associated Wigner distribution function
W (q, p) goes to W (q,−p) [14]. Hence, this means that for
bosonic systems partial transpose is the same as partial
time-reversal or mirror reflection in (q, p)-space. This
fact was also used in harmonic chains to calculate the
negativity in terms of the covariance matrix [23].

B. Fermions

1. Definition in coherent state basis

It is worth noting that for a bosonic system either
Eqs. (4) or (5) can be used as a fundamental defining
equation for the partial transpose. However, this is not
the case for fermions. Due to anti-commuting property
of fermions, Eq. (4) may acquire an additional minus sign
depending on the states being transposed. Therefore, we
propose to use the fermionic version of the TR trans-
formation as a guiding principle to determine the rules
associated with the partial transpose. To begin with, let
us consider a single-site system described by fermionic
operators f and f† which obey the anti-commutation re-
lation {f, f†} = 1. We define the analogue of Eq. (5) for
fermions,

|ξ〉 〈ξ̄| → |iξ̄〉 〈iξ| := U
(
|ξ〉 〈ξ̄|

)R
U† (6)

where ξ, ξ̄ are Grassmann variables, |ξ〉 = e−ξf
† |0〉 and

〈ξ̄| = 〈0| e−fξ̄ are fermionic coherent states, and U is
the unitary part of TR operator, T = UK. We use
the superscript R to distinguish our definition of par-
tial TR from the previous definition of partial transpose
for fermions [54]. It is important to note that the TR
transformation is not just exchanging Grassmann vari-
ables between bra and ket states but also multiplying
them by a factor of i [72]. The factor of i appears due to
anticommuting property of Grassmann variables and is
required for keeping the trace (i.e., sum of the diagonal
elements of density matrix, 1 and f†f) unchanged after
taking the transpose. Similar transformation rules of the
Grassmann variables can be derived for the time-reversal
transformation in the path integral formalism [63].

It is worth noting that fermionic coherent states are
Grassmann even and commute with each other. There-
fore, Eq. (6) can be readily generalized for a many-
particle system and the partial TR with respect to the
interval A1 reads

UA1

(
|{ξj}j∈A1 , {ξj}j∈A2〉 〈{χ̄j}j∈A1 , {χ̄j}j∈A2 |

)R1
U†A1

= |{iχ̄j}j∈A1 , {ξj}j∈A2〉 〈{iξj}j∈A1 , {χ̄j}j∈A2 | , (7)

where UA1 acts only on the Hilbert space of A1 and

|{ξj}〉 = e−
∑
j ξjf

†
j |0〉 and 〈{χ̄j}| = 〈0| e−

∑
j fj χ̄j are the

many-particle fermionic coherent states. Consider the
occupation number basis,

|{nj}j∈A1
, {nj}j∈A2

〉 = (f†m1
)nm1 · · · (f†m′`2 )

nm′
`2 |0〉 (8)

where nj , n̄j ∈ {0, 1} for the subsystem A = A1 ∪ A2.
Throughout this paper, the intervals A1 and A2 have
lengths `1 and `2 and we use the indices {m1, . . . ,m`1}∪
{m′1, . . . ,m′`2} to denote the sites in the subsystem (ad-
jacent or disjoint intervals). The definition (7) in the oc-
cupation number basis can be viewed as a “partial trans-
position” similar to (4),

UA1
(|{nj}j∈A1

, {nj}j∈A2
〉 〈{n̄j}j∈A1

, {n̄j}j∈A2
|)R1 U†A1

= |{n̄j}j∈A1
, {nj}j∈A2

〉 〈{nj}j∈A1
, {n̄j}j∈A2

|
× (−1)φ({nj},{n̄j}), (9)

up to the phase factor (−1)iφ({nj},{n̄j}) given by

φ({nj}, {n̄j}) =
τ1(τ1 + 2)

2
+
τ̄1(τ̄1 + 2)

2
+ τ̄2τ2

+ τ1τ2 + τ̄1τ̄2 + (τ̄1 + τ̄2)(τ1 + τ2) (10)

in which τs =
∑
j∈As nj and τ̄s =

∑
j∈As n̄j , are the

number of occupied states in the As interval.

2. Defintion in terms of Majorana operators

Let us now explain the partial TR in the operator for-
malism and in particular the unitary operator UA1 . We
introduce the Majorana operators by

c2j−1 := fj + f†j , c2j := i(fj − f†j ). (11)

Our goal here is to determine how Majorana operators
transform under the transformation rule defined by (7).
This gives us an idea about what this transformation does
compared to the previous definition for the partial trans-
pose [54]. Recall that the density matrix in the Majorana
representation can be written as

ρA =
∑
κ,τ,

|κ|+|τ |=even

wκ,τ c
κm1
m1 · · · c

κ2m`1
2m`1

c
τm′1
m′1
· · · c

τ2m′
`2

2m′`2
. (12)

We use the notation c0x = I and c1x = cx, so that κi, τj ∈
{0, 1} and also introduce the vectors (bit strings) κ =
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(κm1
, . . . κ2m`1

), τ = (τm′1 , . . . , τ2m′`2
), and their norms

|κ| = ∑
j κj , |τ | =

∑
j τj . We note that in the fermionic

systems with global fermion-number parity symmetry the
reduced density matrix of subsystem is always parity-
even [18, 19, 73], which implies that the sum is over all
possible bit strings, provided that |κ|+ |τ | = even. Using
the above expression for the density matrix, the partial
TR with respect to the subsystem A1 is defined by

ρR1

A :=
∑
κ,τ,

|κ|+|τ |=even

wκ,τR(c
κm1
m1 · · · c

κ2m`1
2m`1

)c
τm′1
m′1
· · · c

τ2m′
`2

2m′`2
.

In order to determine the transformation rules, we should
note that the transformation in (7) consists of two steps:

Taking the partial transpose ρR1

A and applying the uni-

tary transformation UA1ρ
R1

A U†A1
. In what follows, we will

show what each step does to Majorana operators.
First, we need to introduce the unitary part UA1

of the
TR operator which acts only on the subsystem A1. We
demand that the TR opertaor T must satisfy

T fjT −1 = fj , T iT −1 = −i, (13)

for spinless fermions. The definition of Majorana opera-
tors in (11) then implies that T = (

∏
j c2j−1)K where K

is the complex conjugation. Therefore, we define UA1
as

a unitary part acting on the subsystem A1,

UA1
=
∏
j∈A1

c2j−1. (14)

Second, the action of R on Majorana operators is
uniquely determined by identifying the same monomi-
als in terms of Grassmann variables on both sides of (7).
These identifications fix the partial transpose R(c) = ic
and enforces the condition R(M1M2) = R(M1)R(M2)
for two arbitrary operators acting on the Hilbert space of
A1 (Details of this derivation can be found in [63]). This
means that there is no reversed ordering in our transfor-
mation rule which contrasts with Ref. [54].

To sum up, we find that the partial TR is given by

ρR1

A =
∑
κ,τ,

|κ|+|τ |=even

wκ,τ i
|κ|c

κm1
m1 · · · c

κ2m`1
2m`1

c
τm′1
m′1
· · · c

τ2m′
`2

2m′`2
.

(15)

It is straightforward to check that the above definition
fulfills three natural expectations for a partial transpose:
(i) subsequent partial transpositions for two intervals are
identified with full transposition

(ρR1

A )R2 = ρRA, (16)

(ii) applying full transposition twice returns the original
density matrix

(ρRA)R = ρA, (17)

and (iii) when considering n flavors of fermions

(ρ1,A ⊗ · · · ⊗ ρn,A)R1 = (ρ1,A)R1 ⊗ · · · ⊗ (ρn,A)R1 . (18)

As we show in Appendix A, the partial transpose origi-
nally proposed in Ref. [54] does not satisfy the conditions
(i) and (iii). Condition (iii) is particularly important and
is necessary, since the logarithmic negativity (as a mea-
sure of entanglement) is required to be additive, i.e.,

E(ρ1,A ⊗ · · · ⊗ ρn,A) = E(ρ1,A) + · · ·+ E(ρn,A). (19)

However, we observe that the partial transpose does not
commute with taking the tensor products and hence, it
does not fulfill the condition of additivity (19). In Ap-
pendix A, we show that the violation of additivity let
the partial transpose capture the singlet bonds while it
cannot capture the Majorana bonds.

We should note that the matrix resulting from the par-
tial TR of the density matrix is not Hermitian and may
have complex eigenvalues. Nevertheless, we can still use
Eq. (1) to define the logarithmic negativity where the

eigenvalues of the combined operator [ρR1

A ρR1†
A ] are real-

valued. In the rest of the paper, we shall use the term
“logarithmic negativity” to refer to the quantity

E := ln Tr|ρR1

A | = ln Tr

√
ρR1

A (ρR1

A )† (20)

although the original intuition behind the naming of the
negativity, as a measure of how negative the eigenvalues
are, bears no meaning here.

III. GENERAL PROCEDURE FOR
COMPUTING THE ENTANGLEMENT

NEGATIVITY

In this section, we present two methods to compute
the moments of the partially transformed density matrix
ρR1

A and ultimately the logarithmic negativity. In the first
part, we develop a method to calculate the entanglement
negativity for noninteracting fermions using the coher-
ent state representation. In the second part, we derive
a general way to construct the moments of transposed
density matrix using the replica approach [40, 41, 60] and
provide an equivalent spacetime picture of this quantity.
The result of this construction can be recast in the form
of ground state expectation values of partial U(1) phase

twist operators exp[iθi
∑
j∈Ai f

†
j fj ] which act on the sub-

systems A1 and A2 with different twist angles θi. This
treatment is quite general and can be applied to many-
particle wave functions as well. Later in Sec. V, we will
use this method to analytically derive the negativity at
the critical points.

It is important to note that the partial TR in ei-

ther forms ρR1

A or UA1
ρR1

A U†A1
are related via the

unitary operator UA1
and as far as the negativity

Tr|ρR1

A | or the moments of transposed density matrix

Tr(ρR1

A ρR1†
A ρR1

A ρR1†
A · · · ) is concerned, the result is the

same. So, from now on, we use them interchangeably.
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A. Noninteracting fermions

Here, we discuss how to compute the entanglement
negativity for noninteracting fermions. In particular, we
show that the transformed operator ρR1

A can be written
in the Gaussian form (exponentiated bilinear) similar to
the original density matrix. Therefore, one can simply
compute the eigenvalues of the partially TR transformed
density matrix and obtain the logarithmic negativity.

We consider a general form of quadratic Hamiltonians,

Ĥ =
∑
i,j

tijf
†
i fj + ∆ijf

†
i f
†
j + H.c. (21)

The reduced density matrix of such Hamiltonians can
also be recast in a quadratic form

ρA =
e−ĤI

Z (22)

where the entanglement Hamiltonian is ĤI =∑
i,j h

1
ijf
†
i fj + h2

ijf
†
i f
†
j + H.c. and Z is the normaliza-

tion factor. The eigenvalues of ĤI can be found in terms
of generalized Green function which includes the pairing
correlators [61, 74],

Gij =

(
1− [CT ]ij [F †]ij

Fij Cij

)
, (23)

where

Cij = 〈f†i fj〉 , Fij = 〈f†i f†j 〉 , (24)

are the ground state two-body correlators and the
particle-hole correlators, respectively. By definition, they
satisfy C† = C and FT = −F . The eigenvalues of the G
matrix can be recast in the form of pairs (αi, 1− αi). It

is well-known that G and ĤI can be simultaneously di-
agonalized and the eigenvalues of G are related to those

of ĤI (denoted by ζi) through ζi = ln
(

1−αi
αi

)
. Given

the eigenvalues of ĤI , one can easily compute various
entanglement measures.

Let us now discuss how to construct the partial TR in
the coherent state representation. The reduced density
matrix (22) can be represented in the coherent state basis
by

ρA =
1

Zρ

∫
d[ξ]d[ξ̄] e

1
2

∑
i,j∈A ξTi Sijξj |{ξj}j∈A〉 〈{ξ̄j}j∈A|

(25)

where the Sij matrix is given by

Sij = Γij + iσ2 δij , (26)

the matrix Γ is related to the Green function matrix (23)
through

[Γ−1]ij =

(
[F †]ij −[CT ]ij
Cij Fij

)
, (27)

the Grassmannian vector is ξTj = (ξj , ξ̄j) in the particle-
hole basis as introduced above and Zρ = Pf[S − iσ2] =
Pf[Γ]. Here, σ2 is the Pauli matrix in the particle-hole

basis and appears as the normalization factor e−ξ̄ξ in
e−ξ̄ξ |ξ〉 〈ξ̄|. This representation of density matrix man-
ifestly yields the identities in (24) and the fact that all
higher-order correlators can be computed using the Wick
expansion.

Using (7), we can write the partial TR transformation
as

ρR1

A =
1

Zρ

∫
d[ξ]d[ξ̄] e

1
2

∑
i,j∈A ξTi Sijξj

× |{iξ̄j}j∈A1
, {ξj}j∈A2

〉 〈{iξj}j∈A1
, {ξ̄j}j∈A2

| (28)

This transformation can be absorbed into a redefinition
of the Sij matrix after introducing the new variables ξ =
USχ,

ρR1

A =
1

Zρ

∫
d[χ]d[χ̄] e

1
2

∑
i,j∈A χTi S

R1
ij χj |{χj}j∈A〉 〈{χ̄j}j∈A|

(29)

where SR1 = UTS SUS and US = UTS is a permutation
matrix

US =

 0 0 −iI11 0
0 I22 0 0
−iI11 0 0 0

0 0 0 I22

 , (30)

in the ({ξj}j∈A1
, {ξj}j∈A2

, {ξ̄j}j∈A1
, {ξ̄j}j∈A2

) basis.
Here, I11 and I22 are identity matrices acting on A1 and
A2 subsystems, respectively. As a result of this transfor-
mation, we get the new matrix ΓR1 ,

[ΓR1 ]−1 = (SR1 − iσ2)−1 =

(
F ′R1 −[CR1 ]T

CR1 FR1

)
, (31)

which yields the transformed correlators FR1 , F ′R1 and
CR1 . Generically, Re[FR1 ] = −Re[F ′R1 ], while their
imaginary parts are not in general related and only share
the same eigenvalue spectrum.

In order to obtain the negativity (20) of ρR1

A , we
need to find the eigenvalues of the composite operator

Ξ = ρR1

A ρR1†
A which is also Gaussian, since product of

two Gaussian states remain Gaussian. In Appendix B,
we provide details of how to construct this operator. The
result is

Ξ =
1

Z2
ρ

∫
d[χ]d[χ̄] e

1
2

∑
i,j∈A χTi S̃ijχj |{χj}j∈A〉 〈{χ̄j}j∈A|

(32)

Therefore, we determine the reconstructed Green func-
tion G̃ associated with S̃ as in

G̃ =

(
1− C̃T F̃ †

F̃ C̃

)
, (33)
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where we read off F̃ and C̃ from analogue of Eq. (31)

for S̃. The 2M = 2(`1 + `2) eigenvalues of G̃ are in the
form of pairs (λi, 1 − λi) where 0 ≤ λi ≤ 1. Hence, the
logarithmic negativity can be easily computed by

E = ln

Tr[
√
ρR1

A ρR1†
A ]√

Tr[ρR1

A ρR1†
A ]

√
Tr[ρR1

A ρR1†
A ]


=

M∑
i=1

ln
(√

λi +
√

1− λi
)

+
1

2
ln

∣∣∣∣∣ Pf [S̃ − iσ2]

Pf [S − iσ2]2

∣∣∣∣∣ ,
(34)

where we use the identity Tr Ξ = Pf [S̃− iσ2]/Z2
ρ by per-

forming the Gaussian integral in (32). We can also de-
termine the moments of partial TR,

Tr Ξn =

[
M∏
i=1

(λni + (1− λi)n)

](
Pf [S̃ − iσ2]

Pf [S − iσ2]2

)n
.

(35)

At this stage, let us make some remarks about the
relation between partial TR and partial transpose in-
troduced in [54]. Let P1 be the fermion number par-
ity operator for subsystem A1, which can be written
as P1 =

∏
j∈A1

ic2j−1c2j in the Majorana basis (11),

and define the operators ρ+ = 1
2 (ρA + P1ρAP1) and

ρ− = 1
2 (ρA − P1ρAP1). In Ref. [54], the partial trans-

pose is defined such that

ρT1

A =
1√
2

(e−i
π
4O+ + ei

π
4O−) , (36)

where O+ and O− are two Gaussian operators. As we
show in Appendix A, we have the realtions

ρR1

A = O+, ρR1†
A = O−, (37)

and therefore, the negativity associated with partial TR
is E = ln Tr

√
O+O−. For pure states, it was shown by

Ref. [54] that [O+, O−] = 0 and hence, our definition
of the negativity is simplified into E = ln Tr|O+| which
coincides with that of Ref. [54]. This is in turn identical

to the 1/2-Rényi entropy S1/2 = 2 ln Tr(ρ
1/2
A ).

B. Replica approach

Here, we present a spacetime view of moments of

partial TR, Tr(ρR1

A ρR1†
A ρR1

A ρR1†
A · · · ), and write them in

terms of partition functions. We also show how this view
can be adapted to an expectation value of the ground
state wave function.

Before we proceed, let us briefly review the replica ap-
proach to find the regular entanglement entropy. Next,
we make connections to our construction of partial TR.

(a) (b)

FIG. 1. Path integral representation of Rényi entropy for
(a) multi-sheet and (b) single-sheet spacetime manifold.

The Rényi entanglement entropy (REE) of a reduced
density matrix ρA is defined by

Sn :=
1

1− n ln Tr[ρnA]. (38)

The above expression can be viewed as making cuts in
the spacetime manifolds of n flavors (replicas) ψi and
glue them in order along the cuts, as shown in Fig. 1(a).
Alternatively, one can consider multi-value field Ψ,

Ψ = (ψ1, · · · , ψn)T , (39)

on a single-sheet spacetime as in Fig. 1(b). This way
when we traverse a circuit around u1 or v1 (denoted as
Cu and Cv in Fig. 1(b)) the fermion operator transforms
as

ψi 7→ Tijψj (40)

where the twist matrix T is given by

T =


0 −1 0 . . .
0 0 −1 0
...

...
. . . −1

1 0 · · · 0

 . (41)

The idea of using the twist matrix for the REE
of the Dirac fermions was originally initiated by
Casini et. al. [75] where they proposed the twist matrix
is unitarily equivalent to (41). The fermionic twist ma-
trix approach was further applied to the entanglement
negativity of disjoint intervals [60]. Here, we present an
explicit derivation of the twist matrix using the coherent
state representation. A generic density matrix can be
represented in the fermionic coherent-state as

ρA =

∫
dαdᾱ dβdβ̄ ρA(ᾱ, β) |α〉 〈β̄| e−ᾱα−β̄β (42)

where α, ᾱ, β and β̄ are independent Grassmann vari-
ables and we did not show the real-space (and possibly
other) indices for simplicity. We also absorb the nor-
malization factor into the integral measure. The trace
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…

…

g = (n � 1)/2

g = (n � 2)/2

(a)

(b) n = 2k + 1

(c) n = 2k

…

…

FIG. 2. (a) Path integral representation of moments of the
partial time-reversal En (49). (b) and (c) Equivalent space-
time manifold of En for two adjacent intervals which is a torus
Σg of genus g when n is odd and Σg with an additional pinched
torus when n is even.

formula then reads

Tr[ρnA] =

∫ ∏
i

dαidᾱidβidβ̄i

×
∏
i

[
ρA(ᾱi, βi)e

−
∑n
i=1(ᾱiαi+β̄iβi)

]
× 〈β̄1|α2〉 . . . 〈β̄n−1|αn〉 〈β̄n| − α1〉

=

∫ ∏
i

dαidᾱi
∏
i

[ρA(ᾱi, αi)] e
∑
i,j ᾱiTijαj ,

(43)

and the resulting twist matrix T becomes (41).

We can also derive analogous relation for the TR oper-
ation. Let us recall the TR transformed density matrix

ρRA =

∫
dαdᾱ dβdβ̄ ρA(ᾱ, β) |iβ̄〉 〈iα| e−ᾱα−β̄β , (44)

and

(ρRA)† =

∫
dαdᾱ dβdβ̄ ρA(ᾱ, β) |−iβ̄〉 〈−iα| e−ᾱα−β̄β .

(45)

Therefore, we can write for a product of n density ma-

trices (composed of ρR1

A and ρR1†
A alternating)

Tr(ρRAρ
R†
A ρRAρ

R†
A · · · )

=

∫ ∏
i

dαidᾱidβidβ̄i

×
∏
i

[
ρA(ᾱi, βi)e

−
∑n
i=1(ᾱiαi+β̄iβi)

]
× 〈iα1| − iβ̄2〉 . . . 〈iαn−1| − iβ̄n〉 〈iαn|(−1)niβ̄1〉

=

∫ ∏
i

dαidᾱi
∏
i

[ρA(ᾱi, αi)] e
∑
i,j ᾱiT

R
ijαj , (46)

which means the TR operation is equivalent to the twist
matrix

TR =


0 · · · 0 (−1)n−1

1
. . .

...
...

0 1 0 0
· · · 0 1 0

 . (47)

Putting these together, we can write the general expres-
sion for moments of the partial TR as

Tr(ρR1

A ρR1†
A ρR1

A ρR1†
A · · · )

=

∫ ∏
i

dαidᾱi
∏
i

[ρA(ᾱi, αi)]

× e
∑
i,j ᾱ

A1
i TRijα

A1
j e

∑
i,j ᾱ

A2
i Tijα

A2
j (48)

where αAj refers to the sites in the Aj interval. Fig-
ure 2(a) shows the spacetime picture of this quantity.

We now make a few remarks as to why the choice

[ρR1

A ρR1†
A ρR1

A · · · ] is also a well-defined quantity from the
quantum field theory point of view. First and foremost,
the above choice can be written as a partition function on
the same spacetime manifold (Fig. 2(a)) as the one origi-
nally proposed for the entanglement negativity in bosonic
systems [41]. Moreover, only this quantity has a smooth
behavior as we bring two disjoint intervals closer to each
other to obtain two adjacent intervals. To illustrate this,
let us consider the case of two replicas and the follow-

ing quantities: E0 = Tr(ρ2
A), E1 = Tr(ρR1

A ρR1†
A ), and

E2 = Tr([ρR1

A ]2). For two disjoint intervals, these quan-
tities correspond to the toroidal spacetime (Fig. 3(a)),
and for two adjacent intervals, E0 defines the partition
function on a sphere, while E1 and E2 define the par-
tition function on a pinched torus (which is homeomor-
phic to a sphere with two points being identified, see
Fig. 3(b)). Before we continue our discussion, it is worth
mentioning that one can also consider another quantity

E3 = Tr(ρAUA1ρ
R1

A U†A1
). Although this quantity is a

very useful measure in other contexts such as detect-
ing the many-body topological invariants in time-reversal
symmetric SPT phases [63, 64], it is not qualified for
our interest here, mainly for two reasons: First, it corre-
sponds to the partition function on unorientable space-
time manifolds, while we want to consider orientable
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(a) Disjoint intervals

(b) Adjacent intervals

(c)

FIG. 3. (Color online) Spacetime manifold of Tr[ρR1
A ρR1†

A ]

or Tr[(ρR1
A )2] for two disjoint intervals (a) and two adjacent

intervals (b). In each panel, equivalent loops appear in the

same color. (c) Spacetime manifold of ρR1
A ρR1†

A or (ρR1
A )2 for

two adjacent intervals as a genrator of En shown in Figs. 2(b)
and (c).

manifolds (Fig. 2(a)) in analogy to what is considered
for bosonic systems [41]. Second, we are interested in
an entanglement measure which can be defined for a
generic system (possibly with no symmetry), while E3

is only well-defined for time-reversal symmetric systems
and vanishes otherwise.Returning to our earlier argu-
ment, we should note that the difference between E1 and
E2 is in the boundary condition for the black loop in
Fig. 3(b) (that is the loop between two successive replicas
as shown in Fig. 2(a)). E1 and E2 correspond to anti-
periodic and periodic boundary conditions along such a
loop, respectively. As a result, E2 requires inserting a π-
flux through the black loop around the pinched torus (to
get a periodic boundary condition) whereas E1 does not.
However, this loop is contractible to a point as shown
in Fig. 3(b), and this means that E2 contains a singu-
larity at the identification point. Hence, it is natural to
choose E1 (over E2) that has no singularity in the limit of
adjacent intervals. Given this observation, let us define
moments of partial TR for any integer powers as follows

En :=

{
ln Tr(ρR1

A ρR1†
A · · · ρR1

A ρR1†
A ) n even,

ln Tr(ρR1

A ρR1†
A · · · ρR1

A ) n odd.
(49)

The consecutive presence of ρR1†
A and ρR1

A implies a factor
of −1 along the cycle between two replicas i and i + 1,
as shown in Fig. 2(a). The overall boundary condition
along the twist operators is Tn = (TR)n = (−1)n−1. We
find that the spacetime manifold for En is a higher genus
torus shown in Figs. 2(b) and (c) for even and odd values
of n, where the boundary condition is anti-periodic for all
the cycles. One way to see how these manifolds emerge is

by noticing that the composite operator ρR1

A ρR1†
A , for two

adjacent intervals, forms a cylinder as shown in Fig. 3(c)
and by combining these cylinders we construct the corre-
sponding manifold for En which is sketched in Figs. 2(b)
and (c).

In the case of n = 2, from the twist matrices T and
TR introduced above, it is easy to see that the identity

Tr(ρ2
A) = Tr(ρR1

A ρR1†
A ) (50)

holds in general.
For generic noninteracting systems with conserved par-

ticle number, we can transform the trace formulas into
a product of n partition functions. Let us first illustrate
this idea for the REE [75]. We can diagonalize the twist
matrix T in Eq. (41) and rewrite the REE in terms of
n-decoupled copies,

Tr[ρn] =

∫ ∏
k

dαkdᾱk
∏
i

[ρ(ᾱk, αk)] e
∑
k λkᾱkαk , (51)

where λk = ei2π
k
n for k = (n − 1)/2, · · · , (n − 1)/2

are eigenvalues of the twist matrix. In this new basis,
the transformation rule (Eq. (40)) for the field passing
through the interval becomes a pure phase, ψk 7→ λkψk
(Fig. 4(a)). Therefore, the REE can be decomposed into
sum of separate terms as

Sn =
1

1− n

(n−1)/2∑
k=−(n−1)/2

lnZk (52)

where Zk is the partition function containing an interval
with the twist phase 2πk/n (Fig. 4(a)). In addition, Zk
can be computed as a ground state expectation value,

Zk = 〈Ψ|T̂k|Ψ〉 (53)

where

T̂k = exp

i2πk
n

∑
j∈A

f†j fj

 , (54)

is a phase twist operator which only acts on the A inter-
val. This quantity can also be implemented in the MPS
representation as shown in Fig. 4(b).

As shown in Eq. (48), for the n-th moment of par-
tially TR transformed density matrix En, we are dealing
with two intervals where the twist matrices are T and
TR. Fortunately, these matrices are simultaneously di-
agonalizable and we can reduce the n coupled sheets to
decoupled copies where the phase factors are different for
the two intervals. Therefore, we can write

En =

(n−1)/2∑
k=−(n−1)/2

lnZR,k (55)

where ZR,k is the partition function containing two in-

tervals with the twisting phases ei2πk/n and eδ−i2πk/n
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…

(a) (b)

(c) (d)

FIG. 4. Path integral representation of Rényi entropy, (a)
and (b), partial TR (49), (c) and (d), in terms of n decoupled
partition functions with twist defects. (a) and (c) Spacetime

picture, (b) and (d) MPS representation, λk = ei2πk/n and

λ̃k = eiδλ∗k where δ = π or π(n−1)
n

for n even or odd.

(Fig. 4(c)). This can also be implemented in the MPS
representation as shown in Fig. 4(d), or equivalently,

ZR,k = 〈Ψ|T̂R,k|Ψ〉 (56)

where

T̂R,k = exp

i2πk
n

∑
j∈A2

f†j fj + i(δ − 2πk

n
)
∑
j∈A1

f†j fj

 ,
(57)

where δ = π or π(n−1)/n for n even or odd, respectively.
So far, we have presented three ways of computing the
quantity En: Eq. (9) in terms of the many-body density
matrix in the occupation number basis, Eq. (35) in terms
of coherent state basis, and the spacetime formula (56)
above. We numerically check that all these formulas are
identical.

IV. EXAMPLES

In this section, we discuss the logarithmic negativity
of two adjacent intervals in two canonical microscopic
models: the Kitaev and Su-Schriffer-Heeger chains. Our
choice of models is motivated by the fact that these
models offer three distinct regimes: Trivial phase where
there is no entanglement between sites, Topological phase
where nearby sites form singlet or Majorana bonds, and
critical point which is described by CFT. We would like
to compare the resulting entanglement negativities due to
the partial TR and the partial transpose in each regime.
In Appendix C, we study a toy example of two-fermion
density matrix which can also be used to represent the
fixed-point density matrix in the topological and trivial
limits of the above two models.

0.0

0.2

0.4

0.6

E

(a)
Topological Trivial Eq. (4)

Ref. [54]

Eq. (9)

Eq. (34)

0 1 2 3 4 5 6

µ/t

0.1

0.3

0.5

0.7

E

(b)
L=40

L=100

L=200

FIG. 5. (Color online) Logarithmic negativity of the Kitaev
chain as a function of µ for two adjacent intervals with equal
length `. (a) Comparison of different definitions of the partial
transpose. From the legend, first curve (blue circles) is com-
puted for the bosonic many-particle density matrix according
to Eq. (4) in the Ising chain with periodic boundary condition.
Second (red crosses) and third (green upward triangles) curves
are computed for the fermionic many-particle density matrix
according to the rules introduced in Ref. [54] and our paper
Eq. (9), respectively. Fourth curve (orange downward trian-
gles) is computed using the free fermion formula, Eq. (34).
For all curves in this panel, we put L = 4` = 8. (b) Logarith-
mic negativity of the partial TR as computed in Eq. (34) for
large systems, ` = L/4. All the data for fermionic chains are
shown for anti-periodic boundary condition.

A. the Kitaev chain

As the first example, we apply our construction of the
partial TR to the ground state of the Kitaev Majorana
chain Hamiltonian [76]

Ĥ = −
∑
j

[
tf†j+1fj + ∆f†j+1f

†
j + H.c.

]
− µ

∑
j

f†j fj ,

(58)

which describes a superconducting state of spinless
fermions on a one-dimensional chain. For simplicity, here
we set t = ∆. It should be noted that the topological
phase with Majorana zero-energy edge modes is realized
when |µ|/t < 2.

Figure 5 shows the entanglement negativity of two ad-
jacent intervals for various values of µ. As shown in
Fig. 5(a), deep inside the trivial phase both definitions
of partial transformation consistently give zero. On the
other hand, in the topological phase realized for µ/t < 2,
and in particular near µ/t = 0, the partial transpose
and partial time-reversal give very different results. For
the fixed point wave function in the topological phase at
µ = 0, the partial time-reversal yields E = ln(

√
2). This

is expected since A1 and A2 share a Majorana bond,
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which connects two Majoranas at the interface between
the two intervals. On the other hand,the other definition
of the partial transpose in Ref. [54] does not capture this
and simply yields E = 0. In fact, we checked numeri-
cally that their result is equal to partial transpose of the
bosonic density matrix (3) in the equivalent Ising spin
chain given by

Ĥ = −
∑
j

[JSxj+1S
x
j + hSzj ], (59)

where Sxj = (S+
j +S−j )/2 and Szj = S+

j S
−
j −1/2 are spin-

1/2 operators related to fermions through the Jordan-

Wigner transformation S−j = exp(iπ
∑
l<j f

†
l fl)fl and

S+
j = exp(−iπ∑l<j f

†
l fl)f

†
l . The Hamitlonians in

Eqs. (58) and (59) have identical ground state wave func-
tion, for values t = ∆ = J/4 and µ = h, provided that
we relate their bases so that spin-up state |↑〉 = σ+

j |↓〉 is

identified with occupied state of fermion f†j |0〉 and spin-

down |↓〉 with an empty state |0〉. Clearly, we should
not expect any entanglement in the Ising chain in the
limit h → 0 as it describes a ferromagnetic ordered
phase where there is no entanglement between neighbor-
ing sites. However, in the fermionic phase we have Ma-
jorana modes and the correct entanglement can only be
captured in an intrinsic fermionic formalism as derived in
this paper. It is worth noting that in the Ising model lan-
guage, the ground state for infinitesimally small h looks
like an equal superposition of two ferromagnetically or-
dered states, which gives rise to a contribution ln(2) to
the (von Neumann) entanglement entropy for a finite in-
terval embedded in the whole system. This correlation
seen by the entanglement entropy is however classical
one, and hence does not contribute to the entanglement
negativity defined by using partial tranpose.

B. the Su-Schriffer-Heeger model

As the second example, we consider the Su-Schrieffer-
Heeger (SSH) model,

Ĥ = −
∑
j

[t2f
L†
j+1f

R
j + t1f

L†
j fRj + H.c.] (60)

where there are two fermion species living on each site
fLj and fRj . This model realizes two topologically dis-
tinct phases: Topologically non-trivial phase for t2 > t1,
where the open chain has localized fermion modes at the
boundaries, and trivial phase for t2 < t1 which is just
an insulator with no boundary mode. Figure 6 compares
the logarithmic negativity of two adjacent intervals us-
ing different methods. In the topological phase, both
partial TR and fermionic partial transpose [54] as well as
bosonic partial transpose give ln(2) associated with the
fermion bond at the sharing boundary between two inter-
vals. The fact that the partial transpose can capture the
entanglement in the SSH chain, but not the Kitaev chain,

0.0

0.4

0.8

E

(b)
TopologicalTrivial

(a)

Eq. (4)

Ref. [54]

Eq. (9)

Eq. (34)

0.0 0.5 1.0 1.5 2.0 2.5 3.0

t2/t1

0.0

0.4

0.8

1.2

E

(b)
L=40

L=100

L=200

FIG. 6. (Color online) Logarithmic negativity of SSH model
as a function of t2 (60) for two adjacent intervals with equal
length `. (a) Comparison of different definitions of the partial
transpose. See the caption of Fig. 5 for details of what each
curve represents. For all curves in this panel, we put L =
4` = 8 (16 fermion sites). (b) Logarithmic negativity of the
partial TR as computed in Eq. (34) for large systems, ` = L/4.
All the data for fermionic chains are shown for anti-periodic
boundary condition.

can be understood as a result of the violation of additiv-
ity (19), see Appendix A for explicit derivation. It is
expected that any measure of entanglement S which sat-
isfies (19), obeys the identity SSSH = 2SKitaev, since two
copies of the Kitaev chain is equivalent to a single copy
of the SSH chain. One way to see this is by fusing pairs
of Majorana fermions across the two copies of the Kitaev
chain to form complex fermions in the SSH chain. Evi-
dently, the negativity associated with the partial TR is
consistent with this requirement. Again, we observe that
the fermionic partial transpose of Ref. [54] is identical to
the bosonic partial transpose. Here, the mapped bosonic
Hamiltonian after the Jordan-Wigner transformation is
the XY chain with alternating exchange coefficients,

Ĥ =− t2
2

∑
j

[SL,xj+1S
R,x
j + SL,yj+1S

R,y
j ]

− t1
2

∑
j

[SL,xj SR,xj + SL,yj SR,yj ], (61)

and ln(2) in the bosonic partial transpose comes from
breaking the spin bond |↑↓〉+|↓↑〉 at the interface between
the two intervals.

V. CRITICAL POINTS

Calculation of the negativity at the critical point where
the theory is conformally invariant has been a subject
of great interest. Here, we show that the entanglement
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negativity associated with the partial TR of two adjacent
intervals obeys the familiar form

E(`) = ln Tr|ρR1

A | =
c

4
ln `+ · · · (62)

where c is the central charge of the conformal field theory
(CFT) [41]. In the first part of this section, we analyti-
cally derive this result for massless Dirac fermions, which
is the continuum theory for the critical point of the SSH
model. To this end, we relate the negativity to the deter-
minants of Toeplitz matrices and use the Fisher-Hartwig
conjecture to evaluate those determinants. In the sec-
ond part, we present numerical results which completely
match the above expression.

A. Toeplitz matrix and Fisher-Hartwig conjecture

As we have shown in Sec. III B, either ones of TrρnA or
En (defined in (49)) can be written as a product of parti-
tion functions with partial twisted boundary conditions
in time direction, which in turn can be recast in the form
of ground state expectation value of phase twist opera-
tors (Eqs. (54) and (57)). For massless Dirac fermions,
the expectation values can be written in terms of Toeplitz
matrices (see Appendix D for definition) and hence, their
determinant can be computed using the Fisher-Hartwig
conjecture [77]. In what follows, we first illustrate these
steps to calculate REE as a warm-up example and next,
we discuss the negativity.

Let us consider the lattice realization of massless Dirac
fermions (also known as the XX (or XY) chain),

Ĥ = −t
L−2∑
j=0

f†j+1fj + tf†0fL−1 + H.c. (63)

at half filling with anti-periodic condition. Note that the
ground state wave function is a Slater determinant,

〈{rj}|Ψ〉 = det(ui(rj)) (64)

where ui(rj) = 〈rj |ui〉 refers to a set of single-particle
eigenstates. Hence, each term in Eq. (53) can be written
as

Zk = detMk
mm′ = det (〈um|Tk|um′〉) (65)

in which Tk is a single-particle matrix representation of
T̂k operator (54),

Tk = diag
[
1, 1, · · · , 1, ei2π kn , · · · , ei2π kn , 1, · · · , 1

]
(66)

where unity entries correspond to the sites outside the in-

terval and ei2π
k
n entries correspond to the sites within the

interval. The single-particle eigenstates of the Hamilto-
nian (63) are just plane waves um(rj) = 1√

L
ei
πm
L j where

m = ±, 1,±3, · · · ,±(L2 − 1) and therefore, we get

Mk
mm′ = 〈um|Tk|um′〉

=
1

L

L−1∑
j=0

e−i
πj
L (m−m′)Tk(j)

=
1

2π

∫ 2π

0

dθ e−iθ(m−m
′)/2 Tk(

Lθ

2π
) (67)

where we drop second index of Tk matrix and identify
Tk(j) ≡ Tk,jj , since only diagonal elements are non-zero.

Notice that (m −m′)/2 = 0, 1, 2, · · · , (L2 − 1) which im-

plies that the size of the matrix is L
2 ×L

2 . We assume both
L/2 and ` are even. We should note that the identity be-
tween the summation and integration is understood when
L→∞, `→∞ while r = `/L is kept finite. This shows
that Mk

jj′ is a Toeplitz matrix (compare with Eqs. (D1)

and (D2) of Appendix D), where the generating function
is given by

φ(θ) =

{
ei2πk/n −πr < θ < πr,
1 πr < θ < 2π − πr. (68)

The generating function φ(θ) has two discontinuities at
θ = ±πr and it has the following canonical factorization

φ(θ) = ψ(θ)tβ1(k),−πr(θ)tβ2(k), πr(θ) (69)

with

ψ(θ) = ei2πrk/n,

β(k) = β1(k) = −β2(k) = −k
n
. (70)

where the function tβr,θr (θ) is defined in Eq. (D4).
For |k/n| < 1/2, we know that |Re(β1(k))| < 1

2 and

|Re(β2(k))| < 1
2 and the Fisher-Hartwig conjecture is a

theorem [78]. Therefore, Zk = detMk
ij can be asymptot-

ically represented as

Zk =
(

2− 2 cos(2π`/L)
)−k2/n2

×
{
G
(

1 + β(k)
)
G
(

1− β(k)
)}2

eiπk`/n
(
L

2

)−2k2/n2

(71)

where G is the Barnes G-function (Eq. (D9) of Appendix
D). Hence, the only subsystem size-dependent terms are

ln Tr[ρnA] =− 2

 (n−1)/2∑
k=−(n−1)/2

k2

n2

 lnL sin(π`/L)

=−
(
n2 − 1

6n

)
lnL sin(π`/L) + · · · (72)

which leads to the well-known results

Sn =
n+ 1

6n
ln `+ · · · (73)
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for the REE. This result was also obtained by bosonizing
the Dirac theory and also applied to the massive Dirac
fermions [75]. In the bosonized theory, the intervals are
realized by singularities (vorticies) with winding num-
ber (vorticity) β = 2πk/n at their end points. However,
we find that in the case of computing the entanglement
negativity these vorticities do not give correct results
when |βi| > 1/2 and must be modified, while there is
no systematic way of modifying them in this construc-
tion. As we discuss below, the Fisher-Hartwig method
gives a unique way of modifying {βi} in these cases. It

is interesting to note that if we put the modified {β̂i}
(obtained from the Fisher-Hartwig method) in Casini’s
construction [75] we will then get the same (correct) re-
sults as the Fisher-Hartwig method.

For the negativity as in En, we use Eq. (56) and write

ZR,k = detMR,k
ij = det (〈ui|TR,k|uj〉) (74)

in which TR,k matrix (57) contains the two adjacent in-
tervals,

TR,k = diag
[
1, · · · , 1, eiδ−i2π kn , · · · , eiδ−i2π kn , ei2π kn , · · · ,

ei2π
k
n , 1, · · · , 1

]
. (75)

Following what we did for the REE, here the generating
function is found to be

φ(θ) =

 eiδ−i2πk/n −πr1 < θ < 0
ei2πk/n 0 < θ < πr2

1 πr2 < θ < 2π − πr1

(76)

where ri = 2`i/L. There are three discontinuities in the
generating function φ(θ) in this case. Hence, it has the
following canonical factorization

φ(θ) = ψ(θ)tβ1(k),−πr1(θ)tβ2(k), πr2(θ)tβ3(k), 0(θ) (77)

with

ψ(θ) = eiπr1/2−iπk(r1−r2)/n,

β(k) =
k

n
= β1(k) +

δ

2π
= β2(k),

β3(k) = −2β(k) +
δ

2π
.

We should note that | kn | < n−1
2n and the condition

|Re(β3(k))| < 1
2 is not fulfilled when k

n < 0. This means

that for k
n < 0 the Fisher-Hartwig in its original form is

not accurate. Fortunately, there is a trick [79–81] to re-
solve this issue. The idea is to replace {βi} by a new set

of parameters {β̂i = βi+ni} where the integers ni (under
the condition

∑
i ni = 0) are determined such that the

function

Fβ =
∑
i

(βi + ni)
2 (78)

is minimum. A simple inspection yields the following
solutions for the minimum of Fβ ,{

(0, 0, 0) k
n ≥ 0

(1, 0,−1) k
n < 0

(79)

where each tuple represents the values of (n1, n2, n3) in
the corresponding range.

Thus, the Toeplitz determinant is given asymptotically
by:

ZR,k =
(

2− 2 cos(2π`1/L)
)−(|k/n|−δ/2π)(2|k/n|−δ/2π)

×
(

2− 2 cos(2π`2/L)
)−|k/n|(2|k/n|−δ/2π)

×
(

2− 2 cos(2π(`1 + `2)/L)
)|k/n|(|k/n|−δ/2π)

× J (k)

(
L

2

)∆k

, (80)

where J (k) =
∏3
i=1G(1 + βi(k))G(1 − βi(k)), in which

βi must be replaced by β̂i when k < 0, and

∆k = −6k2

n2
+

3δ

2π

∣∣∣∣kn
∣∣∣∣− δ2

2π2
+ 2(

3k

n
− δ

π
+ 1)θ(−k)

and θ(x) is the step function. Therefore, the `-dependent
terms are found to be in the form

En = c(1)
n lnL sin(π`1/L) + c(2)

n lnL sin(π`2/L)

+ c(3)
n lnL sin(π(`1 + `2)/L) + · · · (81)

where

c(1)
no = c(2)

no = c(3)
no = − 1

12

(
no −

1

no

)
, (82)

for odd n = no, and

c(1)
ne = c(2)

ne = −1

6

(
ne
2
− 2

ne

)
, (83)

c(3)
ne = −1

6

(
ne
2

+
1

ne

)
, (84)

for even n = ne. As a result, we can write

En =

 −
(
n2
o−1

12no

)
ln `1`2(`1 + `2),

−
(
n2
e−4

12ne

)
ln `1`2 −

(
n2
e+2

12ne

)
ln(`1 + `2)

(85)

in the continuum limit. To find the coefficient of the
negativity, we analytically continue ne to 1, which gives

E = lim
ne→1

Ene =
c

4
ln

(
`1`2
`1 + `2

)
+ · · · (86)

and for the lattice model, we obtain

E =
c

4
ln tan(π`/L) + · · · (87)

for `1 = `2 = `, where we restore the central charge c in
front of the logarithms. As we can see, we recover all the
same expressions as in Ref. [41] which were derived for
the bosonic CFT.
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FIG. 7. (Color online) Logarithmic negativity of two ad-
jacent intervals evaluated by Eq. (34) at the criticality, (a)
Kitaev chain (58) at µ = −2t where c = 1/2, and (b) SSH
model (60) at t2 = t1 where c = 1. The solid curves are the
analytical results (87). The data are shown for a closed chain
with anti-periodic boundary condition.

`1 `2

FIG. 8. The random singlet phase of disordered spin chains.

B. Numerical results

In this part, we present numerical calculations for the
critical systems in the clean limit and in the presence
of random disorder. The numerical result for the clean
limit conforms with the analytical result derived in the
previous section. The result for the dirty limit also agrees
with the previous studies of the negativity in random spin
chains [33].

1. Clean systems

We check our analytical derivations in the previous
part against numerical calculations in two cases: the Ki-
taev chain and SSH model at the criticality. The results
are shown in Figs. 7(a) and (b), where the remarkable
agreement is evident.

2. Random singlet phase

Now that we establish our construction of the negativ-
ity for fermions and provide a simple way of computing
it for noninteracting systems, we would like to investi-
gate the critical random spin chain. We should note that
strictly speaking, we do not study the random spin chain,

100 101 102

ln`

0.0

0.5

1.0

1.5

2.0

E

(a)
L=200

L=400

L=1600

E=1
4
ln`+k

E= ln2
6

ln`+k

0.0 0.5 1.0 1.5 2.0 2.5

δ

0.1

0.2

c 1
(δ

)

(b)

c1 = ln2
6

FIG. 9. (Color online) (a) Logarithmic negativity of the
random XX chain versus subsystem length, E = c1(δ) ln `+ k
for clean limit δ = 0 and strong disorder δ = 2. (b) The slope
c1 as a function of disorder strength δ for various system sizes
(see legend of (a)). The average is over 2 × 104 realizations
and error bars are smaller than symbol sizes.

but the equivalent disordered fermionic chain with ran-
dom hopping terms. Our goal is to give a quantitative
evidence for the random singlet phase by using the entan-
glement negativity. In other words, we are interested in
statistical distributions of singlet bonds by looking at the
distribution of logarithmic negativity of two adjacent in-
tervals. As we argue below, we expect that our fermionic
calculation of the negativity yields similar results to the
negativity of the random spin chain, which is found by
the strong disorder renormalization group (SDRG) [33].
First, we should note that the decimation scheme used
in the SDRG to eliminate the high energy singlet bonds
on a random spin chain can be similarly carried out in
the fermionic chain (here to remove the nearest neighbor
hopping) and the resulting RG flow equations for the
spin exchange coefficients and the hopping amplitudes
are identical [82]. This means that on the fermionic side,
SDRG gives rise to a random hopping model where the
hopping amplitudes have identical distribution function
to that of the spin exchange coefficients. Second, the
bosonic logarithmic negativity (in terms of partial trans-
pose) returns ln(2) per each spin singlet |↑↓〉−|↓↑〉; anal-
ogously, the fermionic logarithmic negativity (in terms
of partial TR) also gives ln(2) per each equivalent state

(f†1 − f†2 ) |0〉 (see Sec. IV B and Appendix C). Hence, as
far as the statistical distribution of logarithmic negativ-
ity is concerned, we do not anticipate any difference. In
the following, we first briefly review the literature of the
entanglement entropy in the critical random spin chains
and then present our numerical results.
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We consider the random XX chain

Ĥ =
∑
j

Jj [S
x
j+1S

x
j + Syj+1S

y
j ], (88)

and its fermionic version

Ĥ =
1

2

∑
j

Jj(f
†
j+1fj + f†j fj+1). (89)

The exchange coefficients (hopping amplitudes) Ji are in-
dependent random variables taken from the distribution
function

Pδ(J) =
1

δ
J−1+1/δ (90)

defined over the range J ∈ [0, 1]. The parameter 0 ≤
δ < ∞ is a measure of “disorder strength” and is intro-
duced to tune between the clean limit where δ = 0, and
the infinite-randomness fixed point (which will be defined
shortly) where δ →∞. Using the SDRG approach, it was
shown that the low energy physics of this model (or gen-
erally, the XXZ chain) is described by the random-singlet
phase (RSP) irrespective of the initial distribution func-
tion [83–85]. The fixed point limit of the RG flow leads
to the distribution similar to δ → ∞ of Pδ(J) defined
above and hence, it is named infinite-randomness fixed
point (IRFP). The RSP is characterized by random sin-
glet bonds between any two spins along the chain (see
Fig. 8). The signature of such random bonds can be cap-
tured by the von Neumann entanglement entropy [86]
and Rényi entropies [87]. Interestingly, it was found that
the disorder averaged von Neumann entropy of subsys-
tem A with length ` is proportional to the averaged num-
ber of singlet bonds between the subsystem and the rest
of the system, nA:B ,

SvN(ρA) = −Tr(ρA ln ρA) = nA:BSvN(ρS) (91)

where bar refers to the average over disorder realizations,
nA:B ≈ 1

3 ln ` and SvN(ρS) = ln 2 is the amount of entan-
glement per each singlet bond (denoted by the density
matrix ρS). Consequently, the entropy behaves as

SvN(ρA) =

(
ln 2

3

)
ln `+ · · · (92)

This result was then numerically confirmed for the XX
chain (89) [88].

The entanglement negativity of the RSP was recently
studied [33] and remarkably, a similar formula was de-
rived

E = ln Tr|ρT1

A | = nA1:A2 ln 2 (93)

where this time the negativity is proportional to the av-
erage number of bonds between the subsystems A1 and
A2. This expression further supports the intuition that
the negativity is a measure of mutual entanglement. In

FIG. 10. (Color online) Probability distribution P (E) of
the entanglement negativity for the random XX chain with
L = 8` = 400. We use 105 samples to make these histograms.

particular, it was shown that the averaged negativity of
two adjacent intervals obeys the following form

E =

(
ln 2

6

)
ln

(
`1`2
`1 + `2

)
+ · · · (94)

Compared to the clean limit (86), this is a striking result
since the change in the coefficient is not merely a factor
of ln 2 as it was originally found for the von Neumann
entropy (92).

We now present our numerical results for the negativ-
ity of two adjacent intervals and show that our numer-
ics suggests this change of the coefficient from 1/4 to
(ln 2)/6. It is worth remembering that Eq. (94) is only
valid in the limit `i � L → ∞. In addition, the RSP
fixed-point is a result of coarse-graining over a long chain
and implies that `1 and `2 must also be sufficiently large.
Numerically, we compute the negativity using Eq. (34)
and read off the slope of E versus ln ` where we consider
equal lengths `1 = `2 = ` for the subsystems. Instead of
running computations over extremely large systems, our
strategy is to simulate the transition by gradually tun-
ing the disorder strength δ in the probability distribution
(90). In essence, tuning to larger values of δ is equivalent
to moving deeper in the RG flow towards the RSP. In
Fig. 9(a), we show the averaged negativity for δ = 2 in
comparison with the clean limit. To gain more insight,
we plot the slope of E versus ln ` as a function of disorder
strength for various system sizes in Fig. 9(b). There are
two important observations here: The slope does change
from 1/4 to (ln 2)/6 eventually at sufficiently large dis-
order and this transition gets sharper as we go to larger
systems.

A more direct signature of the RSP, compared to the
slope of E versus ln `, can be illustrated by the distribu-
tion function of the entanglement negativity. In Fig. 10,
we make histograms of the negativity calculated for 105

disorder realizations. The horizontal axis is normalized
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to nA1:A2
= E/ ln 2 to emphasize the functional form of

the negativity as suggested by Eq. (93), which basically
shows the distribution of the number of singlet bonds be-
tween A1 and A2. As it is evident in this figure, for small
δ the distribution is rather broad and smooth; next, it
starts to develop peaks at integers as we go to larger δ.
Finally, at extremely large δ, the majority of the samples
give integers, which is a strong evidence for the formation
of only singlet bonds between the two subsystems.

VI. DISCUSSION

In conclusion, we propose a definition for the partial
transpose in fermionic systems based on time-reversal
transformation. We find that the partial time-reversal
transformation implies a certain spacetime picture for the
negativity of fermions. We explain how to construct par-
tial time-reversal for noninteracting fermions and how to
evaluate the corresponding entanglement negativity. We
also show that our formalism can capture the entangle-
ment in the topological phase of the Kitaev Majorana
chain which was inaccessible to the previous definition
of the fermionic partial transpose. We derive analyti-
cal expressions for the negativity of fermionic systems at
the criticality and verify them numerically. Remarkably,
we recover the same results as the original CFT calcu-
lations [41]. We apply our framework to the random
XX chain and present some numerical evidence for the
random-singlet phase from the perspective of the entan-
glement negativity.

In principle, the notion of fermionic partial trans-
pose as a partial time-reversal transformation and the
fact that the associated entanglement negativity can be
straightforwardly computed in noninteracting fermions
open many new avenues for research. In particular, some
exciting future directions could be the study of finite-

temperature systems, quench dynamics and entangle-
ment growth, and the negativity in higher dimensional
systems. In the case of two dimensional systems, it would
be interesting to look at the result of partial time-reversal
on various topologically ordered phases of matter such as
the fractional quantum Hall effect.

Despite the fact that our treatment is quite general,
throughout this paper we mostly focus on the adjacent
intervals. One interesting direction is to consider disjoint
intervals and compare the result of different definitions
of the partial transpose.

Note Added.– While this manuscript was being pre-
pared, we became aware of a recent independent
work [89], which provides tight upper and lower bounds
to the entanglement negativity in fermionic systems. In
their paper, they adopted the conventional definition of
partial transpose for fermions [54] and the partial time-
reversal defined in our manuscript was considered as an
upper bound in the case of noninteracting fermions.
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Appendix A: Prior definition of the fermionic partial transpose

In this appendix, we review the results of Ref. [54] and make connections between our findings and theirs. Using
the density matrix introduced in Eq. (12), the partial transpose for the subsystem A1 is defined by [54]

R(c
κm1
m1 · · · c

κ2m`1
2m`1

) = (−1)f(κ)c
κm1
m1 · · · c

κ2m`1
2m`1

, where f(κ) =

{
0 if |κ| mod 4 ∈ {0, 1},
1 if |κ| mod 4 ∈ {2, 3}. (A1)

Let P1 be the parity operator on subsystem A1, and define the operators ρ+ = 1
2 (ρA + P1ρAP1) and ρ− = 1

2 (ρA −
P1ρAP1). This clearly implies ρA = ρ+ + ρ−. Using the Majorana basis, ρ+ and ρ− can be written as

ρ+ =
∑
κ,τ
|κ| even

wκ,τ c
κm1
m1 · · · c

κ2m`1
2m`1

c
τm′1
m′1
· · · c

τ2m′
`2

2m′`2
, (A2)

ρ− =
∑
κ,τ
|κ| odd

wκ,τ c
κm1
m1 · · · c

κ2m`1
2m`1

c
τm′1
m′1
· · · c

τ2m′
`2

2m′`2
. (A3)
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By linearity of the partial transpose, we have ρT1

A = ρT1
+ + ρT1

− , and ρT1
± can be obtained using the definition (A1):

ρT1
+ =

∑
κ,τ
|κ| even

(−1)|κ|/2wκ,τ c
κm1
m1 · · · c

κ2m`1
2m`1

c
τm′1
m′1
· · · c

τ2m′
`2

2m′`2
,

ρT1
− =

∑
κ,τ
|κ| odd

(−1)(|κ|−1)/2wκ,τ c
κm1
m1 · · · c

κ2m`1
2m`1

c
τm′1
m′1
· · · c

τ2m′
`2

2m′`2
. (A4)

In the case of Gaussian states, the generalized Gaussian operators O+ and O− are introduced, such that ρT1
+ =

1
2 (O+ +O−) and ρT1

− = i
2 (O− −O+). Thus, the partial transpose is decomposed into two terms

ρT1

A =
1− i

2
O+ +

1 + i

2
O−. (A5)

Let us now write the partial time-reversal in this notation. From Eq. (15), we have

ρR1
+ =

∑
κ,τ
|κ| even

i|κ|wκ,τ c
κm1
m1 · · · c

κ2m`1
2m`1

c
τm′1
m′1
· · · c

τ2m′
`2

2m′`2
,

ρR1
− = i

∑
κ,τ
|κ| odd

i(|κ|−1)wκ,τ c
κm1
m1 · · · c

κ2m`1
2m`1

c
τm′1
m′1
· · · c

τ2m′
`2

2m′`2
. (A6)

which are the same as (A4), up to the factor of i appearing in front of ρR1
− . Therefore, the partial time-reversal is

given by

ρR1

A =
1

2
(O+ +O−) + i

i

2
(O− −O+) = O+ (A7)

which means the partial time-reversal can be put into a single Gaussian state. As we have seen in Eq. (45) of the

main text, ρR1†
A is obtained by replacing i with −i in ρR1

A ,

ρR1†
A =

1

2
(O+ +O−)− i i

2
(O− −O+) = O−. (A8)

Therefore, the corresponding entanglement negativity is given by

E = ln Tr

√
ρR1

A (ρR1

A )† = ln Tr
√
O+O−. (A9)

In the rest of this appendix, we check whether the original definition (A1) fulfills three natural expectations for the
partial transpose at the operator level and show that it does not satisfy two of them. In contrast, partial time-reversal
manifestly fulfills all of them. The three natural conditions are as follows:

(i) Subsequent partial transpositions for two complementary intervals are identified with the full transposition

(ρT1)T2 = ρT . (A10)

Check: This conditions is not satisfied. Consider for example,

ρ = 1 + c1c3c5c7 (A11)

where c1 and c2 are in A1 and c3 to c8 are in A2. Hence, we have

ρT1 = 1 +R(c1)c3c5c7 = 1 + c1c3c5c7 = ρ,

and

(ρT1)T2 = ρT2 = 1 + c1R(c3c5c7) = 1− c1c3c5c7.
However,

ρT = 1 +R(c1c3c5c7) = 1 + c1c3c5c7,

which means (ρT1)T2 6= ρT .
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(ii) Applying the full transposition twice returns the original density matrix,

(ρT )T = ρ. (A12)

Check: This condition is always satisfied.

(iii) When considering n flavors of fermions,

(ρ1 ⊗ · · · ⊗ ρn)T1 = (ρ1)T1 ⊗ · · · ⊗ (ρn)T1 . (A13)

Check: This condition is not fulfilled. For instance, consider two fermion flavors A and B and suppose the
density matrices are

ρA =
1

4
(1− icA1cA4), ρB =

1

4
(1− icB1cB4). (A14)

Physically, this could be the reduced density matrix of two Kitaev Majorana chains (A and B). Further, assume
that site 1 is in A1 subsystem and site 2 is in A2 subsystem. Their partial transpose are given by

ρT1

A =
1

4
[1− iR(cA1)cA4] = ρA, ρT1

B =
1

4
[1− iR(cB1)cB4] = ρB .

The full density matrix is

ρ = ρA ⊗ ρB =
1

16
(1− icA1cA4 − icB1cB4 − cA1cA4cB1cB4),

and its partial transpose is

ρT1 =
1

16
[1− iR(cA1)cA4 − iR(cB1)cB4 +R(cA1cB1)cA4cB4]

=
1

16
(1− icA1cA4 − icB1cB4 + cA1cA4cB1cB4).

Clearly, ρT1 6= ρT1

A ⊗ ρT1

B . We now compute the negativity using the partial transpose and show that it violates
(19): For each chain, we have

E(ρA) = ln Tr|ρT1

A | = 0, E(ρB) = ln Tr|ρT1

B | = 0, (A15)

while for the combined chain we get

E(ρA ⊗ ρB) = ln Tr|(ρA ⊗ ρB)T1 | = ln(2). (A16)

Let us first show the single chain result by constructing the Hilbert space in terms of two complex fermions:

f†A1 =
cA1 + icA2

2
, f†A2 =

cA3 + icA4

2
. (A17)

The density matrix is then given by

ρA =
1

4
[1− i2(fA1 + f†A1)(fA2 − f†A2)]

=
1

4

1 0 0 1
0 1 1 0
0 1 1 0
1 0 0 1

 , (A18)

where the density matrix is represented in the basis {|0〉 , f†A1 |0〉 , f†A2 |0〉 , f†A2f
†
A1 |0〉}. In this basis, the partial

transpose reads

ρT1

A =
1

4

1 0 0 1
0 1 1 0
0 1 1 0
1 0 0 1

 , (A19)
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and thus, Tr|ρT1

A | = 1. In order to compute the full tensor product density matrix ρA ⊗ ρB , we can either
define the full 16 × 16 Hilbert space or fuse two Majorana fermions in each interval (1 or 2) to construct the
complex fermions. The first approach is a little bit cumbersome to present here, and we show the second method.
Nonetheless, we checked the 16× 16 and the result is identical. Let us introduce the complex fermion operators

f†1 =
cA1 + icB1

2
, f†2 =

cB4 + icA4

2
. (A20)

The full density matrix then reads

ρ =
1

4
[1− i2(f1 + f†1 )(f2 − f†2 )− i2(f1 − f†1 )(f2 + f†2 )− i2(f1 + f†1 )(f2 − f†2 )(f1 − f†1 )(f2 + f†2 )]

=
1

2

1 0 0 1
0 0 0 0
0 0 0 0
1 0 0 1

 . (A21)

It is worth noting that the above density matrix is identical to the reduced density matrix of the SSH fixed point
which describes a singlet bond between two fermion sites. Hence, we obtain the partial transpose,

ρT1 =
1

2

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

 , (A22)

which gives Tr|ρT1 | = 2. Therefore, it should be clear now why the partial transpose works for singlet bonds but
not Majorana bonds, since it violates the condition of additivity (19).

Appendix B: Calculation of the spectrum of ρR1
A ρR1†

A for Gaussian states

In this appendix, we explain how to find the eigenvalues of the composite operator Ξ = ρR1

A ρR1†
A and Ξα for α ∈ R.

We start from multiplying the two density matrix operators,

Ξ =
1

Z2
ρ

∫
d[χ]d[χ̄]d[ξ]d[ξ̄] e

1
2

∑
i,j∈A χTi S

R1
ij χje

1
2

∑
i,j∈A ξTi S̄

R1
ij ξj |{χj}j∈A〉 〈{χ̄j}j∈A|{ξj}j∈A〉 〈{ξ̄j}j∈A|

=
1

Z2
ρ

∫
d[χ]d[ξ̄] e

1
2

∑
i,j∈A(χi,ξ̄i)S̃ij(χj ,ξ̄j)

T |{χj}j∈A〉 〈{ξ̄j}j∈A| (B1)

where S̄R1 = UT∗S SU∗S as defined in (30) and

e
1
2

∑
i,j∈A(χi,ξ̄i)S̃ij(χj ,ξ̄j)

T

=

∫
d[χ̄]d[ξ]e

1
2

∑
i,j∈A(χi,ξi)Mij(χj ,ξj)

T

(B2)

is obtained after performing the Gaussian integral, with the Kernel

M =
1

2

(
SR1 K
−KT S̄R1

)
(B3)

in the basis (χi, χ̄i, ξi, ξ̄i), where the submatrix K, due to the inner product 〈{χ̄j}j∈A|{ξj}j∈A〉, is given by

K =

(
0 0
I 0

)
. (B4)

Therefore, from Eq. (B1) we can read off the correlators using the relation

[Γ̃]−1 = (S̃ − iσ2)−1 =

(
F̃ † −C̃T
C̃ F̃

)
, (B5)
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and find the corresponding Green function matrix G̃,

G̃ =

(
1− C̃T F̃ †

F̃ C̃

)
. (B6)

As a result, we can write Ξ in the diagonal basis

Ξ

Tr(Ξ)
=
∏
j

e−ζjg
†
jgj

(1 + e−ζj )
=
∏
j

(1− λj) e−ζjg
†
jgj , (B7)

where gj =
∑
i Ujifi are fermion operators in this basis and eigenvalues ζi are related to the eigenvalues of G̃ by

ζi = ln
(

1−λi
λi

)
. Hence, for the α-th moment of Ξ we get

ln

(
Tr(Ξα)

Tr(Ξ)α

)
= ln

∏
j

(1− λj)α
(

1 +

(
λj

1− λj

)α) =
∑
j

ln
[
λαj + (1− λj)α

]
. (B8)

Appendix C: Toy example of fermionic density matrix

Here, we study the smallest nontrivial density matrix for two fermions. This density matrix can realize the trivial
phase and topological phases of the Kitaev and SSH chains in the fixed-point (zero-correlation length limit).

Let us take a two-site system f†1 and f†2 , where the density matrix is 4 × 4 and can be represented in the basis

{|0〉 , f†1 |0〉 , f†2 |0〉 , f†1f†2 |0〉}. A generic fermionic density matrix obeys the form

ρ =

× 0 0 ×
0 × × 0
0 × × 0
× 0 0 ×

 (C1)

where non-zero entries are shown as ×. This form of density matrix is dictated by the fact that only even fermion
parity entries are allowed for the reduced density matrix of fermion-parity symmetric systems [18, 19, 73]. As an
exmaple, let us consider the density matrix

ρ = p |ψ1〉 〈ψ1|+ (1− p) |ψ2〉 〈ψ2| (C2)

where |ψ1〉 = f†1f
†
2 |0〉+ a |0〉 and |ψ2〉 = (af†1 + f†2 ) |0〉. This density matrix can be recast in the form

ρ =
1

Z

pa
2 0 0 pa

0 (1− p)a2 (1− p)a 0
0 (1− p)a (1− p) 0
pa 0 0 p

 , (C3)

where Z = 1 + a2 is the normalization constant. The partial transpose is then given by

ρT1 =
1

Z

 pa2 0 0 (1− p)a
0 (1− p)a2 pa 0
0 pa (1− p) 0

(1− p)a 0 0 p

 , (C4)

and the partial time-reversal is found by

ρR1 =
1

Z

 pa2 0 0 i(1− p)a
0 (1− p)a2 ipa 0
0 ipa (1− p) 0

i(1− p)a 0 0 p

 . (C5)

Let us now consider various limits of this density matrix. When a = 0, we have a product state and ρT1 = ρR1 = ρ.
This corresponds to a trivial phase. It immediately implies that Tr|ρT1 | = Tr|ρR1 | = 1 and the negativity vanishes
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in both definitions. In the second case, consider a = 1 which corresponds to maximally entangled states of |ψ1〉 and
|ψ2〉 defined above. The negativity can be found easily in each definition

Tr|ρT1 | = 1 + |1− 2p|, (C6)

Tr|ρR1 | = 2
√

2p2 − 2p+ 1 (C7)

Here, we have two important situations:
• SSH fixed point: When p = 0, both definitions yield 2, consistent with a singlet bond between two sites.
• Majorana fixed point: When p = 1/2 (see Appendix F of [63] for a proof). In this case, ρT1 = ρ and Tr|ρT1 | = 1

and the partial transpose does not capture the Majorana bonds. Remarkably, the partial TR gives
√

2 as it should
be.

Appendix D: Toeplitz matrix and Fisher-Hartwig conjecture

Here is a summary of the definition of Toeplitz matrix and useful expressions [77]. The Toeplitz matrix TL[φ] obeys
the form,

TL[φ] = (φi−j), i, j = 0, · · · , L− 1 (D1)

where

φk =
1

2π

∫ 2π

0

φ(θ)e−ikθdθ (D2)

is the k-th Fourier coefficient of the generating function φ(θ). The asymptotic behavior of the determinant of Toeplitz
matrices with singular generating function is also known as the Fisher-Hartwig (FH) conjecture. Suppose we have
the following decomposition of the singular generating function

φ(θ) = ψ(θ)

R∏
r=1

tβr, θr (θ)uαr, θr (θ) (D3)

where

tβr, θr (θ) = exp[−iβr(π − θ + θr)], θr < θ < 2π + θr (D4)

uαr, θr (θ) =
(

2− 2 cos(θ − θr)
)αr

, Re[αr] > −
1

2
(D5)

and ψ(θ) is a smooth non-vanishing function with zero winding number. In the limit L → ∞, the determinant of
TL[φ] is given by

detTL[φ] = (F [ψ])
L

(
R∏
i=1

Lα
2
i−β

2
i

)
E [ψ, {αi}, {βi}, {θi}]. (D6)

Here, F [ψ] = exp
(

1
2π

∫ 2π

0
lnψ(θ)dθ

)
and

E [ψ, {αi}, {βi}, {θi}] = E [ψ]

R∏
i=1

G(1 + αi + βi)G(1 + αi − βi)/G(1 + 2αi)

×
R∏
i=1

(
ψ−

(
exp(iθi)

))−αi−βi(
ψ+

(
exp(−iθi)

))−αi+βi
×

∏
1≤i 6=j≤R

(
1− exp

(
i(θi − θj)

))−(αi+βi)(αj−βj)

, (D7)

assuming that there exists a Weiner-Hopf factorization for ψ(θ), i.e.

ψ(θ) = F [ψ]ψ+

(
exp(iθ)

)
ψ−

(
exp(−iθ)

)
. (D8)
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In addition, E [ψ] = exp(
∑∞
k=1 ksks−k), in which sk is the k-th Fourier coefficient of lnψ(θ), and G is the Barnes

G-function defined by

G(1 + z) = (2π)z/2e−(z+1)z/2−γEz2/2
∞∏
n=1

{(1 + z/n)ne−z+z
2/(2n)}, (D9)

where γE is Euler constant. The FH conjecture has not been proven for a general case. However, there are various
special cases for which the conjecture was proven. The simplest case which applies to the Rényi entropy is when
R = 2, and we have α1 = α2 = 0 and β1 = −β2 = β. The FH conjecture (Eq. (D6)) was proven for the case
|β| < 1/2 [78].

In the case of negativity of two adjacent intervals, we are dealing with R = 3, αi = 0, β = β1 + 1/2 = β2 and
β3 = −2β + 1/2. Here, we have |β3| > 1/2 when β < 0 and the FH conjecture in its original form breaks down. The
resolution for a generic set of {βi}, satisfying

∑
i βi = 0, was initially conjectured [79] and later proven [80, 81]. The

idea is to replace {βi} by a new set of parameters {β̂i}, (so-called the orbit of β) which are defined by

Oβ = {β̂ : β̂j = βj + nj ,

R∑
j=1

nj = 0}. (D10)

We look for a set of integers {nj} which minimize the function

Fβ = min
β̂∈Oβ

 R∑
j=1

β̂2
j

 , (D11)

for a given {βi} and denote the corresponding set by Mβ = {β̂ ∈ Oβ :
∑R
j=1 β̂

2
j = Fβ}. Refs. [80, 81] have shown

that the Toeplitz determinant can be evaluated by sum of these solutions

detTL[φ] =
∑
β̂∈Mβ

(
F [(

R∏
r=1

einrθr )ψ]

)L( R∏
i=1

Lα
2
i−β̂

2
i

)
E [(

R∏
r=1

einrθr )ψ, {αi}, {β̂i}, {θi}], (D12)

where we substitute β and ψ(θ) with β̂ and
(∏R

r=1 e
inrθr

)
ψ(θ) in Eq. (D6), respectively.
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Herbrüggen, EPJ Quantum Technology 1, 11 (2014).

[74] J. Borchmann, A. Farrell, S. Matsuura, and T. Pereg-
Barnea, Phys. Rev. B 90, 235150 (2014).

[75] H. Casini and M. Huerta, Journal of Statistical Mechan-
ics: Theory and Experiment 2005, P12012 (2005).

[76] A. Y. Kitaev, Physics-Uspekhi 44, 131 (2001).
[77] B.-Q. Jin and V. E. Korepin, Journal of Statistical

Physics 116, 79 (2004).
[78] E. L. Basor, Indiana Math. J. 28, 975 (1979).
[79] E. L. Basor and C. A. Tracy, Physica A 177, 167 (1991).
[80] P. Deift, A. Its, and I. Krasovsky, Ann. of Math. 174,

1243 (2011).
[81] P. Deift, A. Its, and I. Krasovsky, Communications on

Pure and Applied Mathematics 66, 1360 (2013).
[82] O. Motrunich, K. Damle, and D. A. Huse, Phys. Rev. B

65, 064206 (2002).
[83] S.-k. Ma, C. Dasgupta, and C.-k. Hu, Phys. Rev. Lett.

43, 1434 (1979).
[84] C. Dasgupta and S.-k. Ma, Phys. Rev. B 22, 1305 (1980).
[85] D. S. Fisher, Phys. Rev. B 50, 3799 (1994).
[86] G. Refael and J. E. Moore, Phys. Rev. Lett. 93, 260602

(2004).
[87] M. Fagotti, P. Calabrese, and J. E. Moore, Phys. Rev.

B 83, 045110 (2011).
[88] N. Laflorencie, Phys. Rev. B 72, 140408 (2005).

http://dx.doi.org/10.1103/PhysRevA.66.042327
http://dx.doi.org/10.1103/PhysRevLett.100.080502
http://dx.doi.org/10.1103/PhysRevA.78.012335
http://dx.doi.org/10.1103/PhysRevA.77.062102
http://dx.doi.org/10.1103/PhysRevA.80.012325
http://dx.doi.org/10.1103/PhysRevA.80.010304
http://dx.doi.org/10.1103/PhysRevA.80.010304
http://dx.doi.org/10.1103/PhysRevLett.105.187204
http://dx.doi.org/10.1103/PhysRevLett.105.187204
http://dx.doi.org/10.1103/PhysRevB.81.064429
http://dx.doi.org/10.1103/PhysRevB.81.064429
http://dx.doi.org/ 10.1103/PhysRevLett.109.066403
http://dx.doi.org/ 10.1103/PhysRevLett.109.066403
http://dx.doi.org/10.1103/PhysRevB.94.035152
http://dx.doi.org/10.1103/PhysRevB.94.035152
http://dx.doi.org/10.1103/PhysRevA.81.032311
http://dx.doi.org/10.1103/PhysRevA.81.032311
http://dx.doi.org/10.1103/PhysRevA.84.062307
http://dx.doi.org/10.1103/PhysRevA.84.062307
http://dx.doi.org/10.1103/PhysRevB.93.245140
http://dx.doi.org/10.1103/PhysRevB.93.245140
http://dx.doi.org/10.1007/JHEP09(2016)012
http://dx.doi.org/10.1007/JHEP09(2016)012
http://dx.doi.org/10.1103/PhysRevA.88.042319
http://dx.doi.org/10.1103/PhysRevA.88.042318
http://dx.doi.org/10.1103/PhysRevLett.109.130502
http://dx.doi.org/10.1103/PhysRevLett.109.130502
http://stacks.iop.org/1742-5468/2013/i=02/a=P02008
http://stacks.iop.org/1742-5468/2013/i=02/a=P02008
http://stacks.iop.org/1742-5468/2013/i=02/a=P02008
http://stacks.iop.org/1751-8121/49/i=12/a=125401
http://stacks.iop.org/1751-8121/49/i=12/a=125401
http://stacks.iop.org/1751-8121/48/i=1/a=015006
http://stacks.iop.org/1751-8121/48/i=1/a=015006
http://stacks.iop.org/1367-2630/16/i=12/a=123020
http://stacks.iop.org/1367-2630/16/i=12/a=123020
http://dx.doi.org/10.1103/PhysRevE.93.022128
http://stacks.iop.org/1742-5468/2014/i=12/a=P12017
http://stacks.iop.org/1742-5468/2014/i=12/a=P12017
http://stacks.iop.org/1742-5468/2014/i=12/a=P12017
http://dx.doi.org/ http://dx.doi.org/10.1016/j.nuclphysb.2015.06.021
http://dx.doi.org/ http://dx.doi.org/10.1016/j.nuclphysb.2015.06.021
http://dx.doi.org/10.1103/PhysRevB.92.075109
http://dx.doi.org/10.1103/PhysRevB.92.075109
http://dx.doi.org/10.1103/PhysRevB.94.195121
http://dx.doi.org/10.1103/PhysRevB.94.195121
http://stacks.iop.org/1742-5468/2013/i=05/a=P05002
http://stacks.iop.org/1742-5468/2013/i=05/a=P05002
http://stacks.iop.org/1742-5468/2013/i=05/a=P05002
http://stacks.iop.org/1742-5468/2013/i=05/a=P05013
http://stacks.iop.org/1742-5468/2013/i=05/a=P05013
http://dx.doi.org/ 10.1103/PhysRevB.90.064401
http://stacks.iop.org/1742-5468/2015/i=6/a=P06021
http://stacks.iop.org/1742-5468/2015/i=6/a=P06021
http://stacks.iop.org/1742-5468/2015/i=6/a=P06021
http://stacks.iop.org/1367-2630/17/i=5/a=053048
http://stacks.iop.org/1367-2630/17/i=5/a=053048
http://stacks.iop.org/1742-5468/2015/i=8/a=P08005
http://stacks.iop.org/1742-5468/2015/i=8/a=P08005
http://stacks.iop.org/1742-5468/2015/i=8/a=P08005
http://stacks.iop.org/1742-5468/2016/i=3/a=033116
http://stacks.iop.org/1742-5468/2016/i=3/a=033116
http://stacks.iop.org/1742-5468/2016/i=3/a=033116
http://stacks.iop.org/1742-5468/2016/i=5/a=053109
http://stacks.iop.org/1742-5468/2016/i=5/a=053109
http://stacks.iop.org/1742-5468/2016/i=5/a=053109
http://dx.doi.org/10.1103/PhysRevB.93.115148
http://dx.doi.org/10.1103/PhysRevB.93.115148
http://dx.doi.org/10.1103/PhysRevB.93.195140
http://dx.doi.org/10.1103/PhysRevB.93.195140
http://stacks.iop.org/1742-5468/2016/i=7/a=073102
http://stacks.iop.org/1742-5468/2016/i=7/a=073102
http://stacks.iop.org/1751-8121/42/i=50/a=504003
http://stacks.iop.org/1751-8121/42/i=50/a=504003
http://dx.doi.org/10.1103/PhysRevA.71.032349
http://dx.doi.org/10.1103/PhysRevA.71.032349
http://arxiv.org/abs/1607.03896
http://arxiv.org/abs/1607.06504
http://arxiv.org/abs/1403.1467
http://arxiv.org/abs/1404.6659
http://arxiv.org/abs/1406.7278
http://arxiv.org/abs/1504.01830
http://dx.doi.org/10.1007/JHEP12(2015)052
http://arxiv.org/abs/1604.06527
http://dx.doi.org/10.1103/PhysRev.40.749
http://dx.doi.org/10.1103/PhysRevB.90.235150
http://stacks.iop.org/1742-5468/2005/i=12/a=P12012
http://stacks.iop.org/1742-5468/2005/i=12/a=P12012
http://stacks.iop.org/1063-7869/44/i=10S/a=S29
http://dx.doi.org/10.1023/B:JOSS.0000037230.37166.42
http://dx.doi.org/10.1023/B:JOSS.0000037230.37166.42
http://dx.doi.org/10.1016/0378-4371(91)90149-7
http://dx.doi.org/10.4007/annals.2011.174.2.12
http://dx.doi.org/10.4007/annals.2011.174.2.12
http://dx.doi.org/10.1002/cpa.21467
http://dx.doi.org/10.1002/cpa.21467
http://dx.doi.org/10.1103/PhysRevB.65.064206
http://dx.doi.org/10.1103/PhysRevB.65.064206
http://dx.doi.org/10.1103/PhysRevLett.43.1434
http://dx.doi.org/10.1103/PhysRevLett.43.1434
http://dx.doi.org/10.1103/PhysRevB.22.1305
http://dx.doi.org/10.1103/PhysRevB.50.3799
http://dx.doi.org/10.1103/PhysRevLett.93.260602
http://dx.doi.org/10.1103/PhysRevLett.93.260602
http://dx.doi.org/10.1103/PhysRevB.83.045110
http://dx.doi.org/10.1103/PhysRevB.83.045110
http://dx.doi.org/10.1103/PhysRevB.72.140408


23

[89] J. Eisert, V. Eisler, and Z. Zimborás, arXiv:1611.08007
(2016).

http://arxiv.org/abs/1611.08007
http://arxiv.org/abs/1611.08007

	Partial time-reversal transformation and entanglement negativity in fermionic systems
	Abstract
	Introduction
	 Partial transpose and partial time-reversal transformation
	Bosons
	Fermions
	Definition in coherent state basis
	Defintion in terms of Majorana operators


	 General procedure for computing the entanglement negativity
	Noninteracting fermions
	 Replica approach

	 Examples
	the Kitaev chain
	 the Su-Schriffer-Heeger model

	 Critical points
	Toeplitz matrix and Fisher-Hartwig conjecture
	Numerical results
	Clean systems
	Random singlet phase


	 Discussion
	Acknowledgments
	 Prior definition of the fermionic partial transpose
	 Calculation of the spectrum of AR1 AR1† for Gaussian states
	 Toy example of fermionic density matrix
	 Toeplitz matrix and Fisher-Hartwig conjecture
	References


