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Phase diagram for the trapped p-wave fermionic superfluid with population imbalance

Ammar Kirmani, Khandker Quader, and Maxim Dzero
Department of Physics, Kent State University, Kent, OH 44240 USA

We consider the problem of spin-triplet p-wave superfluid pairing with total spin projectionms = 0 in atomic
Fermi gas across the Feshbach resonance. We allow for imbalanced populations and take into account the effects
due to presence of a harmonic trapping potential. Within the mean-field approximation for the one- and two-
channel pairing models we show that the p-wave superfluid state has the lowest energy up to some distance from
the trap center, the distance depending on population imbalance and the side of the Feshbach resonance (BCS
or BEC) the system is in. Beyond this, the system is in the normal state. Since the system, even in presence
of the harmonic trap, is invariant under O(3) space rotation, the superfluid cores which emerge in the trap are
comprised of states that are degenerate with respect the ”orbital ferromagnet” state, px ± ipy , as well as the
ones in which all angular momentum components of the order parameter are nonzero, provided the modulus of
the order parameter maintains a fixed magnitude.

PACS numbers: 05.30.Fk, 03.75.Ss, 34.50.?s

I. INTRODUCTION

The experimental discovery of the p-wave Feshbach reso-
nance (FR)1–5 in ultracold fermions has led to a flurry of theo-
retical work addressing various aspects of the superfluid pair-
ing across the BCS-BEC crossover where the single fermionic
atoms are adiabatically converted to the diatomic molecules
as one varies the resonance detuning frequency.6 Notably, in-
terest in the physics of the p-wave FR in two-dimensional
condensates has been rekindled due to the possibility of the
topological phase transition7,8 as well as its realization as
the system is driven out-of-equilibrium.9,10 Cold fermion sys-
tems with unequally populated hyperfine states, and/or un-
equal mass, as in mixtures11, provide an avenue for explo-
ration of potentially rich physics. These may also be relevant
to other systems with unequal population, such as in quark
matter12 and magnetic field induced superconductors.13 Past
theory work on p-wave pairing for unequal population has
been limited especially in the presence of a trap.14

In realistic experimental situations, however, the conden-
sate is subject to either external optical trapping potential or
to an underlying optical lattice. For the case of the s-wave
pairing it has been shown that the presence of the optical trap
together with the mass and population imbalance leads to a
variety of the superfluid states some of which are of exotic
nature, such as a breached pairing state, for example.15–17

In general, spin triplet (s = 1,ms = 0,±1) p-wave fermion
pairing with orbital quantum number m = 0,±1 can give rise
to a rich variety of superfluid ground states, some of which
are realized in superfluid phases of liquid 3He. However, for
a given system, absent additional symmetry and physical con-
straints, a general consideration can be daunting, even when
restricted to unitary cases. As it has been discussed in Refs.
[18,19], considerable simplification is afforded by cold atoms
subject to p-wave FR: different for liquid 3He, pairing inter-
action may be highly anisotropic in ”spin” space (”spin” re-
ferring to hyperfine states). For example, in 6Li, when the hy-
perfine pair |ms,m

′
s〉 = |1/2,−1/2〉 is at resonance, the pairs

|1/2, 1/2〉 and |−1/2,−1/2〉may not be. Pairs in p-wave su-
perfluids with unequal ”spin” components can however have
different l = 1 components, namely m = 0,±1. Conse-

FIG. 1: (color online) Schematic phase diagram for the ms = 0 p-
wave superfluid subject to harmonic potential. State SF1 denotes a
doubly degenerate superfluid state which breaks time-reversal sym-
metry. The energy of SF1 equals to the energy of TRI superfluid state
SF0 corresponding to the state when all angular momentum compo-
nents of the pairing wave-function are nonzero. The dashed line sep-
arates the SF1 state with the superfluid breached pairing state BP1

in which parts of the Fermi surface remain unpaired supporting the
gapless excitations. Parameters rc and Pc denote the positions in the
trap and value of the population imbalance for which the first-order
transition between superfluid and normal state takes place.

quently, the components of the pairing wave function ∆lm are
related to the spherical harmonics Y ml (θ, ϕ).

In the context of cold atoms, spin triplet p-wave superflu-
idity with ms = 0 has been studied at the mean-field level,
for equal population in Ref. [18], and for arbitrary popula-
tion imbalance in Ref. [19], but in both cases without trap-
ping potential. In Ref. [18], the ground state was found to be
an ”orbital ferromagnet”, px ± ipy , in which either ∆1,1 or
∆1,−1 paring gap component is non-zero. On the other hand,
in keeping with the rotational O(3) symmetry of the system
with isotropic interaction, Ref. [19] found the ground state to
be degenerate with respect to the state px ± ipy , and the ones
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in which all angular momentum components of the order pa-
rameter are non-zero. Additionally, this work suggested that,
across the FR, the states which have higher energy for zero
population imbalance, e.g. the ”polar” state, ∆10, may acquire
a lower energy for non-zero population imbalance, P , thereby
becoming the ground state, provided P exceeded some critical
value.

There are several motivations for considering p-wave su-
perfluidity of cold fermions in a trap. First, to the best of our
knowledge the problem of the ms = 0 spin triplet p-wave
pairing with nonzero trapping potential has never been ad-
dressed and we attempt to fill this gap in this paper. Next,
owing to the trap potential, the chemical potential is spatially
dependent via a local density approximation (LDA); this is
expected to lead to spatially dependent ground-state phases,
which can have interesting consequences. Then, since we are
considering arbitrary ”spin” population imbalance, we antic-
ipate rich physics to emerge from the interplay between the
population imbalance and the presence of the trap; our goal
is to map out the behavior of the system in the space of pop-
ulation imbalance and trap potential. For example, while the
breached pair (BP) states do arise in population imbalanced p-
wave superfluid calculations, even in the absence of a trap20,
breached pair state of one particular type, namely BP1 (ex-
plored and explained later) is expected to arise more naturally
in calculations here, owing to the finite-range interaction (nec-
essary for realizing a p-wave state) and its interplay with the
spatially-dependent trap potential. Also, since any likely ex-
periment will be carried out in a trap, calculations of proper-
ties a p-wave superfluid for a population imbalanced system
in a harmonic trap would provide a more direct comparison to
experiments.

Accordingly, we we consider the pairing problem within
the one- and two-channel p-wave pairing models and explore
the effects of harmonic (anistropic in general) trapping poten-
tial by adopting the Local Density Approximation (LDA). We
utilize the mean-field theory approach to compute the ground
state energy across the FR as a function of the distance from
the center of the trap, r, and at the same time allow for arbi-
trary population imbalance. Our main results can be summa-
rized on a schematic phase diagram in the (P, r) plane, Fig.
1. If we are constrained to the center of the trap, r = 0, and
start increasing the population imbalance than there is a phase
transition between the superfluid (SF1) and the normal (N)
state and, in addition, within the superfluid state there exists a
breached pairing state (BP1) in which single fermionic excita-
tions become gapless for some values of momenta. Parabolic
trapping potential leads to qualitatively the same physics: as
the distance from the center of the trap increases the phase
transition between two different superfluid states - SF1 and
the breached pairing state BP1 - takes place. Note, that both
rc and Pc are not universal and depend on the detuning fre-
quency. For example, we find that the region of the trap where
the BP1 is realized gets wider as one goes from BCS to BEC
side of the FR resonance.

The remaining part of the paper is organized as follows.
In Section II, we present the two-channel model, basic equa-
tions and approximations we use to study the ms = 0 triplet

p-wave superfluid in a parabolic trap. We also present a
Ginzburg-Landau analysis which we later use as a guide to
obtain solutions of the mean-field self-consistency equations.
In Section III we present and discuss our main results for the
two-channel model. We also present results and discussions
of the single-channel model, relevant for wide resonances in
Section IV. Sections V and VI contain concluding discussion
and acknowledgments. Lastly, in Appendix A we provide de-
tailed analysis of the self-consistency equations which guide
the search for the system’s ground state energy as a function
of the distance from the center of the trap.

II. TWO-CHANNEL MODEL AND BASIC EQUATIONS

We present two-channel model which describes fermionic
atoms in two hyperfine states interacting via p-wave ms = 0
triplet Feshbach resonance. We consider systems with ar-
bitrary population imbalances. In our two-channel model
molecules with non-zero center-of-mass momenta are ig-
nored. With this provision the model Hamiltonian reads

H =
∑
kσ

εkσ ĉ
†
kσ ĉkσ + ω

1∑
m=−1

b̂†mb̂m

+ g
∑
k

1∑
m=−1

wk

[
Y1m(k̂)b̂mĉ

†
k↑ĉ
†
−k↓ + h.c.

] (2.1)

Here g is a coupling constant, ĉ†kσ, ĉkσ are fermionic creation
and annihilation operators, σ =↑, ↓ denotes the two hyperfine
states and εkσ are single particle energies are given by

εkσ =
k2

2m
− h · sign(σ), (2.2)

b̂†m, b̂m are the bosonic operators which describe the cre-
ation and annihilation of molecules with the orbital quan-
tum number m = 0,±1 of binding energy ω. The pa-
rameter h accounts for the population imbalance between
the two hyperfine states and function. Equation (2.1) is ob-
tained assuming a separable from of the 2-body fermion in-
teraction: Vk,k′ = gwkwk′ . The separable form is chosen
for convenience18,21,22, and does not qualitatively change the
physics. For wk, we have chosen the Nozieres-Schmitt-Rink
form22: wk = k0k/(k

2 + k20) with k0 ∼ kF guarantees the
convergence of the momenta summations, so that one does
not need to introduce the ultraviolet cutoff. Just as in the case
of an s-wave condensate, the model (2.1) describes superfluid
fermions - BCS side of the Feshbach resonance - when ω ex-
ceeds the Fermi energy εF and bound molecules when ω is
decreased below the Fermi energy, so that deep in the BEC
regime ω < 0 and |ω| � εF .

In the mean-field approximation, the bosonic operators in
the Hamiltonian (2.1) are replaced with their expectation val-
ues, b̂m → bm = 〈b̂m〉. In what follows, it will be convenient
to introduce the pairing fields

∆m = −gbm. (2.3)
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In complete analogy with the discussion on the mean-field the-
ory for the two-channel s-wave model in Ref. 23, we obtain
the following zero-temperature self-consistency equations for
the pairing field components

∆m =
g2

(ω − 2µ)

∑
k

w2
kθ(Ek − h)

2
√
ξ2k + |∆(k)|2

×
1∑

n=−1
Y ∗1m(k̂)Y1n(k̂)∆n,

(2.4)

where ξk = k2/2m−µ,Ek =
√
ξ2k + |∆(k)|2, superfluid or-

der parameter ∆(k) = wk
∑
m
Y1m(k̂)∆m and µ is the chemi-

cal potential determined from the particle number equation

2n =
2

g2

1∑
m=−1

|∆m|2 +
∑
k

[
1− ξk

Ek
θ(Ek − h)

]
, (2.5)

where n = (n↑+n↓)/2 is a total particle density. In Appendix
A we provide the detailed analysis of the possible roots of Eqs.
(2.4) which will help us with the analysis of the case of the
non-zero trapping potential.

In analogy with the s-wave case6,23, we introduce the di-
mensionless parameter

γ =
g2νF
εF

(2.6)

and νF is the density of states at the Fermi level. This param-
eter describes the width of the Feshbach resonance and has
a physical meaning of the dimensionless interaction strength
between the atoms and molecules. For broad Feshbach res-
onance, γ � 1, the singlet p-wave pairing problem can be
addressed in terms of the following single-channel model:18,19

H1ch =
∑
kσ

ξkσckσckσ −
∑
kp

Vkpck↑c−k↓c−p↓cp↑, (2.7)

where Vkp = (λ/νF )wkwp

∑
mn Y

∗
1m(k̂)Y1n(p̂) and λ > 0

is the dimensionless pairing strength. It is important to note
that while the mean-field approximation for the model (2.7)
holds deep in the BEC regime corresponding to λ � 1 as
well as in the BCS regime λ � 1, it is not applicable for the
intermediate values of the coupling constant, λ ∼ 1. That is
why in this paper we will focus more on the physics governed
by the two-channel model (2.1), though we also present our
results for the one-channel model in Section IV.

A. Ginzburg-Landau expansion

To get insight into the energy structure of the p-wave pair-
ing state, it will be useful to utilize the Ginzburg-Landau
approach ignoring the trapping potential. At temperatures
just below the critical temperature |T − Tc|/Tc � 1 all or-
der parameter components are small and we can expand the
right hand side of the self-consistency equation in powers of
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FIG. 2: Chemical potential and population imbalance (inset) as a
function of parameter h (in the units of Fermi energy εF ) calculated
by solving the system of self-consistency and the particle number
equations for harmonic trapping potential. The results are shown for
the following choice of parameters: γ = 1.45, n = 0.875, while the
detuning frequency is ω = 2µ0 + g2νF /3.15 (BCS, top panel) and
ω = 2µ0 + g2νF /5.96 (BEC,bottom panel), where µ0 is a chemical
potential for h = 0.

∆m = |∆m|eiφm (m = 0,±1). The free energy which corre-
sponds to this expansion has the following form

F [∆] =F0 − a(h, T )

1∑
m=−1

|∆m|2

+ b(h, T )
∑
kl

∑
mn

Iklmn∆∗m∆∗n∆k∆l,

(2.8)

where F0 is the free energy in the normal state, the expansion
coefficients a(h, T ) > 0 and b(h, T ) > 0 are some known
functions of the population imbalance and temperature. Using
the symmetry of the fourth term with respect to permutations
m ↔ n and k ↔ l, we can compactly rewrite the expression
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FIG. 3: Radial dependence of the pairing amplitude |∆1(r)| (SF1)
for zero and finite values of the parameter h (in the units of Fermi
energy εF ) calculated by solving the system of self-consistency and
the particle number equations for a harmonic trapping potential. The
results are shown for the following choice of parameters: γ = 1.45,
n = 0.875, while the detuning frequency is ω = 2µ0 + g2νF /5.96.

for the coefficients Iklmn as follows

Iklmn = −2 [δm,0δn,0δk,−1δl,1 + δm,−1δn,1δk,0δl,0]

+ 4 [δm,−1δn,0δk,−1δl,0 + δm0δn,1δk,1δl0]

+ 2 [δm,−1δn,−1δk,−1δl,−1 + δm,1δn,1δk,1δl,1

+4δm,−1δn,1δk,1δl,−1] + 3δm,0δn,0δk,0δl,0.

A quick analysis of the free energy (2.8) shows that the con-
ditions for the minima of the free energy are satisfied for

2φ0 − φ1 − φ−1 = 2πn, (n = 0, 1, 2, ...) (2.9)

Let us introduce the following three-component vector ~∆ =
(|∆−1|,∆0, |∆1|) and we take into account that ∆0 can be
considered purely real due to condition (2.9). The free energy
has a minimum Fmin = −50a2/9b corresponding to a two
superfluid states which differ from each other by symmetry.
One of these two states denoted by SF0 is described by ~∆
with all nonzero components which satisfy

|∆−1| = |∆1|, ∆0 =
√

2|∆1|. (2.10)

The other state denoted by SF1 is described by ~∆fm =

(∆−1, 0, 0) or ~∆fm = (0, 0,∆1): it breaks time-reversal sym-
metry, it is doubly degenerate and given the spin-triplet nature
of the pairing it corresponds to an orbital ferromagnet.18,19 It
can be easily checked that the length of the vector ~∆ is the
same in both of these states. Furthermore, inclusion of the
sixth order terms in the Ginzburg-Landau expansion lead to
the same result: the states SF0 and SF1 will have the same
free energy below Tc since the system gains exactly the same
amount of energy condensing into one of these states. Also
note that the accidental degeneracy between these two states
implies that the corresponding chemical potentials will also
be the same.

The multicomponent nature of the spin-triplet (ms = 0)
p-wave superfluid furnishes another possible solutions which
have somewhat higher energy than Fmin. For our subse-
quent discussion it is useful to briefly mention these states
here. There are two particular order parameter configura-
tions corresponding to the partially condensed states: the
first state which we denote as SP2 is defined by (∆0 =√

2/3|∆fm|,∆1 = ∆∗−1 = 0) while the second one SP3 cor-
responds to (∆0 = 0,∆±1 6= 0) with |∆±1| =

√
1/3|∆fm|.

As it turns out, both of these states at T ∼ Tc have the
same energy Fopm = −100a2/27b = 2Fmin/3. In what fol-
lows, we will use the insights from the spatially homogeneous
Ginzburg-Landau theory to analyze the ground state proper-
ties in the presence of trapping potential. We will be mainly
interested in finding out whether the ground state energy con-
figuration changes with distance from the center of the trap. In
particular, the phase relation (2.9) becomes useful in identify-
ing the order parameter configurations with the lowest energy.

B. Self-consistency equations in the local density
approximation

We include the effects of the trapping potential V (r) using
the local density approximation (LDA)24. LDA is valid when
the size of the pairing gap greatly exceeds the single particle
level spacing at the Fermi level.25. Within the LDA scheme,
the gradient terms of the density and pairing amplitude are
neglected, so that one can adopt the Thomas-Fermi theory to
describe the superfluid pairing. In principle, the corrections
to the ground states due to the gradient terms can be found by
perturbation theory.26

We consider the trapping potential of the form V (r) =∑
i βir

2
i /2 . Formally, the LDA is implemented by consid-

ering the nonlocal chemical potential

µ(r) = µ− V (r). (2.11)

One could define center-potential to be µ0. Then, the
Fermi energy is related to the particle number by εF =
(3N

√
βxβyβz)

1/3/
√
m and the particles occupy the volume

with length Ri =
√

2εF /βi which is the Thomas-Fermi ra-
dius in the ith direction . We can now express the harmonic
trap in the unit of εF in the standard dimensionless form as
V (r)/εF =

∑
i(ri/Ri)

2 as given in 27 . Given (2.11) it fol-
lows that the order parameter components (2.4) and the parti-
cle density (2.5) depend on the position relative to the center
of the trap, ∆m → ∆m(r), n→ n(r). The total particle num-
ber in a trap is fixed, so in order to determine the global chem-
ical potential µ, Eq. (2.11), we need to integrate both parts of
the equation for n(r) over the trap and normalize the result-
ing integrals by the volume of the trap. Since n(r) depends
on ∆m(r), at each step of the calculation the self-consistency
equations for ∆m(r) must be solved. Note, that unlike the
case of the single channel model, the effective coupling con-
stant λeff(r) = g2/(ω − 2µ(r)) becomes dependent on the
distance from the center of the trap and the population imbal-
ance.
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After the global chemical potential is found, we determine
the spatial profile of the order parameter components ∆m(r)
allowing for all possible configurations as we have discussed
above. At zero temperature, the ground state configuration at
each point of the trap can be identified by computing the local
energy

Egs =
∑
k

[ξk − Ek + (Ek − h) · θ(h− Ek)]

+

1∑
m=−1

(ω − 2µ)

g2
|∆m|2,

(2.12)

where we have omitted the dependence on r for brevity.
Lastly, we note that to describe the population imbalance
we will work with the parameter h rather than the parame-
ter P = (N↑ − N↓)/(N↑ + N↓) for convenience. However,
we will quote both values (h, P ) where necessary.

III. PHASE DIAGRAM FOR TWO-CHANNEL MODEL

In this Section we summarize our results for the two-
channel case. But, first, we provide few comments on the
procedure we have used. In order to compute the dependence
of the pairing amplitude on the distance from the center of a
trap, we need to compute the global chemical potential (chem-
ical potential at trap’s center) from the particle number equa-
tion N =

∫
d3r[n↑(r) + n↓(r)] normalized by the volume of

the trap and the expression under the integral is given by the
right hand side of the equation (2.5), the integration should
be performed over the trap volume. While the global chemi-
cal potential is being determined we solve the self-consistency
equations (2.4) taking into account (2.11) and the dependence
of the effective coupling on r. Note that due to the fact that the
chemical potential at trap’s center is unique for all fermions
across the trap; this guarantees that the only superfluid state
which is realized in the trap in the SF1 state since it will al-
ways have the lowest energy among the all possible pairing
states. This is in sharp contrast with the case of no trapping
potential when for a given population imbalance, each pair-
ing state has its own chemical potential and the ground state
is determined by comparing the energies of the corresponding
superfluid states.

In Fig. 2 we show the results for the dependence of the
global chemical potential µ, Eq. (2.11), on the parameter h,
Eq. (2.2), for the superfluid states SF1. As we have men-
tioned above, the non-trivial feature of the two-channel model
is that the effective pairing strength depends on both popula-
tion imbalance and trapping potential via its dependence on
the chemical potential. Moreover, the difference in the values
of the global chemical potential appears to be the main reason
for the deviations from the ground and metastable energy con-
figurations predicted by the Ginzburg-Landau expansion. We
define our (r/R)2 =

∑
i(ri/Ri)

2 to account for any general
harmonic trap throughout our one and two-channel results.

a. BEC regime. In Fig. 3 we show the radial depen-
dence of the pairing amplitudes on far BEC side of the FR.

As one can see, at higher values of the population imbal-
ance the pairing amplitude shows nonlinear dependence on
r. This non-linearity signals an instability of the spatially ho-
mogeneous solution at given r. Specifically, it suggests that if
the size of the optical trap is large enough, the Cooper pairs
will acquire some finite center-of-mass momentum forming
a spatially inhomogeneous superfluid since the energy of this
state becomes lower than the energy of the spatially homo-
geneous one. In conventional superconductors this state has
been dubbed in literature as Fulde-Ferrel-Larkin-Ovchinnikov
(FFLO) state.

The phase diagram in the BEC regime is shown on Fig.
4(a). At low values of the population imbalance and close
to the center of the trap the superfluid remains unpolarized
and the single particle excitation spectrum remains gapped
for all values of momenta. As one increases the value of the
population imbalance, the system develops local polarization,
n↑(r)− n↓(r) 6= 0, which also corresponds to the emergence
of the gapless excitations in given momentum interval where√
ξ2k + |∆(k̂)|2 − h ≤ 0. We call this state a breached paired

state (BP1)27,28 and the dashed line separates unpolarized SF1

and BP1 states.
b. Crossover and BCS regimes. We carried out the cal-

culation similar to the one above for the case when the detun-
ing frequency is at close to the crossover regime so that the
corresponding chemical potential is close to zero. We show
the plot of the phase diagram on Fig. 4(b). The only quan-
titative difference with the BEC case is the narrowing of the
region of the breach-pairing state. Lastly, the phase digram
in the BCS regime, Fig. 4(c) is again qualitatively similar to
the diagram for two other regimes. Lastly, we note that unlike
BEC case, in BCS and crossover regimes, the superfluid state
extends significantly far from the center of the trap. Part of
the reason why this is observed in one-channel model is that
in two channels ∆ remains in unchanged as you go deep into
BEC due to extra term in the particle number equation.

IV. PHASE DIAGRAM FOR ONE-CHANNEL MODEL

In this Section we present summary of the results for one-
channel model. As we have emphasized above there are two
main difference here compared to the two-channel model: (1)
the coupling constant remains independent of the position in
the trap and (2) the particle number equation does not have
the term proportional to |∆|2/λ i.e. the first term on the right-
hand-side of equation (2.5). Therefore, in one-channel model
the self-consistency and the number equations take the follow-
ing form

∆m = λ
∑
Ek≥h

w2
k

2Ek

1∑
n=−1

Y ∗1m(k̂)Y1n(k̂)∆n,

2n =
∑
k

[
1− ξk

Ek
θ(Ek − h)

]
,

(4.1)

Just as in case of two-channel model we have n = (n↑ +
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FIG. 4: Phase diagram for the BEC (top panel), crossover (middle
panel) and BCS (bottom panel) regions in the (r, P ) plane extracted
from the data for the ground state energy density as a function of the
distance from the center of the trap. The detuning frequencies are
ω = 2µ0 + g2νF /2.35 for BCS region, ω = 2µ0 + g2νF /3.17 for
the crossover region and ω = 2µ0 +g2νF /5.95 for the BEC regions
of the FR.

n↓)/2, the gap amplitudes and particle densities are functions
of trap coordinates. We can also identically obtain the above
equation by using method of Green’s function and deploying
Matsubara’s summations. In Local Density Approximation
(LDA), it is easy to show that the total particle number can be

FIG. 5: (a) Phase diagram for the BCS region in the (r, p) plane ex-
tracted from the data for the ground state energy density as a function
of the distance from the center of the trap. Inset is µ0 as function of
Imbalance. (b) local spin/population densities and its ratio with local
total number. The coupling constant is λ = 1.45.

re-written as

1 =
3

π3

∫
d3r̃

∫
d3k̃

[
1−

ξk̃
Ek̃

θ(Ek̃ − h)

]
, (4.2)

where r̃ = r/R , k̃ = k/kF while the gap components and
single particle energies are normalized by the Fermi energy
EF . Lastly, in the Local Density Approximation, popula-
tion imbalance P can be computed according to the following
equation

P =
3

π3

∫
d3r̃

∫
d3k̃θ(h− Ek̃), (4.3)

The chemical potential at any distance from trap center is
given as µ(r̃) = µ = µ0 − r̃2 in the units of Fermi energy
EF

27. The free energy in one-channel model takes the fol-
lowing form

Egs =
∑
k

[ξk − Ek + (Ek − h) · θ(h− Ek)]

+

1∑
m=−1

|∆m|2

λ
,

(4.4)
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FIG. 6: (a) Phase diagram for the crossover region in the (r, p)
plane extracted from the data for the ground state energy density as
a function of the distance from the center of the trap. Inset is µ as
function of Imbalance. (b) local spin/population densities and its
ratio with local total number. The coupling constant is λ = 2.9.

We present phase diagrams for both BCS and BEC side
of Feshbach Resonance along with the local densities pro-
files. While solving for µ0 i.e. the chemical potential at the
trap’s center, we make sure that we only accept lowest energy
state pairing (SF1) if its free energy Eq. 4.4 is less than un-
paired state at any distance from trap center. While solving
for µ0, the Ginzburg-Landau expansion dictates that lowest
energy pairing state is the orbital ferromagnet. We then gen-
erate phase diagram in (r, P ) plane by computing local po-
larization density. We also present some densities profiles for
certain polarization at BEC and BCS side of FR.

BCS regime. In Fig. 5 we present phase diagram for BCS
side of the FR based on consideration of the lowest free en-
ergy pairing state SF1. We find that as we increase population
imbalance, superfluid core decreases its radius analogous to s-
wave case. The superfluid remains unpolarized at the trap cen-
ter until imbalance is increased to about 18%. We also show
that for finite population imbalance our systems goes from
SF/BP1 state to normal state (N) through first order phase tran-
sition as can be seen from finite jump in n↑ − n↓. The inset
in Fig. 5(a) shows the dependence of µ0 (in SF1 state) on the
population imbalance.

We define our breached pair state BP1 analogous to two-

FIG. 7: (a) Phase diagram for the BEC region in the (r, p) plane
extracted from the data for the ground state energy density as a func-
tion of the distance from the center of the trap. Inset is µ as function
of Imbalance. (b) local spin/population densities and its ratio with
local total number. The coupling constant is λ = 5.95.

channel model where (n↑(r)− n↓(r))/(n↑(r) + n↓(r)) 6= 0,
which also corresponds to the emergence of the gapless exci-

tations in given momentum interval where
√
ξ2k + |∆(k̂)|2 −

h ≤ 0.
Crossover regime. In the crossover regime we present the

phase diagram showing essentially the trend in between BEC
and BCS side. We have both SF1 and well as BP1 phases
present up to finite population imbalance. As higher imbal-
ances we have only BP1 state analogous to BEC side which is
present up to quite high population imbalances. From Fig. 6
(b), we can see that phase transition between BP1 and normal
state is first order in nature for high population imbalances.
In the inset in Fig. 6 (a) we plot the dependence of chemical
potential at the trap’s center against population imbalance.

BEC regime. As one can see from Fig. 7 on the BEC side of
FR we find that the superfluid core exists only in form of BP1

and extends to much larger population imbalance compared
to BCS side. There is still the first order phase transition to
the normal state for high population imbalance as shown in
Fig. 7. We also show in the inset the dependence of chemical
potential at trap’s center on population imbalance.

To summarize, in this section we have shown that under
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LDA the p-wave superfluid is energetically favorable and
exist as core at the trap’s center, analogous to the s-wave case.
The superfluid exists in superfluid orbital ferromagnet state
(SF1) or breached pair state (BP1). The normal state remains
polarized as seen from the particle density plots. Finally, the
radius of superfluid core decreases with increasing polariza-
tion and at certain polarization superfluid core disappears as
it is not energetically favorable anymore.

V. CONCLUSIONS

In this paper we have studied the problem of the ms = 0
triplet p-wave pairing for an atomic Fermi gas subject to a har-
monic trapping potential within the mean-field approach. We
presented the phase diagrams for both two- and one-channel
pairing models. In particular, the mean-field results of the
one-channel model are relevant for sufficiently wide reso-
nances, and away from the exact unitarity limit. We found
that (i) as would be expected for a rotationally invariant case,
the trapping potential does not affect the degeneracy between
the superfluid state SFc with all non-zero angular momentum
components of ~∆ and the time-reversal symmetry broken state
SF1 when only one component of ~∆ with either m = 1 or
m = −1 is non-zero (so-called orbital ferromagnet); (ii) per-
haps a somewhat less expected result is that close to the cen-
ter of the trap, the time-reversal-breaking doubly degenerate
superfluid state SF1 which also has the same energy as SF0

remains the ground state for any value of the population im-
balance until the normal state becomes more energetically fa-
vorable.
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Appendix A: Properties of the self-consistency equations

The self-consistency equations (2.4) have a fairly compli-
cated structure which significantly complicates their numeri-
cal analysis. With the help of the Ginzburgh-Landau expan-
sion, we were able to demonstrate that only few roots will give
the minimum value for the free energy provided that the rela-
tion (2.9) is satisfied. Here, we show that the self-consistency
equations have other nontrivial solutions for which the phase
relation (2.9) holds. Thus, in our subsequent discussion we
will only be interested in a superfluid state when all the angu-

lar momentum components of the pairing wave function are
nonzero.

Let us re-write the self-consistency equations in a compact
matrix form as follows

∆m =

1∑
n=−1

Kmn[∆] ·∆n. (A1)

The properties of the spherical components entering into (2.4)
dictate K−1,1 = K∗1,−1 ≡ |K1|eiψ and K0,1 = −K−1,0 =

|K01|eiα. The diagonal components are purely real and I will
use the following notationsK−1,−1 = K1,1 = Kd,K00 = K0.
As a result, adopting these notations, we cast the system of
equations (2.4) into the following form:

1 =Kd − |K01|
∆0

|∆−1|
ei(α−φ−1)

+ |K1|
|∆1|
|∆−1|

ei(ψ+φ1−φ−1),

1 =K0 − |K01|
|∆−1|

∆0
e−i(α−φ−1)

+ |K01|
|∆1|
∆0

ei(α+φ1),

1 =Kd + |K01|
∆0

|∆1|
e−i(α+φ1)

+ |K1|
|∆−1|
|∆1|

e−i(ψ+φ1−φ−1)

(A2)

and we took into account that the phases of the components
∆±1 can always be taken relative to the phase of ∆0, so that
the latter is considered to be purely real. We have to keep in
mind that all the matrix elements are the functions of ∆0 and
∆±1. Clearly two out of six of these equations are redundant
since we have only five unknowns.

Let us take an imaginary part from the first and the third
equations (A2) which yields

|K01|∆0 sin(α− φ−1) = |K1|b sin(ψ + φ1 − φ−1),

|K01|∆0 sin(α+ φ1) = −|K1|a sin(ψ + φ1 − φ−1).
(A3)

As we have seen from the Ginzburg-Landau analysis, the min-
imum of the free energy is achieved when (2.9) holds implying
φ1 = −φ−1. Then there are two possible scenarios, which we
would like to discuss separately.

c. Symmetric solution: |∆−1| = |∆1|. In the first one,
one needs to require |K01| = 0 and φ−1 = ψ/2. In turn,
equation

|K01(∆−1,∆1,∆0)| = 0

can only be satisfied for |∆−1| = |∆1|. Clearly, this solution
corresponds to the fully condensed superfluid in a state with
global minimum of free energy. Furthermore, from the first
equation (A2) it also follows that

ψ + 2φ1 = πn, (A4)

where n is an integer, so that the phase of ∆1 is basically
determined by the phase of the off-diagonal matrix element
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K−1,1. Furthermore, there are two roots corresponding to the
even or odd values of n and one needs to compute the free en-
ergy to determine which of two roots correspond to the ground
state.

d. Asymmetric solution: |∆−1| 6= |∆1|. In the second
scenario we impose the constraint on the non-vanishing K01

in (A3) so that from (A3) it follows that the following equation
must be fulfilled:

|∆−1| sin(α− φ−1) = −|∆1| sin(α+ φ1), (A5)

which is the imaginary part of the second equation (A2).
Since we still need to search for all possible solutions when
φ−1 = −φ1 since this relation guarantees the minimum in the
free energy as we have seen from the Ginzburgh-Landau anal-
ysis. Then it immediately follows that equation (A5) has the
following nontrivial solution

α− φ−1 = πn, (A6)

where n = 0, 1, 2, .... Furthermore, since in this scenario
|∆−1| 6= |∆1| from the first two equations we can also ob-
tain the following relation between the order parameter am-
plitudes:

∆2
0 = (|∆1| − |∆−1|)2

(
1−Kd
1−K0

)
. (A7)

Thus, as we have seen there are two possible solutions corre-
sponding to the fully condensed state. However, as we have
checked by the direct numerical calculation, the state with
|∆−1| 6= |∆1| does not have energy lower than the state with
|∆−1| = |∆1| in agreement with the Ginzburg-Landau analy-
sis.
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