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We study properties of a periodically driven system coupled to a thermal bath. As a nontrivial
example, we consider periodically driven metallic system coupled to a superconducting bath. The
effect of the superconductor on the driven system is two-fold: it (a) modifies density of states in the
metal via the proximity effect and (b) acts as a thermal bath for light-excited quasi-particles. Using
Keldysh formalism, we calculate, nonpertubatively in the system-bath coupling, the steady-state
properties of the system and obtain non-equilibrium distribution function. The latter allows one to
calculate observable quantities which can be spectroscopically measured in tunneling experiments.

I. INTRODUCTION

The prospects of engineering exotic quantum states
of matter using time-periodic driving generated recently
much excitement in condensed matter and cold atom
communities.1–19 The application of these ideas is espe-
cially useful in the context of topological states of matter
which are rare in nature. Thus, the ability of generating
various effective time-dependent Hamiltonians is very in-
triguing because one could engineer topological states us-
ing, for example, light-matter interactions.

Periodic driving of isolated non-interacting quantum
systems can be understood within the framework of
the Floquet formalism which is based on the discrete
time-translational invariance of the Hamiltonian. i.e.
H(t) = H(t + τ) with τ being the period of driving.
Therefore, it is convenient to define Floquet operator
HF = H(t)−i∂t,20,21 the quasi-energy spectrum of which
provides key information about the driven isolated sys-
tem, see, e.g., Refs..22,23 By suitably engineering time-
dependent interaction, the quasi-energy spectrum may
be quite different from the energy spectrum of an equi-
librium system.24 For example, there are current ex-
perimental efforts to realize Floquet topological insula-
tors using the conventional (non-topological) band insu-
lators.25,26

The Floquet formalism describes well the short-time
dynamics of a driven system. However, in order to under-
stand the steady-state properties one needs to take into
account system-bath interactions resulting in the relax-
ation and the redistribution of the Floquet states. Thus,
ultimately one needs non-equilibrium distribution func-
tion in order to understand physical properties of the
driven system in the steady-state. The goal of this paper
is to address this issue.

Understanding the statistical properties of periodically
driven systems with dissipation is a long-standing prob-
lem. Previous studies based on Markovian master equa-
tion formalism adapted for Floquet states indicate that
the occupation distribution of Floquet states has rather
nontrivial behavior.27–38 Most of the aforementioned ef-
forts use Markovian master equation formalism, which

relies on the presence of a large time scale separation
(i.e. bath correlation time is much smaller than system
relaxation time, and the time scale associated with the
driven system dynamics is smaller than the system re-
laxation time39). Those approximations are valid for a
weak system-bath coupling (i.e. weak thermalization).31

If, however, one is interested in the long-time dynamics of
a Floquet system strongly coupled to the thermal bath,
Born-Markov approximation breaks down and a differ-
ent approach is needed. This fact motivates us to look
at the problem from a different perspective and develop
Keldysh formalism which is well-suited for the problem
at hand. This method can be also used for studies of
ac-driven semiconductors (e.g. zero resistance state phe-
nomenon40–45) , non-equilibrium superconductors ,46–61

ultrafast spectroscopies in correlated electron systems,62

as well as dissipative systems.63–68

In order to demonstrate how this method works we
consider a “toy problem” – periodically driven metallic
system coupled to a fermionic bath, and calculate steady-
state distribution function for arbitrary strength of the
system-bath coupling. Next, we consider a more com-
plicated example – Floquet system coupled to a super-
conducting bath which might be relevant for the real-
ization of Floquet counterpart of topological supercon-
ductivity.69–73 For simplicity we do not study this prob-
lem in this work since it is straightforward to generalize
our method to topological insulators and superconduc-
tors. The fermionic bath, unlike the bosonic one, allows
for the quasiparticle exchange (in addition to the energy
exchange) which adds certain interesting aspects to the
problem that are absent in the case of a bosonic bath.

From the technical perspective, we use Keldysh
Green’s function approach for periodically driven sys-
tems. We first integrate out the fermionic bath and
incorporate its effects through the self-energy. This al-
lows one to obtain a non-equilibrium Green’s function
for the driven system as well as to calculate observable
quantities such as linear differential conductance. The
equations for non-equilibrium Green’s functions now de-
pend on Floquet band indices and therefore become in-
finite dimensional. However, analytical solution can be
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obtained in the limit of small driving amplitude K, i.e.
κ ≡ K/Ω � 1 with Ω being the driving frequency. For
practical reasons, this assumption is not very restrictive
since the typical driving frequency Ω ∼ 1eV.25,26

The paper is organized as follows. In Sec. II, we in-
troduce our model consisting of a driven metallic system
coupled to a fermionic bath. In Sec. III, we develop a
Keldysh formalism for periodically driven system with
a bath, and obtain system of equations for the Green’s
function equations. Approximate solution for the Green’s
function in the limit of small driving amplitude is de-
veloped in Sec. III. In Secs. IV A and V, we discuss
non-equilibrium distribution function and physical ob-
servables such differential conductance. Finally, we sum-
marize our results in Sec. VI.

II. MODEL FOR A PERIODICALLY DRIVEN
SYSTEM WITH THE FERMIONIC BATH

We consider a driven metallic system with time-
periodic chemical potential, which is coupled to a
fermionic reservoir (either normal metal or superconduc-
tor). The Hamiltonian of the whole system can be writ-
ten as

H(t) = HD +Hbath +HT , (1)

HD =
∑
kσ

εkc
†
kσckσ + (µ0 + µ(t))

∑
kσ

c†kσckσ,

HT = W
∑
kqσ

(c†kσaqσ + h.c.).

The Hamiltonian HD describes the non-interacting
driven system with the chemical potential µ0+µ(t) where
µ(t) = µ(t+τ) and τ = 2π/Ω (we assume

∫ τ
0
dtµ(t) = 0).

HT is the tunneling Hamiltonian between the driven sys-
tem and the bath. The bath Hamiltonian is given by the
mean field BCS Hamiltonian

Hbath =
∑
qσ

εqa
†
qσaqσ +

∑
q

(∆a†q↑a
†
−q↓ + h.c.) (2)

where ∆ is s-wave pairing potential. The results for the
normal metal bath can be obtained by simply setting
∆ = 0.

It is convenient to study the problem in a rotating
frame by applying a time-dependent unitary transforma-

tion UF (t) = e−if(t)
∑
kσ c
†
kσckσ with df(t)/dt = −µ(t),

and the Hamiltonian in the rotating frame becomes

HF (t)=U†F (t)
(
H(t)− i∂t

)
UF (t) (3)

=
∑
kσ

(εk−µ)c†kσckσ+Hbath+W
∑
kq

(eif(t)c†kσaqσ+h.c.).

In this rotating frame, the time-periodic part of the
chemical potential vanishes, and the coupling between
the driven system and the fermionic bath becomes time-
dependent. Physically, this term represents photon-
induced transitions of quasi-particles between the driven

system and the bath. We will study the interplay be-
tween these transitions and the dissipation due to the
fermionic bath.

It is convenient to consider the problem using a
Keldysh path-integral formalism,74 where the action on
the Keldysh contour can be written as

S =
∑
k

∫
c

dt

∫
c

dt′
−→
Ψ †0k(t)Q̆−1

0 (t− t′)
−→
Ψ0k(t′)

+
∑
q

∫
c

dt

∫
c

dt′
−→
Ψ †bath,q(t)Q̆−1

bath,q(t− t′)
−→
Ψbath,q(t′)

+
∑
k,q

∫
c

dt
(−→

Ψ †0k(t)M̆(t)
−→
Ψbath,q(t) + c.c.

)
. (4)

Here we introduced Nambu spinors
−→
Ψ †0k = (c†k↑, c−k↓)

and
−→
Ψ †bath,q = (a†q↑, a−q↓). The Green’s function for the

driven system in Nambu space reads

Q̆R0k(ω) =

( 1
ω−εk+iη 0

0 1
ω+εk+iη

)
=
(
Q̆A0k(ω)

)†
. (5)

The matrix M̆ describes the coupling between
−→
Ψ †0k and

−→
Ψ †bath,q, and is defined as

M̆(t) =

(
Weif(t) 0

0 −W ∗e−if(t)

)
. (6)

We can now integrate out the bath degrees of freedom to
find the following effective action:

Seff =
∑
k

∫
c

dt

∫
c

dt′
−→
Ψ †0k(t)Q̆−1

k (t, t′)
−→
Ψ0k(t′). (7)

After rewriting the action in terms of the forward and
backward components of the Keldysh contour and per-
forming Larkin-Ovchinnikov rotation (see Ref. [74]), the
Green’s function acquires the following matrix form

G =

(
GR GK

0 GA

)
. (8)

The Dyson’s equation for the dressed Green’s function
becomes

Q̆k(t, t′) = Q̆0k(t− t′)

+

∫ ∞
−∞

dt1

∫ ∞
−∞

dt2Q̆k0(t− t1)Σk(t1, t2)Q̆k(t2, t
′), (9)

Σk(t1, t2) =
∑
q

M̆(t1)Q̆bath,q(t1 − t2)M̆(t2)∗ (10)

where Σk(t1, t2) is the bath self-energy.

III. KELDYSH FORMALISM IN THE FLOQUET
REPRESENTATION

As follows from the discussion in the previous sec-
tion, the Green’s function Q̆k(t, t′), defined in Eq. (9),
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has two independent time arguments due to the periodic
driving encoded in M̆(t), which breaks continuous time-
translational symmetry and only has the discrete sym-
metry. So the Green’s function has the following prop-
erty Q(t, t′) = Q(t + τ, t′ + τ). It is convenient to intro-
duce new variables s = t and u = t − t′ and define new
function Q(t, t′) → Q(s, u), which satisfies the relation
Q(s, u) = Q(s+ τ, u) for all u. One can now perform the
following Fourier transformations for u

Q(s, ω) =

∫ ∞
−∞

due−iωuQ(s, u), (11)

and Fourier expansion for s:

Q(n, ω) =
1

τ

∫ τ

0

dse−inΩsQ(s, ω). (12)

Using these identities, we will now derive Dyson’s equa-
tion in the frequency domain for the problem at hand.
After applying

∫∞
−∞ dt′e−iω(t−t′) and 1

τ

∫ τ
0
ds e−inΩs to

both side of Eq. (9), one finds

Q̆k(n, ω) = δn0Q̆0k(ω) +
∑
n1

Q̆0k(ω + nΩ)

Σk(n1, ω + (n− n1)Ω)Q̆k(n− n1, ω). (13)

We now calculate the self-energy due to the coupling
to fermionic bath. The self-energy is

Σk(t1, t2) =
∑
q

M̆(t1)Q̆bath,q(t1 − t2)M̆(t2)∗, (14)

which depends on the tunneling matrix

M̆(t) =

(
Weif(t) 0

0 −W ∗e−if(t)

)
=
∑
n

einΩtM̆n, (15)

note df(t)/dt = −µ(t). In the frequency domain, the
self-energy becomes

Σk(n, ω) =
∑
q

∑
n2

M̆n+n2Q̆bath,q(ω − n2Ω)M̆∗n2
. (16)

Combining Eq. (13) and (16), we obtain a set of coupled
equations

Q̆k(n, ω) = δn0Q̆0k(ω) +
∑
n1n2

Q̆0k(ω + nΩ)M̆n1

×q̆bath(ω + (n− n1)Ω)M̆∗n2
Q̆k(n− n1 + n2, ω). (17)

where q̆bath(ω) is defined as

q̆bath(ω) =
∑
q

Q̆bath,q(ω). (18)

Having obtained the self-energy due to the bath, we
can calculate the non-equilibrium Green’s function and

the distribution function F (t, t′) for the driven system.
In general, the relation can be written as

Q̆Kk (t, t′) =

∫
dt1Q̆

R
k (t, t1)F (t1, t

′)

−
∫
dt1F (t, t1)Q̆Ak (t1, t

′) (19)

After performing the Fourier transform using Eqs. (11)
and (12), one finds

Q̆Kk (n, ω) =
∑
n1

Q̆Rk (n1, ω + (n− n1)Ω)F (n− n1, ω)

−
∑
n1

F (n1, ω + (n− n1)Ω)Q̆Ak (n− n1, ω). (20)

The Green’s function of the driven system [i.e. Eq.
(13) and (20)] can be written in the matrix form (∞−
dimension in the Floquet space):

Qk = Q0k +Q0k · Σk ·Qk, (21)

QKk = QRk · F − F ·QAk . (22)

where the matrices Q̆αk , Σαk , and F have the following
structure

A =


. . . · · · · · · · · ·

. . .

· · · A(0, ω + Ω) A(1, ω) A(2, ω − Ω) · · ·
· · · A(−1, ω + Ω) A(0, ω) A(1, ω − Ω) · · ·
· · · A(−2, ω + Ω) A(−1, ω) A(0, ω − Ω) · · ·
. . . · · · · · · · · ·

. . .

 ,

(23)

and the matrix form for Q̆0k is given by

Q0k =



. . . · · · · · · · · ·
. . .

· · · Q̆0k(ω + Ω) 0 0 · · ·
· · · 0 Q̆0k(ω) 0 · · ·
· · · 0 0 Q̆0k(ω − Ω) · · ·
. . . · · · · · · · · ·

. . .

 .

(24)
Equations (21) and (22) are the main results of this
section. Using these results we can calculate density
of states as well as occupation distributions for differ-
ent Floquet bands by simply solving the matrix equa-
tions. This is still a highly nontrivial problem since
these matrices are infinite dimensional. However, con-
trollable analytical solution can be obtained perturba-
tively in the limit of small driving amplitude K as com-
pared to the driving frequency Ω, namely in the param-
eter κ = K/Ω � 1. In this case, one may truncate the
matrix. In the rest of the section, we present our ana-
lytical results up to the second order in κ. Higher order
corrections can be obtained numerically.

For concreteness we consider specific time-dependent
perturbation in the form µ(t) = −K cos(Ωt). The corre-
sponding function f(t) = (K/Ω) sin(Ωt), and, thus, the
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matrix M can be written as

M̆n =

(
W Jn(KΩ ) 0

0 −W ∗(−1)n Jn(KΩ )

)
. (25)

where Jn(x) is the Bessel function of the first kind. In
the limit of weak driving amplitude, i.e. κ = K/Ω � 1,
one can expand above equations up to the lowest order
in κ. One can show that up to O(κ2), the nonzero ma-
trix elements are for n = 0,±1 and the corresponding

matrices are

M̆0 =

(
W 0
0 −W ∗

)
, (26)

M̆1 =

(
W
2 κ 0

0 W∗

2 κ

)
, (27)

M̆−1 =

(
−W2 κ 0

0 −W
∗

2 κ

)
(28)

This simplification allows one to calculate the non-
equilibrium Green’s function explicitly. Using Eq. (17),
one finds that the Green’s function up to the leading
non-vanishing order in κ is given by (see Appendix A for
details)

Q̆k(0, ω) =
1

Q̆0k(ω)−1 − M̆0q̆bath(ω)M̆∗0
, (29)

Q̆k(1, ω) =
1

Q̆0k(ω + Ω)−1 − M̆0q̆bath(ω + Ω)M̆∗0

(
M̆0q̆bath(ω + Ω)M̆∗−1 + M̆1q̆bath(ω)M̆∗0

)
× 1

Q̆0k(ω)−1 − M̆0q̆bath(ω)M̆∗0
, (30)

Q̆k(−1, ω) =
1

Q̆0k(ω − Ω)−1 − M̆0q̆bath(ω − Ω)M̆∗0

(
M̆0q̆bath(ω − Ω)M̆∗1 + M̆−1q̆bath(ω)M̆∗0

)
× 1

Q̆0k(ω)−1 − M̆0q̆bath(ω)M̆∗0
. (31)

To leading order in κ, the Green’s function for the zero Floquet band Q̆k(0, ω) is the same as the one for a system

in the absence of the driving. The corrections to Q̆k(0, ω) appear in the second order in κ and the modified Green’s

function Q̆k(0, ω) becomes

Q̆k(0, ω) =
1

Q̆0k(ω)−1 − ˘̃M0q̆bath(ω) ˘̃M∗0 − M̆1q̆bath(ω − Ω)M̆∗1 − M̆−1q̆bath(ω + Ω)M̆∗−1

+
1

Q̆0k(ω)−1 − M̆0q̆bath(ω)M̆∗0

(
M̆0q̆bath(ω)M̆∗1 + M̆−1q̆bath(ω + Ω)M̆∗0

) 1

Q̆0k(ω + Ω)−1 − M̆0q̆bath(ω + Ω)M̆∗0

×
(
M̆0q̆bath(ω + Ω)M̆∗−1 + M̆1q̆bath(ω)M̆∗0

) 1

Q̆0k(ω)−1 − M̆0q̆bath(ω)M̆∗0

+
1

Q̆0k(ω)−1 − M̆0q̆bath(ω)M̆∗0

(
M̆0q̆bath(ω)M̆∗−1 + M̆1q̆bath(ω − Ω)M̆∗0

) 1

Q̆0k(ω − Ω)−1 − M̆0q̆bath(ω − Ω)M̆∗0

×
(
M̆0q̆bath(ω − Ω)M̆∗1 + M̆−1q̆bath(ω)M̆∗0

) 1

Q̆0k(ω)−1 − M̆0q̆bath(ω)M̆∗0
, (32)

where ˘̃M0 =

(
W (1−κ24 ) 0

0 −W∗(1−κ24 )

)
includes the second

order term in κ, while M̆0 only has leading order term
as shown in Eq. (26). We also compute the distribution
matrix F (t, ω) perturbatively, see Appendix A for details.

IV. APPLICATIONS

A. Tunneling spectroscopy

We now discuss tunneling experiment and calculate
corresponding current between the driven system at the
probe. Similar experiments were pioneered two decades
ago as a unique tool to reconstruct intrinsic low-energy
quasiparticle relaxation rates in quantum wires. Electron
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disequilibrium in the system was induced by applying DC
voltage across the wire.75 From the bias voltage scaling
of the tunnel current data between the probe and wire,
one could infer the inelastic quasiparticle scattering rate
in the system. Thus, such measurements carry direct
information about the microscopic relaxation processes.
The same technique was later generalized and applied to
study superconducting systems.76–78 Importantly, if the
density of states in the tunnel probe is completely char-
acterized, and energy-resolved spectroscopic experiments
can directly measure non-equilibrium quasiparticle occu-
pations.

For the problem of our interest the full Hamiltonian
including the tunnel probe can be written as

H(t) = H(t) +HTP + H̃T . (33)

Here H(t) describes the periodically driven system (1)
with the superconducting bath (2), while HTP describes
the tunnel probe

HTP =
∑
p,σ

(εp + eV )b†pσbpσ, (34)

where DC voltage potential eV applied to the tip was
included. Fermion operator b†pσ creates an electron with

spin σ and momentum p in the tunnel probe and H̃T

describes the tunnel coupling between the tip and the
system

H̃T =
∑
kp,σ

Jpkb
†
pσckσ + h.c. (35)

We assume that the coupling Jkp is very weak, much
smaller than the coupling W between the driven system
and the superconducting bath, so we can treat this addi-
tional probing coupling as a small perturbation.

In the rotating frame with the transformation UF (t),
the fermion operators in the system have an extra time-
dependent phase ckσ → ckσe

−if(t) as shown in previous
section. Therefore, in the rotating frame, the current
through the tunnel probe is79

IT (t) = −e

〈
d(
∑
p

∑
σ b
†
pσbpσ)

dt

〉
=
e

~
∑
kpσ

[
Jpki〈b†pσ(t)ckσ(t)〉e−if(t)

+J∗pk(−i)〈c†kσ(t)bpσ(t)〉eif(t)
]

=
2e

~
∑
kpσ

Re
[
J∗kpG

<
Ckσ,Bpσ(t, t)eif(t)

]
. (36)

We perform the leading order perturbation expansion

with respect to the tunneling Hamiltonian H̃T for the
Green’s function G<Cpσ,Bkσ(t, t), and obtain

G<Cpσ,Bkσ(t, t′) =
∫∞
−∞ dt1Jpk

[
GRkσ(t, t1) g<T,pσ(t1 − t′)

+G<kσ(t, t1) gAT,pσ(t1 − t′)
]
.

Here, the function gT,pσ, e.g. defined as g<T,pσ(t −
t1) ≡ i〈b†pσ(t1)bpσ(t)〉, is the free fermion Green’s func-
tion for the tunnel probe, and the function Gkσ, de-

fined as G<kσ(t, t1) ≡ i〈c†kσ(t1)ckσ(t)〉 and G>kσ(t, t1) ≡
−i〈ckσ(t)c†kσ(t1)〉 respectively, is the Green’s function for
the non-superconducting system including the self-energy
contribution from superconducting bath. After the fur-
ther Fourier transformation for gT and assuming Jpk in-
dependent of k, we obtain

IT (t) = 2e
~ Re

{∫
dt1
∫
dε
2π e
−iε(t−t1)

∑
σ e

if(t)

×
[ (∑

p |Jp|2g
<
T,pσ(ε)

)∑
kG

R
kσ(t, t1)

+
(∑

p |Jp|2gAT,pσ(ε)
)∑

kG
<
kσ(t, t1)

]}
. (37)

where we have∑
p

|Jp|2g<T,pσ(ε) = i ΓT (ε− eV ) f(ε− eV ),

∑
p

|Jp|2gAT,pσ(ε) =
i

2
ΓT (ε− eV ),

with eV being the constant voltage-energy offset applied
to the tunnel probe; ΓT (ε) = π

∑
p |Jp|2δ(ε − εp) and

f(ε) = 1/(eβε + 1). For the leading order perturba-
tive calculation in HT , if we consider constant density
of states in the tip, then the coupling ΓT (ε− eV ) = ΓT ,
and only f(ε − eV ) depends on the voltage. Therefore,
the differential conductance is

dIT (t)

dV
= −2e

∫
dε

2π~
ΓT

df(ε− eV )

dV

∑
kσ

Im
[
GRkσ(t, ε)eif(t)

]
.

(38)
Next we apply the Fourier expansion G>,<kσ (t, ε) =∑
n e

inΩtG>,<kσ (n, ε) and eif(t) =
∑
n e

inΩtJn(κ) and per-
form an average of the current over a full period〈

dIT (t)

dV

〉
τ

=
1

τ

∫ τ

0

dt
dIT (t)

dV
(39)

= −2e

∫
dε

2π~
ΓT

df(ε− eV )

dV

∑
nkσ

Im
[
J−n(κ)GRkσ(n, ε)

]
.

Accounting for the fact that G(n, ε) ∝ κn + O(κn+2),
J0(κ) ≈ 1 − κ2/4 + O(κ4), and J±1(κ) ≈ ±κ/2, we find
analytical expression for the tunneling density of states
of a driven system with the accuracy up to κ2 in the form

ν(ε) =
ΓT
2π

∑
kσ

(
− 2Im

[
GRkσ(0, ε)

]
(1− κ2/4)

+κIm
(
GRkσ(1, ε)−GRkσ(−1, ε)

))
. (40)



6

B. Non-equilibrium distribution function

Another physically interesting and experimentally
measurable quantity is the occupation distribution func-
tion in the energy space, which can be computed by
the non-equilibrium Green’s functions form the Keldysh
block of the matrix Green’s function. In general, the
distribution function characterize population of excited
states and is important for understanding the statistical
mechanics of the dissipative periodically driven systems.
Fermionic occupation in non-superconducting system can
be written as

nσ(t) =
∑
k

〈c†k,σ(t)ck,σ(t)〉 = −i
∑
k

Ğ<kσ(t, t)

= − i
2

∑
k

∫
dω

2π

∑
n

einΩt
(
ĞKkσ(n, ω)

−ĞRkσ(n, ω) + ĞAkσ(n, ω)
)

≈
∫
dω

[
nσ(0, ω)−

(
eiΩtnσ(1, ω) + c.c.

)
+ · · ·

]
, (41)

where we define the occupation distribution that can be
obtained in the form

n↑(0, ω) = −
∑
k

i

4π

(
ĞKk↑(0, ω)

−ĞRk↑(0, ω) + ĞAk↑(0, ω)
)
, (42)

n↑(1, ω) =
i

4π

∑
k

(
ĞKk↑(1, ω − Ω)

−ĞRk↑(1, ω − Ω) + ĞAk↑(1, ω − Ω)
)
. (43)

We have similar expressions for the spin down. Here we
drop the parts beyond the first Floquet band, and use the
relation ĞKk (−1, ω + Ω) = −ĞKk (1, ω)∗and ĞRk (−1, ω +

Ω) = ĞRk (1, ω)∗. If the driving is much faster than the
system dynamics, the fast oscillations einΩt for n 6= 0 (i.e.
the second term and beyond in Eq.(41)) will average to
zero.

V. ANALYTICAL AND NUMERICAL RESULTS

A. A normal metal bath

We first consider a normal metal bath where the den-
sity of states is constant, i.e. ρ(ω) = ρF . After set-
ting ∆ = 0, all the Green’s functions become diagonal
in the Nambu space. Therefore, we restore the conven-
tional fermionic Green’s function for normal metals. In
this case, the bath Green’s function (in Keldysh space)

2nd Order Pertrubation

with a normal metal bath

κ = 0.4, T /Ω = 0.01

κ = 0.4, T /Ω = 0.04
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FIG. 1. Periodically driven system with a normal metal bath.
The occupation distribution n↑(0, ω) + n↓(0, ω), computed
from the second order perturbation theory for different driv-
ing amplitudes κ = K/Ω = 0.4, 0.8, and different temper-
atures T/Ω = 0.01, 0.04, is plotted for the zeroth Floquet
band. In the plot we have chosen W/Ω = 0.08.

defined in Eq. (52) can be written as

q̆bath =

(
qRbath(ω) qKbath(ω)

0 qAbath(ω)

)
=

(
−iπρF −2iπρF (1− 2f(ω))

0 iπρF

)
. (44)

where f(ω) = 1/(eω/T +1) is the Fermi distribution func-
tion. After substituting Eq. (44) into Eqs. (32), (30) and
(31), the Green’s function (computed with the accuracy
up to the second order in κ) can be simplified for n = 0
to

GRkσ(0, ω) = GAkσ(0, ω)∗ =
1

iΓ + ω − εk
(45)

GKkσ(0, ω) =

iΓ
(
κ2(f(ω − Ω) + f(ω + Ω)− 2f(ω)) + 4f(ω)− 2

)
Γ2 + (εk − ω)2

,(46)

and for n = ±1 to

GRkσ(±1, ω) = 0, GAkσ(±1, ω) = 0, (47)

GKkσ(±1, ω) =
±2iκΓ (f(ω)− f(ω ± Ω))

Γ2 + (ω − εk)(ω ± Ω− εk)∓ iΓΩ
,(48)

which recovers the Green’s functions for the equilibrium
case for κ → 0 or Ω → 0. Above we have defined
Γ = πρFW

2. The retarded and advanced parts of the
Green’s function matrix for n 6= 0 case are vanishing
only if the bath density of states is assumed to be a con-
stant. As shown in the last section, a normal metal tunnel
probe with DC voltage bias can be used to determine the
tunneling density of states, which only depends on zero
Floquet band (n = 0) for normal metal bath

ν(ε) ≈ −ΓT
π

∑
kσ

Im
[
GRkσ(n = 0, ε)

]
(1− κ2/4). (49)
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FIG. 2. Periodically driven system with a normal metal
bath. The occupation distribution n↑(0, ω) +n↓(0, ω) is plot-
ted for the zeroth Floquet band using numerically evaluation
of Green’s function equations (21-24) for different driving am-
plitudes κ = 0.2 and 0.8. We have chosen V/Ω = 0.08 and
T/Ω = 0.04.

This non-equilibrium Green’s function directly reveals
the information of the occupation of the system

nσ(t) =
1

τ

∫ 0

τ

dtnσ(t) =

∫
dωnσ(0, ω), (50)

and their distribution can be obtained

nσ(0, ω) = −
∑
k

i

4π

(
ĞKkσ(0, ω)− ĞRkσ(0, ω) + ĞAkσ(0, ω)

)
=

1− tanh
(
ω
2T

)
2

+

(
cosh

(
Ω
T

)
− 1
)

8
tanh

( ω
2T

)
×sech

(
ω − Ω

2T

)
sech

(
ω + Ω

2T

)
κ2 +O(κ3)

T→0−−−→


1 +O(κ3) if ω < −Ω

1− κ2

4 +O(κ3) if − Ω ≤ ω ≤ 0
κ2

4 +O(κ3) if 0 < ω < Ω

O(κ3) if ω ≥ Ω

(51)

We plot this occupation distribution function in Fig.
1. The interplay between the driving potential and
bath dissipation causes multi-step suppressions and show
plateaus between ω = 0 and ω = ±Ω in the non-
equilibrium stationary occupation function. This draws
some analogies to observed multi-step-structure of non-
equilibrium steady states as observed in the energy-
resolved tunneling experiments with diffusive quantum
wires.75 In that case, steps occur due to admixture of
Fermi distributions in the leads by a voltage bias whereas
rounding of steps is governed by inelastic electron-
electron collisions in the wire. We also notice that in
the setup considered here the non-equilibrium popula-
tion can be controlled by tuning driving amplitude.

Next, we numerically compute the occupation distri-
bution (for zeroth Floquet band) by evaluating the Ma-
trix Eqs. (21-24). In this calculation, we truncate the

Correction from driving

ν (0) = ν
(2)
(0) κ2

+Oκ
3


induced gap Δind 
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:ν
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) (
0
)
/
Γ S
T
M

FIG. 3. The driving-induced correction to the density of
states of the first Floquet band at zero frequency ν(2)(ω = 0)
as a function of the driving frequency. We have chosen follow-
ing parameters ρF ∆ = 1.0, W/∆ = 0.4 (note Γ = πW 2ρF ).

matrices and choose a large enough N , such that the
spectrum becomes unchanged with further increasing N .
Here, the driving amplitude κ is still smaller than one,
we will choose a finite energy band, i.e. the summa-

tion
∑
k is replaced by

∫D
−D dεk with finite D, for the

non-superconducting system so that the truncation of the
matrices is valid and efficient. We plot numerical results
of ν(n = 0, ω) in Fig. 2 for different driving amplitudes
κ = 0.2 and 0.8. Numerical results show multi-step sup-
pression and multi-plateau regimes between ω = nΩ and
ω = (n+1)Ω for n = 0, 1, 2, · · · . Similar multi-step stair-
case electron energy distribution function was predicted
to occur in a mesoscopic AC-driven diffusive wire with
the step width controlled by the field energy quantum.80

It should be emphasized that generally such distribution
is not characterized by an effective temperature. This
rich structure of the distribution can be resolved in tun-
neling experiments. It also has important consequences
for the current shot noise measurements as the current
power spectrum of fluctuations is determined by a spec-
tral integral of the product n(ω)[1−n(ω)]. In particular,
in the shot noise limit one expects multi-step distribution
to translate into distinct Fano factor.

B. A superconducting bath

1. Tunneling density of states

In this section, we consider more interesting case of a
superconducting bath, where the bath Green’s function
can be expressed in terms of the quasiclassical Green’s
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FIG. 4. The density of states ν(ω) for the zeroth Floquet
band from the perturbative calculation. (a) the result without
driving potential, i.e. the equilibrium result; (b) the result
including the second order in κ, where we choose coupling
between fermionic system and bath W/∆ = 0.4, the driving
amplitude K/Ω = 0.2, and Ω/∆ = 5.0. The DOS at ω/∆ =
0.15: ν(0.15)/ΓT , (c) as a function of κ for fixed Ω/∆ = 5.0,
(d) as a function of Ω/∆ for fixed κ = K/Ω = 0.2.

function for a BCS superconductor81–83

q̆bath(ω) =
∑
q

Q̆bath,q(ω) (52)

= ρF

∫
dεq

∫
dΩq
4π

Q̆bath,q(ω) = −iπρF gqc(ω),

The retarded, advanced, and Keldysh components of the
quasiclassical Green’s functions for an s-wave supercon-
ductor read

gqc,R/A(ω) =
1√

(ω ± iη)2 −∆2

(
ω ± iη −∆
−∆ ω ± iη

)
,

(53)

gqc,K(ω) = gqc,R(ω)h(ω)− h(ω)gqc,A(ω), (54)

where η → 0; the equilibrium distribution function is

h(ω) =

(
tanh

(
ω
2T

)
0

0 tanh
(
ω
2T

) ) . (55)

In order to recover the results for a normal metal bath,
we can simply set ∆ = 0. For a superconductor, the
bath density of states is not a constant, thus the retarded
and advanced part of the Q(n 6= 0, ω) are not vanishing.
Consequently, the tunneling density of states with a DC
tip has corrections from Green’s function with n 6= 0, and
with the accuracy up to κ2 we have to keep the n = ±1
contribution in Eq. (40)

ν(ε) = ν(0, ε) + ν(1, ε) +O(κ3) (56)

where ν(1, ε) describes n = ±1 contributions.

Let us first look at the tunneling density of states for
the zeroth Floquet band (n = 0), which is defined as

ν(0, ε)/ΓT = − 1

π

∑
kσ

ImGRkσ(n = 0, ε)

(
1− κ2

4

)
(57)

= −
1− κ2

4

π
Im

[
Tr

[(
1 0
0 C∗

)∑
k

Q̆Rk (0, ω)

(
1 0
0 C

)]]
.

where C is the charge conjugation operator. In this case,
the analytic result in the ω → 0 limit up to second order
in κ can be simplified. We expand the DOS in small κ

ν(0, 0)/ΓT = ν(0)(0, 0) + κ2ν(2)(0, 0) +O(κ3). (58)

For finite ∆, we have ν(0)(0, 0) = 0 as expected, which
corresponds to the DOS for the equilibrium system. We
focus on the second part ν(2)(0, 0). The full analytic ex-
pressions are very involved and not enlightening, we refer
the reader to Appendix B. Here, we only present some
limits that can be simplified for two different regimes:
Ω < ∆ and Ω > ∆ respectively

ν(2)(0, 0) =


1 for Ω� ∆

Re
[ √

Γ
23/4 4√−∆ 4√Ω−∆

]
for Ω→ ∆ + 0

Re
[ √

Γ

23/4 4√
∆ 4√∆−Ω

]
for Ω→ ∆− 0

(59)
where we take the limit η → 0. Secondly, we consider
contributions from the higher Floquet band (n = ±1),
which is given by

ν(1, ω)

ΓT
=

κ

2π

∑
kσ

Im
(
GRkσ(1, ω)−GRkσ(−1, ω)

)
=

κ

2π

∑
k

ImTr

[(
1 0
0 C∗

)∑
k

(
Q̆Rk (1, ω)

−Q̆Rk (−1, ω)
)(

1 0
0 C

)]
. (60)

Again we focus on analytical expressions at ω = 0

ν(1, 0)/ΓT = κ2ν(2)(1, 0) +O(κ3). (61)

The analytical expression for ν(2)(1, 0) is also cumber-
some and can be found in appendix B. This function can
be simplified in certain limits

ν(2)(1, 0) =


2Γ2

Ω2 for Ω� ∆

Re

[
−
√
−∆
√

Γ
√
−∆∆2

23/4∆2 4√Ω−∆

]
for Ω→ ∆ + 0

Re
[ √

ΓΩ5/2

23/4Ω3/2 4√∆−Ω

]
for Ω→ ∆− 0

(62)
For completeness, we numerically evaluate the driving-

induced correction ν(2)(0) = ν(2)(0, 0) + ν(2)(1, 0) in Fig.
3. To the leading order in κ, this correction for ω = 0
vanishes when driving frequency is smaller than the su-
perconducting proximity-induced energy gap Ω < ∆ind.
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For the arbitrary relation between Γ and ∆ this gap has
a complicated form. In the case of weak coupling Γ� ∆,
following asymptotic formula applies ∆ind ≈ Γ − Γ2/∆.
Because of the resonant transitions between the ground
state and the gap edges, the driving-induced correction
also exhibits BCS singularities around Ω ∼ ∆ind and
Ω ∼ ∆. To obtain the analytic expressions, we assume
finite ∆ and take the limit ω = 0, where the procedure
has ambiguity; therefore, we cannot directly take ∆→ 0
limit for those expressions to compare with the normal
metal bath results. At ω 6= 0, the boundary of zero DOS
regime should be smaller than ∆ind; for the higher order
corrections, the DOS is not exactly vanishing for small
driving frequency in the regime Ω < ∆ind. Physically,
those leakage DOS within the induced gap comes from
the processes involving higher Floquet bands, while up
to the leading order correction in κ, only the first lowest
bands (both n = 1 and n = −1) are involved.
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(d) κ = K/Ω = 0.8
Band width: (−3.5 ∆, 3.5 ∆)

κ = K/Ω = 0.4
Band width: (−3.5 ∆, 3.5 ∆)

κ = K/Ω = 0.6
Band width: (−3.5 ∆, 3.5 ∆)

κ = K/Ω = 0.2
Band width: (−3.5 ∆, 3.5 ∆)

FIG. 5. The density of states ν(ω) for the zeroth Floquet
band from the numerical solution of Eqs. (21-24). We choose
Ω/∆ = 5.0, W/∆ = 0.4, and finite band width for the normal
metal part (−D, D) with D/∆ = 3.5, and for different driving
amplitude (a) κ = 0.2,(b) κ = 0.4,(c) κ = 0.6, and (d) κ =
0.8. N = 30 (2N + 1 Floquet bands).The Green dashed line
indicates the value of induced-gap.

The general analytic expressions of the Green’s func-
tions and finite energy become very complicated so we
will only show the numerical results for ω 6= 0 and dis-
cuss certain asymptotic limits. Results for the zeroth
Floquet band computed (i) without driving potential,
i.e. equilibrium case and (ii) with driving potential up
to second order in κ [Eq. (32)] are shown in Fig. 4 (a)
and (b) respectively. In equilibrium, the DOS within the
induced gap is exactly zero. When including the sec-
ond order correction in κ, that accounts for the processes
virtually involving other Floquet band (±1 band here),
one finds leakage of the DOS within the induced gap
(−∆ind, ∆ind), which is shown in Fig. 4 (b). At smallest
energies, ω � {Γ,∆} � Ω, the asymptotic expression
reads ν(2)(0, ω) ≈ 1 + (2Γ2 + 6Γ∆ + 3∆2)ω2/2Γ2∆2. At
higher energies there are two power-law singularities in

with a superconducting bath
2nd Order Pertrubation
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FIG. 6. The occupation distribution n↑(0, ω) + n↓(0, ω) of
the zeroth Floquet band from the second order perturbation
calculation in κ. We took coupling between fermionic system
and bath W/∆ = 0.4, the driving amplitudes κ = 0.2, 0.1,
Ω/∆ = 5.0 and, T/∆ = 0.2.. The Green dashed line indicates
the value of induced-gap.
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FIG. 7. The integrated occupations n0 of Eq. (66) of the
zeroth Floquet band above ω = 0 as a function of temperature
obtained from 2nd order perturbation calculation. Black solid
line: with the drive; blue dashed line: equilibrium case. For
this plot we took coupling between fermionic system and bath
W/∆ = 0.4, the driving amplitude κ = 0.2, and Ω/∆ = 5.0.

the DOS at induced ω ∼ ∆ind and bulk ω ∼ ∆ energy
gaps. We also numerically computed the leakage of DOS
within the gap for ω 6= 0, e.g. ν(ω/∆ = 0.15), as a func-
tion of κ for fixed Ω/∆ = 5.0 [in Fig. 4 (c)], and as a
function of Ω/∆ for fixed κ = K/Ω = 0.2 [as shown in
Fig. 4 (d)]. As a function of drive frequency DOS shows
sharp peak structure at the Ω = ∆ind ± ω and ∆ ± ω,
and saturates to a constant with further increasing ratio
Ω/∆.

Following the same procedures as in the case of nor-
mal metal bath and evaluating the full matrices in Eqs.
(21-24), we can obtain the numerical results for DOS
ν(n = 0, ω), see Fig. 5. At small driving amplitude
κ = 0.2 full numerical result shown in Fig. 5 (a) is qual-
itatively similar to the result of analytical perturbative
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calculation. Indeed, one finds leakage of states under
the proximity induced gap which becomes progressively
more pronounced with increasing amplitude. Gap is com-
pletely lifted at driving exceeding κ ∼ 0.4, however DOS
remains depleted in the energy window of the order ∆ind.
With further increasing driving energy states between in-
duced and hard gap tend to fill completely. All these
features are clearly visible in Fig. 5.

It should be noted that in an earlier study84 of a normal
metal-superconductor systems in the regime, when elec-
trons in the normal metal were driven out of equilibrium
by a DC voltage bias, it was shown that non-equilibrium
fluctuations of the electron density in the N-layer cause
the fluctuations of the phase of the order parameter in
the S-layer. As a result, the density of states in the su-
perconductor was shown to deviate from the standard
BCS form, the density of states in the gap becomes fi-
nite. This effect was interpreted as a result of the time
reversal symmetry breaking due to the non-equilibrium,
and was described in terms of a low energy collective
Schmid-Schön-like mode of the junction, which couples
normal currents in N-layer and supercurrents in the S-
layer. The broadening of the singularity of the density
of states in the S-layer was found to manifest itself simi-
larly to the broadening of the distribution function. Our
findings here, although complimentary, are different in
their physical essence. We considered a limit when su-
perconductor has nonperturbative effect on a spectrum
of a normal layer itself inducing an energy gap ∆ind. At
equilibrium DOS of that N-layer is zero below the in-
duced gap, however periodic drive induces finite occupa-
tion of sub-gap states where superconductor serves as a
bath mediating dissipative processes and thus stabilizing
steady state distributions.

2. Occupation distribution and non-equilibrium Green’s
function

In this subsection we study the occupation distribu-
tion and non-equilibrium Green’s function for the system
with a superconducting bath. As discussed in Sec. IV B,
fermionic occupation can be written as

n↑(t) ≈
∫
dω

[
n↑(0, ω)−

(
eiΩtn↑(1, ω) + c.c.

)]
, (63)

where the corresponding distribution functions are de-
fined as

n↑(0, ω) = −
∑
k

i

4π

(
Q̆Kk,↑↑(0, ω)

−Q̆Rk,↑↑(0, ω) + Q̆Ak,↑↑(0, ω)
)
, (64)

n↑(1, ω) =
i

4π

∑
k

(
Q̆Kk,↑↑(1, ω − Ω)

−Q̆Rk,↑↑(1, ω − Ω) + Q̆Ak,↑↑(1, ω − Ω)
)
.(65)

Here Q̆k,σσ is the diagonal part of the Nambu Green’s
function. The spin down channel has the similar form,
and we drop the parts beyond the first Floquet band. If
the driving is much faster than the system dynamics, we
can drop the fast oscillation (einΩt) parts, i.e. the second
term and beyond.

We first consider perturbative expansion. For this case,
the analytic results in the zero frequency ω = 0 can be
simplified, and we find the Keldysh component in oc-
cupation distribution nσ(0, ω = 0) is exactly zero, i.e.∑
k Q̆

K
k,↑↑(0, ω = 0) = 0. Therefore, the occupation of the

zeroth Floquet band at ω = 0 is proportional to the cor-

responding DOS with a pre-factor 1
2 (1− κ2

4 ). We would
expect nontrivial results for ω > 0, their analytic form be-
comes very complicated and less transparent. We, there-
fore, only show numerical results. The non-oscillatory
part n(0, ω) is shown in Fig. 6 based on the second order
perturbation calculation. In equilibrium, the small finite
temperature effects can only induce a small electron exci-
tation occupation above the induced-gap. However, with
periodic driving potential, (i) electrons can be excited
above the induced-gap and has large stationary distri-
bution between the induced-gap and the bath bulk-gap
[ω/∆ ∼ 0.2 to 1.0 as shown in Fig. 6], and the popula-
tion in this regime is almost independent of the driving
amplitude and dissipation. (ii) Within the induced gap,
the occupation will be enhanced by increasing driving
amplitude due to the leakage of states. (iii) We also no-
tice that the occupation is significantly reduced for the
energy above the bath superconducting gap. The rea-
son is that the bulk superconductor serves as dissipative
bath, but the bath has no DOS below the bulk gap ∆,
therefore, dissipation play little role for ω < ∆ in cases
(i) and (ii), only when electrons are excited above ∆, the
bath will interplay significantly with the excited fermions
and cause dissipation. We can also check this by evalu-
ating the integrated occupations, i.e. by integrating over
the occupation distribution in the region ω ∈ [0,∆] and
the region ω ∈ [∆,−∆ + Ω] (where we consider the case
∆ < Ω)

nE(in) =

∫ ∆

0

dω (n↑(0, ω) + n↓(0, ω)) ,

nE(out) =

∫ −∆+Ω

∆

dω (n↑(0, ω) + n↓(0, ω)) . (66)

We plot the integrated occupations for the equilibrium
case and for the driven non-equilibrium steady case as
a function of temperature in Fig. 7. The case without
periodic driving potential follows the standard equilib-
rium statistical mechanics with vanishing total excita-
tion at T = 0. In the presence of driving potential, the
total occupation at T = 0 is nonzero for both nE(in)

and nE(out). With varying temperature, nE(in) only has
small changes while nE(out) has larger change. In addi-
tion, the occupation function shows a plateau between
∆ and −∆ + Ω, and also shows small occupation in the
region ω ∈ (−∆ + Ω,∆ + Ω) with the similar structure
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FIG. 8. The occupation distribution n↑(0, ω) + n↓(0, ω) for
the zeroth Floquet band from full numerical solution of Eqs.
(21-24). Following parameters were used: κ = 0.2, 0.4, 0.8,
Ω/∆ = 5.0, W/∆ = 0.4, temperature T/∆ = 0.2, and finite
band width for the normal metal part (−D, D) with D/∆ =
3.5. N = 30 (2N + 1 Floquet bands).
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FIG. 9. The occupation distribution |n↑(1, ω)|+ |n↓(1, ω)| for
the first Floquet band from the numerical analysis of Eqs.
(21-24). We choose Ω/∆ = 5.0, W/∆ = 0.4, temperature
T/∆ = 0.2, and finite band width for the normal metal part
(−D, D) with D/∆ = 3.5. N = 30 (totally 2N + 1 bands).

to ω ∈ (−∆,∆). In fact, the transitions induced by pe-
riodic driving interplay with the dissipation due to the
superconducting bath (especially for energy above the
bulk superconducting gap); and this competition results
in small finite occupation in the non-equilibrium station-
ary states.

Finally, we consider the occupation distribution for the
zeroth Floquet band from full solution of matrix Eqs.
(21-24), which is shown in Fig. 8. The occupation distri-
bution below the positive bulk gap, i.e. ω < −∆ + Ω, is
qualitatively similar to the perturbative results, namely
there are large occupation for ω ∈ (∆ind, ∆), and small
finite occupation above the bulk gap ∆. However, the
gap structure appearing in the region ω ∈ (∆, −∆ + Ω)

of the second order perturbation theory is smeared out
due to the higher order processes. With increasing the
driving amplitude, the occupation in the regime ω > ∆
becomes larger and larger. The numerical results for the
fast oscillatory part from the first Floquet band n(1, ω)
is shown in Fig. 9.

VI. CONCLUSIONS

In this paper, we developed non-equilibrium Keldysh
Green’s function approach to study periodically modu-
lated systems with dissipation. As a practical example,
we considered periodically driven normal system in con-
tact with a superconducting bath. After integrating out
the fermionic bath degrees of freedom and incorporat-
ing their effects into the self-energy, we can treat effect
of dissipation as well as superconducting proximity non-
perturbatively. We obtained a set of kinetic equations,
which have the same structural form as in equilibrium,
with the important distinction that the Green’s functions
as well as self-energies are now infinite-dimensional ma-
trices in the Floquet space. By self-consistently trun-
cating the matrices for a finite bandwidth or employing
perturbative treatment for the small driving amplitude,
we computed various physical observables such as den-
sity of states and occupation distribution function for the
zeroth Floquet band which can be measured in energy-
resolved tunneling spectroscopy experiments. Perspec-
tives for the transport measurements of the electron cur-
rent shot noise in periodically driven wires are also briefly
discussed. Our new approach and results are useful for
understanding the dissipative driven systems and non-
equilibrium systems with proximity-induced supercon-
ductivity.

Our main findings for specific model considered here
can be summarized as follows. In the case of a non-
superconducting bath, we show that the steady-state dis-
tribution function is non-thermal with characteristic de-
pendence on the driving frequency. In the case of a super-
conducting bath, only quasiparticles with energies above
bulk gap can escape into the bath and thermalize. Be-
low the bulk superconducting gap but above the induced
gap, the steady-state occupation probability is enhanced
because quasiparticles cannot escape into the supercon-
ducting bath. Thus, the steady-state distribution func-
tion exhibits complicated structure which depends on the
induced and bulk superconducting gaps as well as on the
driving frequency and amplitude. We also find that pe-
riodic driving modifies the proximity effect and leads to
a finite density of states below the induced supercon-
ducting gap. This non-equilibrium effect becomes more
significant with increasing the driving amplitude.
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Appendix A: Derivation of Green’s functions Q(n, ω)
and distribution function from perturbative

expansion in κ

In this Appendix, we show how to derive the Green’s functions Q(n, ω) for n = 0,±1, see Eqs. (30)-(32). We can
write Eq. (17) in a matrix form:


. . . · · · · · · 0 0 0 0
0 −B1,2(ω) I−A1(ω) −B1,0(ω) 0 0 0
0 0 −B0,1(ω) I−A0(ω) −B0,−1(ω) 0 0
0 0 0 −B−1,0(ω) I−A−1(ω) −B−1,−2(ω) 0

0 0 0 0 · · · · · ·
. . .





...

Q̆k(2, ω)

Q̆k(1, ω)

Q̆k(0, ω)

Q̆k(−1, ω)

Q̆k(−2, ω)
...


=



...
0
0

Q̆0k(ω)
0
0
...


(A1)

where the functions are given by

An(ω) = Q̆0k(ω + nΩ)M̆0q̆bath(ω + nΩ)M̆∗0 (A2)

Bn+1,n(ω) = Q̆0k(ω + (n+ 1)Ω)M̆0q̆bath(ω + (n+ 1)Ω)M̆∗−1 + Q̆0k(ω + (n+ 1)Ω)M̆1q̆bath(ω + nΩ)M̆∗0 (A3)

Bn−1,n(ω) = Q̆0k(ω + (n− 1)Ω)M̆0q̆bath(ω + (n− 1)Ω)M̆∗1 + Q̆0k(ω + (n− 1)Ω)M̆−1q̆bath(ω + nΩ)M̆∗0 . (A4)

Notice that Bn±1,n(ω) ∼ κ. Thus, one can simplify above equations by performing perturbative expansion in κ� 1.
Using the matrix identity (A − κB)−1 = A−1 + κA−1BA−1 + O(κ2), we obtain the Green’s function to the leading
order of κ, see Eqs. (30)-(32).

Next, we simplify the distribution matrix by noticing
that

F (t, ω) = F0(ω) + κF1(t, ω) +O(κ2) (A5)

where after Fourier expansion

F (0, ω) = F0(ω) + κF1(0, ω) +O(κ2), (A6)

F (n 6= 0, ω) = κF1(n, ω) +O(κ2). (A7)

Therefore, one can show that Q̆k(±1, ω) ∼ κ whereas

Q̆k(0, ω) (equilibrium Green’s function) is order one.
Having this in mind, one can now expand Eq. (17) to

find

Q̆Kk (0, ω) = Q̆Rk (0, ω)F0(ω)− F0(ω)Q̆Ak (0, ω) (A8)

F1(0, ω) = 0 (A9)

Q̆Kk (1, ω) = Q̆Rk (0, ω + Ω)κF1(1, ω)

−F0(ω + Ω)Q̆Ak (1, ω) + Q̆Rk (1, ω)F0(ω)

−κF1(1, ω)Q̆Ak (0, ω) (A10)

Q̆Kk (−1, ω) = Q̆Rk (0, ω − Ω)κF1(−1, ω)

−F0(ω − Ω)Q̆Ak (−1, ω) + Q̆Rk (−1, ω)F0(ω)

−κF1(−1, ω)Q̆Ak (0, ω). (A11)

One may notice that F0(ω) is, in fact, the equilibrium
distribution function. The functions F1(±1, ω) can be

obtained recursively. Note that due to the relation F † =
F , one can show that F (1, ω)∗ = F (−1, ω + Ω).
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Appendix B: Proximity effect and DOS in the case of a superconducting bath

In this appendix, we provide details of the derivation of the DOS for energies below the induced gap. Specifically,
we derive the functions ν(2)(0, ε = 0) and ν(2)(1, ε = 0) defined in Eqs. (58) and (61), respectively.

Let us first consider ν(2)(0, ω = 0), defined in Eq. (58). Analytical results can be obtained in two different regimes:
Ω� ∆ and Ω� ∆ respectively. Note that in order to obtain the correct analytical results, we have to carefully take
the η → 0+ limit at the end of the calculation. For Ω� ∆ case, one finds

ν(2)(0, ω = 0) = <

2Γ2∆
(
Ω2
(
−12Γ2 −∆2 + Ω2

)
+
(√

∆2 − Ω2 + ∆
) (

8Γ3 + 12Γ2∆ + 6Γ
(
∆2 − Ω2

)
+ ∆3 −∆Ω2

))
Ω 4
√

∆2 − Ω2
(
2Γ +

√
∆2 − Ω2

)4√
Γ2
(
−
√

∆2 − Ω2
)

+ 2ΓΩ2 + Ω2
√

∆2 − Ω2

 ,
(B1)

where Γ = πρFW
2. In the opposite limit Ω� ∆, we obtain

ν(2)(0, ω = 0) = <[DL1 +DL2], (B2)

where

DL1 =

{
2Γ2
(

Γ2(∆− Ω)(∆ + Ω)
(

∆
(√

(∆− Ω)(∆ + Ω) + ∆
)
− Ω2

)
+Ω

(
(2Γ + ∆)

(√
∆2 − Ω2 + ∆

)
− Ω2

)(
∆

4
√

∆2 − Ω2

√
(Ω2 − Γ2)

√
∆2 − Ω2 + 2ΓΩ2 −∆2Ω + Ω3

))}
/{

Ω2
√

(∆− Ω)(∆ + Ω)
(

2Γ +
√

(∆− Ω)(∆ + Ω)
)2

×
(

Γ2
(
−
√

(∆− Ω)(∆ + Ω)
)

+ 2ΓΩ2 + Ω2
√

(∆− Ω)(∆ + Ω)
)}

, (B3)

and

DL2 =

2Γ2∆2

Ω2 + ∆Ω(2Γ+∆)
√

Ω2−∆2

4Γ2−∆2+Ω2 − 32Γ5(2Γ+∆)

(4Γ2−∆2+Ω2)2
+ 8Γ3(Γ+∆)

4Γ2−∆2+Ω2 + 2Γ(2Γ+∆)
√

Ω2−∆2

Ω

(2Γ + ∆)2
. (B4)

Similarly, one can calculate analytical expression for ν(2)(1, ω = 0), defined in Eq. (61):

ν(2)(1, ω = 0) = Re [ν1,NUM/ν1,DEN] , (B5)

where

ν1,NUM = −Γ

[
4Γ4

(
2∆2 − Ω2

) (
∆3 + ∆2

√
∆2 − Ω2 + Ω2

√
∆2 − Ω2 −∆Ω2

)
+ Ω2

(
∆2 − Ω2

)7/2
+4Γ3

(
∆2 − Ω2

) (
3∆4 + 3∆2Ω2 − 2∆Ω2

√
∆2 − Ω2 + 3∆3

√
∆2 − Ω2 − 3Ω4

)
+Γ
(
∆2 − Ω2

)2 (
∆4 + 6∆2Ω2 −∆Ω2

√
∆2 − Ω2 + ∆3

√
∆2 − Ω2 − 6Ω4

)
+Γ2

(
∆2 − Ω2

) (
6∆5 − 11∆3Ω2 + 13∆2Ω2

√
∆2 − Ω2 − 13Ω4

√
∆2 − Ω2 + 6∆4

√
∆2 − Ω2 + 5∆Ω4

)]
,(B6)

ν1,DEN = Ω
√

∆2 − Ω2
(

4Γ2 + 4Γ
√

∆2 − Ω2 + ∆2 − Ω2
)√

Γ2 (Ω2 −∆2) + 2ΓΩ2
√

∆2 − Ω2 + Ω2 (∆2 − Ω2)

×
[
Γ2
(
2Ω2 − 4∆2

)
+ Γ

√
∆2 − Ω2

(
3Ω2 − 4∆2

)
−
(
∆2 − Ω2

)2]
. (B7)
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