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We study the growth of the operator entanglement entropy (EE) of the time evolution operator in
chaotic, many-body localized (MBL) and Floquet systems. In the random field Heisenberg model we
find a universal power law growth of the operator EE at weak disorder, a logarithmic growth at strong
disorder, and extensive saturation values in both cases. In a Floquet spin model, the saturation
value after an initial linear growth is identical to the value of a random unitary operator (the Page
value). We understand these properties by mapping the operator EE to a global quench problem
evolved with a similar parent-Hamiltonian in an enlarged Hilbert space with the same chaotic, MBL
and Floquet properties as the original Hamiltonian. The scaling and saturation properties reflect
the spreading of the state EE of the corresponding time evolution. We conclude that the EE of the
evolution operator should characterize the propagation of information in these systems.

PACS numbers: 03.67.Bg,05.45.Mt,75.10.Pq

I. INTRODUCTION

Chaotic behavior is usually associated with a rapid loss
of information about the initial state of a system. In
quantum systems, this can for example be quantified by
studying the time dependence of measures for quantum
information, most notably for the entanglement of two
subsystems. Typically, chaotic systems will quickly en-
tangle the susbsystems over time, even if they are initially
in a product state and the spread of entanglement is usu-
ally faster than the transport of particles. The notion of
quantum chaos is now usually connected to an effective
random matrix theory, which is argued to be responsible
for the mechanism of thermalization1–3.

The dynamical process of thermalization can be stud-
ied by a quench, where the initial state is prepared for ex-
ample as the groundstate of a local Hamiltonian H0 and
the Hamiltonian is suddenly changed to another Hamil-
tonian H of interest, governing the time evolution of the
wave function. Thermalization can then be monitored by
various quantities, among which the entanglement en-
tropy (EE) provides a particularly appealing measure,
since it encodes the scrambling of information about the
initial state. In generic quantum systems, it grows very
fast (a power law4, except for the logarithmic growth
in many-body localized (MBL) systems4–8) until it satu-
rates to a large value which scales as the volume of the
system and is determined by the initial state (which itself
is usually constructed to have low entanglement).

While this scenario is very well studied, it seems clear
that the scrambling of information about the initial state
is not a property of the wave function, but rather that
of the Hamiltonian. This is particularly plausible when
thinking of two extreme cases, a generic system with dif-
fusive transport, which exhibits a ballistic growth of the
quench EE4,9, compared to an MBL system, where the
growth of the quench EE is logarithmic in time and thus
very slow, while using the same initial product state in
both cases. A multitude of previous works has estab-

lished the differences of these two classes of systems re-
garding aspects of the eigenvalues and eigenvectors of the
Hamiltonian, exhibiting e.g. volume- vs area-law entan-
glement entropy10–16 and the validity or violation15,17,18

of the eigenstate thermalization hypothesis19–21, all re-
vealing properites of the Hamiltonian.

Motivated by the success of the study of the quench
EE, we propose here to study the operator entangle-
ment entropy (opEE)22–26 of the time evolution operator,
which is one of those state independent measures27,28 for
a quantum operation(in some references26,29 termed as
Shannon entropy of the reshuffled matrix). It is probably
simplest to be described in the matrix product operator
(MPO) language30. As shown in Fig. 1, an operator can
be viewed as a matrix product state with two copies of
physical indices. Then its entanglement entropy can be
similarly defined as for the state. Since the time evolu-
tion operator of a local Hamiltonian clearly contains all
the information for all possible initial states and corre-
lates distant parts of the system increasingly with time,
we expect that its opEE will grow with time and possibly
saturate close to its maximal value.

We note that the operator entanglement entropy is the
relevant quantity for the efficiency of encoding operators
as an MPO6,24, since it governs the required bond di-
mension. In the context of MBL, it was shown that the
Hamiltonian is diagonalized by a unitary operator that
can be represented by an MPO with finite bond dimen-
sion and therefore low opEE31,32, compared to the case
of a chaotic system, where we expect the opEE of the
diagonalizing operator to be a volume law.

In this paper, we present the concept of the opEE of the
time evolution operator and demonstrate that it grows as
a power law in time for generic quantum systems up to a
saturation value which scales as the volume of the system.
In Sec. II, we define the opEE of time evolution operator.
In Sec. III, we map the opEE to the state EE in a quench
problem as a way to understand the general growth and
saturation behaviors. Then in Sec. IV we introduce the
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FIG. 1. Matrix product state (MPS) and matrix product
operator (MPO). Upper panel: diagrammatic representation
of matrix product state. Each tip of the vertical bond is
a physical index; horizontal bonds contract auxillary matrix
indices. After performing a left and right canonicalization
up to one bond, the chosen bond will contain all the Schmidt
eigenvalues that determine the entanglement entropy. Bottom
panel: the matrix product operator can be viewed as a matrix
product state with two copies of physical indices on each site,
then its entanglement entropy can be similarly defined and
calculated by a matrix product algorithm.

spin chain models and discuss in detail the growth and
saturation of their opEE in Sec. VI and V. Finally we
conclude in Sec. VII. App. A introduces the channel-state
duality to understand opEE. App. B contains a technical
calculation of average opEE of random unitary operators.
App. C contains the numerical technique we used for a
conserved sector of the Heisenberg spin chain.

II. OPERATOR ENTANGLEMENT ENTROPY
(OPEE) OF THE TIME EVOLUTION OPERATOR

A. Definition

We begin by reviewing the definition of entanglement
entropy for a pure state. Then by assigning a Hilbert
space structure for linear operators, we show that the
time evolution operator is a normalized “wave function”
in the operator space and therefore the entanglement en-
tropy for it can be naturally defined.

1. Wave function entanglement entropy

For a real space bipartition into subsystems A and B, a
pure state |ψ〉 in the Hilbert space H can be represented
in a basis which is the tensor product of the orthonormal
bases of the two subsystems {|i〉A} and {|j〉B}:

|ψ〉 =
∑
ij

ψij |i〉A ⊗ |j〉B (1)

where the coefficients are given by the inner product

ψij =
(
A〈i| ⊗ B〈j|

)
|ψ〉. (2)

The reduced density matrix of subsystem A is then ob-
tained by performing the partial trace of the pure density
matrix |ψ〉〈ψ| over the subsystem B:

ρA = TrB |ψ〉〈ψ| ⇒ ρAij =
∑
k

ψikψ
∗
jk (3)

and the von Neumann entanglement entropy (which cor-
responds to the Rényi entropy with Rényi index q = 1)
is the Shannon entropy of its eigenvalues λn:

SA = −Tr(ρA ln ρA) = −
∑
n

λn lnλn. (4)

2. Operator entanglement entropy

The concept of the entanglement entropy introduced
above has been generalized to the space of operators23,
which is also a Hilbert space {O, (·, ·)} with the inner
product (·, ·) : O×O→ C on the space of linear operators

O on H. The inner product for two operators Ô1, Ô2 ∈ O
is defined by

(Ô1, Ô2) =
1√

dim(O)
Tr(Ô†1Ô2). (5)

Here dim(O) = dim(H)2 is the dimension of the oper-
ator space. We can now construct two complete basis
sets {Âi} and {B̂i} which are orthonormal with respect
to the inner product (5) and consist only of operators
with a support on the subsystems A and B respectively.
The two bases span operator spaces OA = span({Âi}) on
the subsystem A (and B respectively) and their tensor
product is the full operator space O = OA ⊗OB .

For any linear operator Ô ∈ O, we then have a unique
decomposition

Ô =
∑
ij

OijÂi ⊗ B̂j (6)

with coefficients Oij ∈ C obtained by the inner product

Oij = (Âi ⊗ B̂j , Ô). (7)

In particular, we consider the unitary evolution oper-
ator

Û(t) = T e−i
∫ t
0
H(t′)dt′ (8)

given in general by a time ordered exponential. It prop-
agates the wave function from time zero to time t and
satisfies the unitary condition at all times t(

Û(t), Û(t)
)

=
1

dim(H)
Tr
[
Û(t)†Û(t)

]
= 1. (9)
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As a result, it is a normalized element of the operator
space O in the same way as a normalized wave function
in the Hilbert space H.

With these ingredients, we can define the operator en-
tanglement entropy (opEE) as the Shannon entropy of
the eigenvalues of the reduced operator density matrix

S = −Tr(ρAop ln ρAop) (10)

where the operator reduced density matrix in this basis
is

(ρAop)ij =
∑
k

Uik(U†)kj , (11)

with Uij = (Âi ⊗ B̂j , Û(t)).
When t = 0, the evolution operator is the identity

operator and hence has zero initial opEE. As t increases,
the operator becomes more and more complicated and
we expect the opEE to reflect the complexity of the time
evolution. To ease the notation, we will drop the hat if
its operator nature is clear in the context, but will reserve
it in figures to make the difference to the usual “state”
EE explicit.

III. GENERAL BEHAVIOR OF OPEE

A. Mapping to Quench

It is useful to map the opEE of the time evolution oper-
ator to a quench problem in a larger Hilbert space, since
this allows us to connect to known features of the wave
function entanglement entropy. In App. A, we introduce
one possible mapping via the channel-state duality, but
this is not the only possibility(for example see 33 for one
using swap operation and 23 for another map in Majo-
rana representation, etc.). Let us introduce below a dif-
ferent mapping preserving locality, which makes it easier
to identify the general features of the opEE of the time
evolution operator as a function of time in finite systems.
Specifically, for an evolution operator (of a time indepen-
dent Hamiltonian) U(t) = e−iHt, our goal is to construct
a corresponding H and state |ψ〉, such that state EE of

e−iHt|ψ〉 is the same as opEE of U(t) under the same real
space partition:

U(t) = e−iHt ↔ e−iHt|ψ〉. (12)

We will see in the next two subsections that in the
MBL phase, a simple choice is

H = H, |ψ〉 = ⊗Li=1|↑〉 (13)

where L is the number of sites. Whereas for a generic
Hamiltonian, |ψ〉 can be taken as

|ψ〉 = ⊗2L
i=1|↑〉 (14)

which is in a two-copy Hilbert space H ⊗ H that can
represent all possible operators in O. H in this case will
be an operator acting on H⊗H, which we will construct
explicitly below.

1. MBL Hamiltonian

In the MBL phase the Hamiltonian is effectively given
by multi-spin interaction terms between the “l-bits”
σxi

8,34–39

HMBL =
∑
i

hi0σ
x
i +

∑
ij

J0
ijσ

x
i σ

x
j +

∑
ijk

J0
ijkσ

x
i σ

x
j σ

x
k + · · ·

(15)
The “l-bits” are local integrals of motion, and the expo-
nentially (with distance) decaying interactions between
them are responsible for the slow entanglement dynam-
ics in MBL systems4–8,40. For this particular type of
Hamiltonian, the time evolution operator U(t) will only
consist of products of the identity operator I ≡ σ0 and
σx. In contrast, the local basis of the complete oper-
ator space O consists of the 4 elements Ii, σ

x
i , σyi and

σzi on site i of the system(compactly denoted as σµi with
µ = 0, 1, 2, 3 for later convenience). This means that the
MBL time evolution operator is only contained in a sub-
space of dimension 2L of the total operator Hilbert space
O which has the dimension dim (O) = 4L. This allows
us to map the evolution operator to a state Hilbert space
of dimension 2L without doubling the number of degrees
of freedom.

Note that the states |↑〉 = I|↑〉 and |↓〉 = σx| ↑〉 are
orthonormal in the single-site Hilbert space and we can
therefore map I → I|↑〉 and σx → σx|↓〉. In the multiple-
site situation, the basis which only consists of products
of I ≡ σ0 and σx

σµ1

1 σµ2

1 · · ·σ
µL
L µi = 0 or 1 (16)

can be mapped to orthonormal basis in H as

σµ1

1 σµ2

1 · · ·σ
µL
L |↑ · · · ↑〉. (17)

Then the decomposition of U(t)| ↑ . . . ↑〉 in the state
basis is identical to the decomposition of U(t) in the op-
erator basis and the state EE of the wave function af-
ter a global quench from the state | ↑ · · · ↑〉 given by
|ψ(t)〉 = U(t)|↑ · · · ↑〉 is identical to the opEE. Therefore
in this case the bar transformation is the trivial identity
map and |ψ〉 = ⊗Li=1|↑〉.

Applying well known results on the logarithmic EE
growth after a quench from a product state in MBL
systems4–8,40, this mapping immediately implies a log-
arithmic long time growth and an extensive submaximal
saturation value of the opEE in MBL systems and there-
fore gives an initial state independent description of the
information propagation in MBL.

2. Generic Hamiltonian

A completely generic (and possibly non-local) Hamil-
tonian can be composed of all possible spin interactions

H =

3∑
µ1,µ2,··· ,µL=0

Jµ1µ2···µLσ
µ1

1 σµ1

2 · · ·σ
µ1

L , (18)
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where σ0 ≡ I is understood as identity operator and
Jµ1µ2···µL are complex interaction coefficients (this is in
fact an operator basis decomposition of the Hamilto-
nian). It occupies the full operator Hilbert space O, and
so by dimensional counting, it is only possible to map the
operator to a double-site state Hilbert space H ×H. In
order to do so, we equip each site with an auxiliary site
and upgrade the Hamiltonian H to

H =

3∑
µ1,µ2,··· ,µL=0

Jµ1µ2···µLσ
µ1

1 σµ1

2 · · ·σ
µ1

L , (19)

where each σ is acting on both the physical site and the
nearby auxiliary site. For one dimensional systems, it is
helpful to think of the new Hamiltonian H as a ladder
system (bilayer for 2d), which implies that the locality
features of the initial system are preserved. The “bar”
transformation is defined by the mapping

I = I ⊗ I, σx = σx ⊗ σx,
σy = σy ⊗ σx, σz = σz ⊗ σx,

(20)

where we introduce a σx operator on auxiliary degrees of
freedom for every operator except for the identity (pro-
ducing an identity on the auxiliary site).

The bar transformation is chosen such that

{σµ| ↑↑〉} (21)

corresponds to an orthonormal basis of the local Hilbert
space corresponding to one site and its auxiliary site.
Therefore by the same generalization to multiple sites,
the opEE of U(t) will be identical to the wave function
entanglement entropy of |ψ(t)〉 = U(t)| ↑ · · · ↑〉.

On the other hand, the bar transformation is an op-
erator algebra isomorphism, which means for operators
O1, O2 ∈ O, we have

O1O2 = O1O2. (22)

For the time evolution operator of a time independent
Hamiltonian (or each infinitesimal time evolution in the
time ordered product), we have

e−iHt = lim
n→∞

(1− iH t

n
)n

= lim
n→∞

(1− iH t

n
)n = lim

n→∞
(1− iH t

n
)n

= exp(−iHt).

(23)

As a result, the opEE of U(t) is equal to the state EE of
exp(−iHt)| ↑ · · · ↑〉.

As argued above, the barred Hamiltonian will pre-
serve the locality of interaction, (non-)integrability of the
model and the spatial disorder distributions across the
system. As a result, our knowledge of the global quench
EE of those systems can be carried over.

We therefore expect that the opEE of the evolution op-
erator will in general have three domains in its evolution

with time. The behavior for times less than propagating
over one lattice spacing should not be taken seriously,
because of its regulator dependence. In the intermedi-
ate region when the EE is propagating through the sys-
tem, the opEE will increase in a certain manner that is
described by some scaling function (e.g. linear growth
in CFT41, power law in thermal phase4,9, logarithmic
growth in MBL phase4–8,40). In the thermal phase, the
opEE will reach a saturation value which is extensive,
however for integrable systems this may not be true due
to the possible recurrence behavior42.

B. The Page Value

Before analyzing the unitary time evolution of a physi-
cal Hamiltonian, let us first consider the average opEE of
a random unitary operator, which will give us a guideline
for the saturation behavior of random systems.

The average EE of a random wave function (with a
measure that is invariant under unitary transformations,
i.e. Haar measure) was derived by Page43 to be

SPage =

(
mn∑

k=n+1

1

k

)
− m− 1

2n

= lnm− m

2n
+O(

1

mn
),

(24)

where m and n are the dimensions of the Hilbert space
of the two subsystems and m ≤ n.

To fix the notation for clarity, let us consider L sites
hosted with j = 1

2 spins in a chain with a bipartition in a
smaller system (A) composed of `A spins (its complement
B has then `B = L− `A spins), then

SPage[ψ] = `A ln 2− 2`A−`B−1 +O(2−L). (25)

For an equal partition (`A = `B)

SPage[ψ] =
L

2
ln 2− 1

2
+O(2−L). (26)

The deficit 1
2 from the maximal possible EE here suggests

a deviation from a maximally entangled state on average.
In App. B, we perform an analytic calculation based

on an integration technique on the unitary group to show
that the average opEE of random gate(unitary operator)
is given by the Page value of a doubled system

SPage[Û ] = 2`A ln 2− 22`A−2`B−1 +O(4−L). (27)

The deficit for the even partition is again 1
2 .

In the analysis of our numerical results for the opEE
of the evolution operator, we will compare the saturation
values to the Page value.

IV. MODELS

We study various spin models to investigate the behav-
ior of the opEE as a function of time. One of the simplest
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FIG. 2. Operator entanglement entropy S[Û(t)] of the time

evolution operator Û(t) for the models introduced in Sec. IV
as a function of time t. Top panel: Chaotic models. Bottom
panel: Integrable (MBL) models. For all models, the opEE
grows fast for short times and for the considered nonintegrable
models, the opEE reaches a large value close to that of a ran-
dom operator (L ln 2− 1

2
). For the clean integrable cases, the

opEE fluctuates at large times due to commensurate periods
of integrals of motion. The MBL model exhibits the slowest
growth of the opEE with time. For the Floquet model, the
opEE grows nearly linearly and saturates at the limit of a
random unitary operator. The results for disordered models
are averaged over 100 to 1000 realizations.

models is the Ising model in a tilted field

H =
∑
i

σzi σ
z
i+1 + hxi σ

x
i + hzi σ

z
i , (28)

with the Pauli matrix σxi and σzi on site i. Here, hxi
(hzi ) are the transverse (longitudinal) magnetic fields and
we choose a homogeneous configuration without disorder.
This model is integrable in the clean case if either hx or
hz vanish, and non-integrable if both fields are non-zero
with generic parameter choices. We adopt a popular set

hx = 0.9045 hz = 0.8090 (29)

to compare it with existing literature where it was ar-
gued that the system becomes robustly nonintegrable
with these parameters9,44–48.

We also study the standard model of MBL, the random
field Heisenberg chain

H =
1

4

∑
i

[
σxi σ

x
i+1 + σyi σ

y
i+1 + σzi σ

z
i+1

]
+
hzi
2
σzi (30)

where hi is the random field on site i. We take it to
be drawn from a uniform distribution on the interval
[−W,W ], where W is the disorder strength. This model

has an MBL transition at a disorder strength of W ≈
3.717,49 and recent numerical evidence points to slow dy-
namics and subdiffusion at weaker disorder3,4,50–53. It
conserves the total magnetization Sz =

∑
i S

z
i , and al-

lows therefore to study only one magnetization sector.
We project to the largest sector with Sz = 0, having
a Hilbert space dimension of

(
L
L/2

)
. In the clean case

W = 0, it is the integrable XXX chain.
While the Ising model in a tilted random field does not

conserve magnetization, it still conserves energy. In order
to have a completely generic quantum system, one can
even break energy conservation by introducing periodic
driving. We study a Floquet system with driving period
τ given by the time evolution operator over one period

U(τ) = e−i2Hxy
τ
2 e−i2Hz

τ
2 (31)

where

Hxy =
∑
i

hixσ
x
i + hiyσ

y
i , hix = 0.9045

Hz =
∑
i

σzi σ
z
i+1 + hizσ

z
i , hiz = 0.8090

(32)

We set τ = 0.8 and make two choices of hiy.

1. hiy = 0. This case has the same time averaged

Hamiltonian as the chaotic Ising model evolution46.
However the system is time-reversal invariant (by
shifting half of the period, the unitary matrix is
symmetric) and therefore corresponds to circular
orthogonal ensemble (COE).

2. hiy = 0.3457. The σy term breaks the time reversal
symmetry and thus U(τ) should be in the circular
unitary ensemble (CUE).

Both choices lead to essentially identical behavior of
the opEE, although in the CUE case, the dynamics seems
to be slightly more chaotic, as we discuss in Fig. 8. With
this exception, we study the COE model in the rest of this
paper. We employ open boundary conditions throughout
this work.

Fig. 2 gives an overview of the results for all these
models with system size L = 14. In accordance with our
state-quench mapping, the opEE has a fast growth at
short times (except for the MBL case) and then saturates
to a constant value for thermal phase, possibly oscillating
in the integrable models. In the next few sections, we will
address in detail the saturation value and the scaling of
the growth respectively.

V. SATURATION VALUE

Let us first focus on the long time behavior of opEE
S[Û(t)] for various models. In nearly all systems that
we considered, the opEE saturates to a constant value
in Fig. 2 at sufficiently long times, and we classify them
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as follows: Maximally scrambling behavior is found in
the Floquet system, where S[Û(t)] saturates to the Page
value corresponding to a random unitary operator sam-
pled from the Haar measure. Chaotic systems with
conservation laws (energy, magnetization) also exhibit a
large saturation value close to the Page value but with
a small deficit which seems to be independent of system
size and more conservation laws seem to lead to a larger
deficit. In the MBL system with local integrals of mo-
tion the opEE saturates after a very long time at a value
much smaller than the Page value, whereas clean inte-
grable models with nonlocal conservation laws show no
saturation of the opEE, but rather fluctuate more or less
strongly around a value that is smaller than the Page
value. From this observation, we speculate that the spe-
cific nature of the integrals of motion and presumably
their incompatibility with the real space partition causes
these fluctuations.

We will devote the rest of this section to the details of
the two chaotic classes.

A. Floquet Spin Model

We study the Floquet spin model (31) introduced in
Sec. IV as a typical model with no conservation laws.
In previous studies, the average global quench EE of an
initial product state after a long time evolution with the
Floquet Hamiltonian was found to be given by the Page
value L

2 ln 2− 1
2

45,46.
Fig. 2 illustrates that the numerically calculated opEE

for the equal bipartition (`A = `B) saturates to L ln 2− 1
2

in the long time limit. In App. B, we show that this is
the average opEE of a random unitary operator by partly
using Page’s result for a random state43. This saturation
value is in agreement with the consensus54 that the Flo-
quet evolution operator (without time reversal symme-
try) is indeed a physical realization of the circular unitary
ensemble.

In order to confirm this, we calculate the long time
opEE S[Û(∞)] of the Floquet evolution operator for all
possible bipartitions of the system and compare the re-
sults in Fig. 3 to

SPage = 2`A ln 2− 22`A−2`B−1 (33)

which is essentially the average opEE of a random uni-
tary operator in the corresponding partition, where `A is
the length of subsystem A and `B = (L − `A) the cor-
respondingly the length of its complement. The Floquet
evolution operator opEE matches to the Page value for
all possible partitions even in very small systems.

B. Chaotic systems with conservation laws

The next set of examples we consider in Fig. 2 are
generically nonintegrable systems with conservation laws,
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FIG. 3. Comparison of the saturation value of the opEE of
the time evolution operator S[Û(∞)] (crosses, errorbars illus-
trate the size of fluctuations around the saturation value) of
the Floquet model with the result for a random unitary op-
erator (Page value, given by full lines) for all possible smaller
subsystem sizes `. The opEE for the Floquet system matches
the Page result for all system sizes and partitions perfectly.

in particular the random field Heisenberg chain at weak
disorder (such that it does not exhibit MBL49) and the
tilted Ising chain. The former conserves energy and total
magnetization, while the later was shown to be generi-
cally nonintegrable in Ref. 9 and conserves energy and
parity under reflection.

We choose to present in detail the results of the ran-
dom field Heisenberg model to show the different behav-
iors owing to the conservation laws and the locality of
interactions.
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FIG. 4. Saturation value of the disorder averaged opEE for
the equal bipartition for the random field Heisenberg model
as a function of system size for different disorder strengths.
For strong disorder W & 3.7, the system is in the MBL phase
and we observe a suppressed but extensive saturation value.
At weak disorder, the saturation value scales as L ln 2 but has
a constant deficit.

The saturation behaviors for various disorder strengths
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and different system sizes are shown in Fig. 4. For weak
disorders, the saturation values is still around L ln 2, but
the deficit value is larger than 1

2 . When the disorder
strength is so large that the system is in the MBL phase,
the saturation value is extensive but is only a fraction
of L ln 2. Note that at weak disorder, there are visible
finite size effects, as it seems that for larger system sizes,
the saturation values for different disorder strengths ap-
proach each other. We suspect that for much larger sys-
tem sizes, the deficit for disorder strengths below the
MBL critical disorder becomes in fact equal, but will re-
main larger than 1

2 .
The MBL behavior is easy to be interpreted from the

state-quench mapping discussed in Sec. III A. In fact, for
systems deep inside MBL phase, the opEE can be directly
mapped to the global quench of the same Hamiltonian,
and so an upper bound for the saturation value is L

2 ln 2,
which is indeed far less than the value in large chaotic
systems.

In the next section, we ascribe the opEE deficit in the
thermal phase to the block structure of the reduced den-
sity matrix, which ultimately is a result of the conserved
total magnetization. We believe that a similar reason-
ing can also be applied to other thermal phase models
with conservation laws, but an explicit demonstration is
lacking.

C. Deficit Value of Random Field Heisenberg
Model

The thermal phase saturation value of the chaotic mod-
els we studied is close to the maximal value, but the
deficit is greater than that of the Floquet systems. Here
we present an argument to explicitly show how the con-
servation law is responsible for this fact in a fixed mag-
netization sector (Sz = 0) of the random field Heisenberg
model.

For simplicity, we will present this argument for the
EE of a wave function and explain the generalization to
the opEE in the end of this subsection.

The constraint Sz = 0 tells us that the Sz bases for
part A and B have to be complementary, i.e. only states
with n↑ up spins in A and N − n↑ up spins in B can
be paired to form the basis of Sz = 0 sector of 2N sites
(other combinations will yield a vanishing wave function
coefficient).

Thus for any given state |ψ〉 with fixed magnetization
Sz = 0, we can do a decomposition

|ψ〉 =

N∑
n↑=0

∑
ij

ψijn↑ |n↑, i〉A|N − n↑, j〉B (34)

where ψijn↑ is a block matrix with
(
N
n↑

)
rows and columns

and ij are the row and column indices. This implies
that the reduced density matrix is also block diagonal
with size

(
N
n↑

)
for each block. The operator version of

this decomposition is just the one with a two-copy block
size

(
N
n↑

)(
N
n′
↑

)
. App. C gives a detailed account of how to

utilize this structure in numerical computations.

ρA =

piρi

FIG. 5. Block diagonal form of the reduced density matrix.

Let the eigenvalues of the i-th block be p
(i)
j (the index

i is the same as n↑), and the trace of block i be pi =∑
j p

(i)
j , then the EE is

S = −
∑
i,j

p
(i)
j ln p

(i)
j = −

∑
i

pi ln pi +
∑
i

piSi, (35)

where Si is the EE of the i-th block

Si = −
∑
j

p
(i)
j

pi
ln
p

(i)
j

pi
. (36)

If we regard each block rescaled by pi to be a density
matrix ρi, the total density matrix is then a classical
mixture

ρ =
∑
i

piρi [ρi, ρj ] = 0 (37)

and the EE is the sum of the occupation entropy plus the
average EE of all the blocks.

In principle, one should average the expression of S
over a probability distribution of the occupation prob-
ability pi and entropy distribution of Si. For the sake
of obtaining an upper bound, we can avoid this compli-
cation by just calculating the maximal value. The opti-
mization problem

maxpiS[{pi}] subject to
∑
i

pi = 1 (38)

is easily solved by the Lagrangian multiplier technique

and the maximal EE taking place at pi = eSi∑
i e
Si

is

Smax = ln
∑
i

eSi (39)
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If the blocks are independent and random, Si will take
the corresponding Page value of the corresponding block
size. In fact, for almost all blocks, Si will be bounded by
the Page value of block size

(
N
i

)
(N = L

2 )

Si < SiPage = ln

(
N

i

)
− 1

2
+O(

1

N
) i > 0. (40)

This is verified numerically in Fig. 6 for different blocks
of different sizes. There are only 4 exceptional i = 0

1 2 3 4 5 6 7 8 9

Si

10−1

100

101

102

p
(S
i
)

block (0,3), dim=56

block (1,2), dim=224

block (1,4), dim=560

block (2,3), dim=1568

block (4,4), dim=4900

FIG. 6. Probability distribution of the entropy Si of different
blocks of the operator reduced density matrix ρ. The blocks
are labelled by the number of up spins on subsystem A in the
first and second index of ρ and the Page value for each block
is indicated by a dashed line, clearly showing that it is an
upper bound for the block entropy.

0 1 2 3 4 5 6 7 8

Si

10−8

10−7

10−6

10−5

10−4

10−3

10−2

10−1

100

p
i

FIG. 7. Average weight pi of different blocks of the operator
reduced density matrix ρ vs. the value of the block entropy
Si.

blocks, which only give a o(1) correction to the
∑
eSi ,

becoming an o( 1
N ) correction to the total entropy. There-

fore the maximal value of the opEE

Smax < ln

(∑
i

eS
i
Page + o(1)

)

= ln
∑
i

eS
i
Page +O(

1

N
)

= N ln 2− 1

2
+O(

1

N
)

(41)

is bounded by the Page value. When N is large, we
conclude

S < Smax ≤ N ln 2− 1

2
+O(

1

N
). (42)

For the operator version, the only change is the block size
which becomes

(
N
i

)(
N
j

)
, and hence

Sop < ln
∑
ij

(
N

i

)(
N

j

)
− 1

2
= 2N ln 2− 1

2
= L ln 2− 1

2
.

(43)
For large blocks, the numerically calculated values for

Si concentrate on the average as illustrated in Fig. 6.
Similarly, the average values of pi obey the optimal distri-

bution eSi∑
i e
Si

as shown in Fig. 7. Hence the distribution

of pi gives the largest opEE it can support for a given
subblock entropy Si. We conclude from our numerical
analysis that the total deficit probably stems from the
deficit observed in each block.

VI. GROWTH

In the previous section, we studied the behavior of the
opEE of the evolution operator at very long times in finite
systems and found that a saturation value is reached.
Since it is clear that at the initial time t = 0 the opEE
is zero, we will now consider how the saturation value is
reached in several example systems.

A. Growth of S[Û(t)] for the Floquet model

In Fig. 8 we show the short time behavior of the opEE
(equal bipartition) for the Floquet model (31) of different
system sizes in both COE and CUE parameter choices.
Clearly, the opEE grows very fast at short times and for
different system sizes there are almost no visible finite
size effects. We determine a fit to a power law growth
at short times according to the form S[Û(t)] = atα and
obtain an exponent of α = 0.9641 for COE system and
α = 0.9967 for CUE system. With the available system
sizes it is difficult to determine whether the discrepancy
in COE system from a perfect linear growth (which is
for example observed in the growth of the quench EE
in this model, starting from a product state9) is a finite
size effect or prevails in the thermodynamic limit, but
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0 2 4 6 8 10 12 14

t

0

2

4

6

8

10
S

[Û
(t

)]
COE

0.8840t0.9641

L =6

L =8

L =10

L =12

L =14

0 2 4 6 8 10 12 14

t

CUE

0.8682t0.9967

L =6

L =8

L =10

L =12

L =14

FIG. 8. Growth of the operator entanglement entropy in the
Floquet model (31). The thick black lines correspond to a
power law fit. Left panel: Floquet model with time reversal
symmetry (hi

y = 0), a small deviation from a linear growth is
visible in the exponent. Right panel: Floquet model without
time reversal symmetry (hi

y = 0.3457), the linear growth is
almost perfect.

from the robustness of the result in Fig. 8, it is likely
that the remaining time reversal symmetry leads to the
deviation. After this initial almost ballistic growth, the
opEE saturates to a value very close to the Page value
as discussed in Sec. V A.

These two results together are consistent with the ex-
pectation that the Floquet Hamiltonian(without conser-
vation) can be considered as an almost perfect scrambler.

B. Growth of S[Û(t)] in the random field
Heisenberg chain

Let us now consider the growth of the opEE in the ran-
dom field Heisenberg chain (30). We have already seen
that the opEE at long times saturates to a value close
to the Page limit, offset by a system size independent
deficit, which we attributed to the constraints caused by
conservation laws.

Here, we restrict ourselves to the case of weak disor-
der, where the Heisenberg chain is not fully many-body
localized.

In Fig. 9, we show the growth of the disorder averaged
opEE for different system sizes and disorder strengths.
The saturation values obtained for very long times are
displayed by dashed lines. It is obvious that the opEE
of the evolution operator reaches the saturation value at
much later times at stronger disorder (W = 2), com-
pared to weak disorder (W = 1). This is consistent with
the numerical evidence for slow dynamics in this region
of the phase diagram, leading to a subballistic growth
of the (state) entanglement entropy after a quench4,
power law information transport as quantified by the
out of time order correlation function55 and subdiffusive
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14

S
[Û

(t
)]
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L = 14

L = 16
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100
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)]W =1.0

α0.5 =0.534±0.019

αfit =0.498±0.003
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[Û
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t
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S
[Û

(t
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t/t0.5
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S
[Û

(t)]/
S

[Û
(∞

)]W =2.0

α0.5 =0.454±0.045

αfit =0.381±0.008

FIG. 9. (Left) Growth of the disorder averaged operator en-
tanglement entropy of the evolution operator in the random
field Heisenberg model (Sz = 0) at short times for various
disorder strengths. (Right) Growth of the opEE in units of
the saturation value S∞ (dashed horizontal lines) as a func-
tion of time in units of the half saturation time t0.5. We ob-
serve a power law growth at weak disorder with an exponent
α < 1, which is valid for intermediate times, when t ≈ t0.5.
At stronger disorder, the exponent decreases and finite size
effects are stronger, seemingly leading to a long domain of
sup-power law growth of the opEE.

transport4,18,50–53 (see Ref. 3 for a recent review of the
numerical evidence).

To analyze the finite size scaling of the opEE of the evo-
lution operator, we conjecture that the opEE will grow as
a power law in time up to saturation, as was observed for
the EE after a quench4. Then, we can make the scaling
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assumption that for hydrodynamic times (after an initial
transient, but before the saturation), the opEE grows like

S[Û(t)] = βtα and thus we can estimate the time t∞ after
which the opEE saturates:

t∞ ∝ S(∞)
1
α , (44)

where S∞ is the saturation value S[Û(∞)]
With this natural timescale in the problem, we propose

the scaling hypothesis

S[Û(t)]/S(∞) = f(t/t∞). (45)

Numerically, it is difficult to determine the saturation
time accurately, as in its proximity the power law growth
seems to be violated. Therefore, we define instead the
time t0.5 at which the opEE reaches half of the saturation
value by

S[Û(t0.5)] =
S[Û(∞)]

2
(46)

and use t0.5 as the natural timescale. We determine this
time by interpolating the time evolution of the opEE and
solving Eq. (46) for t0.5 numerically for each system size
and disorder strength. The associated errorbar of t0.5
is estimated by the error of the opEE divided by the
derivative of the opEE with respect to time.

In the right panels of Fig. 9, we display the opEE di-
vided by the saturation value S[Û(∞)] as a function of
time in units of the half saturation time t0.5 for differ-
ent system sizes on a log-log scale. At weak disorder, all
curves collapse almost perfectly to one universal curve,
displaying a clear power law for t ∼ t0.5. For stronger
disorder, finite size effects become more visible but it
seems that the curves still converge to a universal curve
for larger system sizes. At a disorder strength of W = 2
(bottom panel), the power law regime is shorter than at
weaker disorder and at intermediate times an extended
regime of slow growth of the opEE is visible in the cur-
vature of the curve. Currently, it is unclear where this
regime comes from, but we may speculate that it is due
to the fact that at this disorder strength for finite sys-
tems a fraction of the eigenstates of the Hamiltonian are
already many-body localized49. Although there is no di-
rect connection to the behavior of the eigenstates of the
Hamiltonian, to the growth of the opEE of the evolution
operator can be influenced by this fact and therefore ex-
hibit slower dynamics. At weaker disorder, the fraction
of localized states in the spectrum of the Hamiltonian is
much smaller and therefore the effect of slower dynamics
can be expected to be less visible, which is the case in
our results.

Let us finally address the power law growth of the
opEE at short times. In the previous subsection, we have
shown that for a Floquet system, the growth is almost
linear, however in the random Heisenberg chain slower

dynamics can be expected. We use two methods to de-
termine the exponent of the power law growth: First, we
fit a power law to the growth of the opEE in time for the
largest system size over a time window where it appears
to be linear on a log-log scale, yielding an exponent αfit.
The fit and the value of the exponent is reported in Fig. 9.
The second approach relies on the scaling ansatz, since
according to the scaling arguments explained above, we
expect that

t0.5 ∝ L
1
α , (47)

and we can use this ansatz to fit a power law to t0.5(L),
yielding α0.5. Both exponents agree reasonably well with
errorbars. We also show the corresponding power law
curves together with the data collapse for comparison.

C. Growth of S[Û(t)] in the MBL phase

10−1 100 101 102 103 104 105 106 107 108

t

0

1

2

3

4

5

6

S
[Û

(t
)]

MBL, W =10.0

L = 8

L = 10

L = 12

L = 14

L = 16

FIG. 10. Growth of the operator entanglement entropy in the
MBL phase of the random field Heisenberg model (Sz = 0).

It is known that the entanglement dynamics in MBL
systems is much slower than in ergodic systems, in fact
after a quench, the (state) entanglement entropy grows
logarithmically and saturates to a volume law value with
a suppressed prefactor4,6,7,40.

In Fig. 10, we show the disorder averaged opEE of
the evolution operator for different system sizes of the
random field Heisenberg chain (30) at strong disorder
W = 10, where the system is surely in the MBL phase.
On a logarithmic scale in time, it is visible that the sat-
uration value is approached extremely slowly and our
results are consistent with a logarithmic growth of the
opEE, although larger system sizes would be required to
test this hypothesis thoroughly.
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VII. CONCLUSION

We have defined the opEE of the time evolution oper-
ator and analyzed the saturation and growth patterns in
various spin systems.

The Floquet system is the most chaotic among the
models we studied. It has a linear initial growth of the
opEE, saturating at the Page value: the average EE of a
random unitary operator. We note that the linear growth
is also observed in other Floquet models56 and quenches
under a random unitary gate57. It would be interesting to
use the hydrodyanmic theory and surface growing model
in Ref. 57 to explain the linear growth in our opEE.

We also consider another chaotic system with global
conservation laws: the Heisenberg model with disorder
field. There, we find a power law growth with an almost
perfect data collapse in the weak disorder regime and
a saturation value only less than the Page value by an
non-extensive amount. We believe that the conservation
law and locality of the interaction is responsible for the
slower growth and smaller saturation value (compared to
Floquet model). The opEE in the MBL phase exhibits a
logarithmic growth in time and saturates to an extensive
value which is given by a fraction of the saturation value
in chaotic models.

Due to the mapping to a quench problem in Sec. III A,
we understand the behavior of opEE through the knowl-
edge of the wave function EE after a global quench. Yet
one advantage of the opEE is its initial state indepen-
dence. It is therefore useful to characterize the scram-
bling properties of the time evolution operator itself.

The the channel-state duality in App. A gives us a

double-system picture that also emerges in the ther-
mofield double state in the study of the holography with
the presence of the eternal black hole58. The opEE is the
state EE of the global quenched dual state, and in the
gravity dual, the Ryu-Takayanagi surface59 will probe
behind the horizon of the black hole60. It would be in-
teresting to reproduce the scaling and saturation in a
holographic calculation.
Note: Shortly after the submission of this manuscript,

we became aware of a preprint61 that investigates the
opEE mainly from the CFT perspective. Section 4 of
Ref. 61 has an overlap with some our conclusions.
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Appendix A: Channel-State Duality

Here we view the opEE in the light of the channel-state duality originated from the quantum information community.
We restrict to the unitary channel that is relevant to the opEE. A more detailed account and application can be found
for example in Ref. 62–66.

For any linear operator expanded in a basis |i〉 ∈ H,

U =
∑
ij

Uij |i〉〈j| (A1)

we can always construct a corresponding state |ψ〉 in the enlarged Hilbert space H×H

|ψ〉 =
∑
ij

|i〉 ⊗ Uij |j〉∗ =
∑
i

|i〉 ⊗ U |i〉∗. (A2)

Operationally, we just replace the bra 〈j| by a ket |j〉∗ which is the complex conjugation of the state |j〉. This choice
makes the state |ψ〉 basis independent, which can be easily verified by applying a unitary transformation V

|ψ′〉 =
∑
i′

|i′〉 ⊗ U |i′〉∗ =
∑
i′ij

Vi′iV
∗
i′j |i〉 ⊗ U |j〉∗

=
∑
ij

δij |i〉 ⊗ U |j〉∗ = |ψ〉.
(A3)
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So the unique state |ψ〉 dual to the unitary operator U contains all its information, and one can study this state
instead to gain knowledge of the operator.

The dual state is defined on two copies of the original system, and the unitary operator is acting only on one of
them. Partitioning of the operator corresponds to an identical space partitions in these two copies of system, which
is shown in Fig. 11. The opEE is then identical to the state EE of the A, B partition for the dual state |ψ〉. We use

B

A

D(=B)

C(=A)

FIG. 11. Channel state duality point of view of opEE. The vertical lines correspond to the two copies of the original system
and the bipartition of the system into A and B has to be performed equally in both copies.

this picture to analytically compute the average opEE of a random unitary operator in App. B.

Appendix B: Average opEE of Random Unitary Operator

In this appendix, we prove that the average opEE of random unitary operator (circular unitary ensemble) is equal
to the Page value. 26 notices that the distribution of Schmidt eigenvalues of random operator and random state of
doubled system are different. However it is argued that in the large system limit, the ”reshuffled” matrix should
asymptotically follow the same Ginibre ensemble and hence consistent with numerically calculated Page value. We
here present a direct mathematical calculation to prove this point.

We use the standard replica trick and average over the Haar measure [dU ] of the unitary group U(N) to compute
the EE

S̄[U ] = −
∫

[dU ] ∂nTr(ρn[U ])
∣∣∣
n=1

(B1)

and further assume that the derivative and integral commute, so that we can compute the average first

Tr(ρn) =

∫
[dU ] Tr(ρn[U ]) (B2)

In a chosen basis, the matrix element can be written as UiAjB ,̄iA j̄B , where the combination of iA, jB exhausts the

indices for a state (left line of Fig. 11), and the same for īA, j̄B (right line of Fig. 11). We need a partial transpose
to obtain the expansion coefficient in the operator basis

UiAjB ,̄iA j̄B → UiA īA,jB j̄B (B3)

where now iA and īA are indexing the Ai basis etc. The density matrix for the operator is then

ρ[U ]iA īA,i′A ī′A = UiA īA,jB j̄BU
∗
jB j̄B ,i′A ī

′
A
, (B4)

summing over repeated indices. The diagrammatic representation in Fig. 12 can guide66 us to write down the
complicated index structure of Tr(ρn[U ]). For a 2n × 2n matrix UiAjB ,̄iA j̄B , the upper two closed lines on each block

U U†

i1A ī1A

j1B j̄1B

ī1A i1A

j2B j̄2B

i2A ī2A

j̄2B j2B

ī2A i2A

j̄1B j1B

U U†

FIG. 12. Diagrammatic representation of Tr(ρ2[U ]).



13

represents A region indices iA, īA and the lower two closed lines represents B region indices jB , j̄B . The two ends of
connecting lines are contracting indices. So for example, the diagram in Fig. 12 can be translated to

Tr(ρ2[U ]) =Ui1Aj1B ,̄i1A j̄1B

(
U†
)
ī1A j̄

2
B ,i

1
Aj

2
B

Ui2Aj2B ,̄i2A j̄2B

(
U†
)
ī2A j̄

1
B ,i

2
Aj

1
B

=Ui1Aj1B ,̄i1A j̄1BU
∗
i1Aj

2
B ,̄i

1
A j̄

2
B
Ui2Aj2B ,̄i2A j̄2BU

∗
i2Aj

1
B ,̄i

2
A j̄

1
B

(B5)

where ∗ represents the complex conjugate of the indexed element.
The same type of integral also appears in the discussion of Haar scrambling in Ref. 67 and 66, where the n = 2 case

is calculated by the Weingarten formula to obtain the Rényi entropy. We here apply the general Weingarten formula
for the integration on the unitary group,∫

[dU ]Ui1,j1Ui2,j2 . . . Uin,jnU
∗
i′1,j

′
1
U∗i′2,j′2 . . . U

∗
i′n,j

′
n

=
∑

σ,τ∈Sn
δi1i′σ(1)δi2i

′
σ(2)

. . . δini′σ(n)
δj1j′τ(1)δj2j

′
τ(2)

. . . δjnj′τ(n)
Wg(N, στ−1)

(B6)

where the sum is taken over all possible permutations in Sn, and N is the size of the matrix 2L. Wg is the Weingarten
function (see detailed definition and the first few examples in Ref. 68), whose large N limit (thermodynamic limit)68

is given by

Wg(N, σ) =
1

Nn+|σ|

[ ∏
σ=C1C2···Ck

(−1)|Ci|−1Catalan|Ci| +O(N−2)
]

(B7)

where the Ci are the cycle decomposition of σ , |Ci| are the number of elements in this cycle, Catalan is the Catalan
number, |σ| is its Cayley distance to the identity (minimal number of transpositions that makes it identity). Obviously,
the dominant term in N →∞ limit is the one with σ = e

Wg(N, e) =
1

Nn
+O(N−n−2) (B8)

Consequently, in the integration of the U only σ = τ are relevant, i.e. terms whose i index and j index share the
same permutation ∫

[dU ] · · · ∼ 1

Nn

∑
σ∈Sn

δi1i′σ(1)δi2i
′
σ(2)

. . . δini′σ(n)
δj1j′σ(1)δj2j

′
σ(2)

. . . δjnj′σ(n)
(B9)

The contractions of these delta function can be converted to loop counting in planar diagrams. Let us illustrate the
example of n = 2 ∫

[dU ]Tr(ρ2[U ]) =

∫
[dU ]Ui1Aj1B ,̄i1A j̄1BU

∗
i1Aj

2
B ,̄i

1
A j̄

2
B
Ui2Aj2B ,̄i2A j̄2BU

∗
i2Aj

1
B ,̄i

2
A j̄

1
B

(B10)

where the four indices may be represented as the lids in Fig. 13 After doing the integration, the delta functions for

iA, īA jB , j̄B

FIG. 13. Eight indices in Tr(ρ2[U ]), where contractions are performed for the 4 pairs.

each permutation element σ will close these diagrams. For example when σ = (12), there are 1× 2 loops for A indices
and 2× 2 loops for B indices, and then the corresponding factor is 22`A+4`B .

iA, īA

σ = (12)

jB , j̄B

σ = (12)

FIG. 14. Delta functions for each permutation element σ will close these diagrams. Each loop will contribute a (2`A)2 or (2`B ),
where the square is for two copies of indices.
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The loop counting is a combinatorial problem that can be formulated in terms of its generating function (by trial
and error). Let

fn(x, y) =
∑
g∈Sn

xχ(g)yχ(τg) (B11)

where χ(g) is the number of cycles in the permutation and τ = (12 · · ·n). The average of the trace can be expressed
by this polynomial

Tr(ρn[U ]) =
1

(22`A+2`B )n
fn(4`A , 4`B ) =

1

4nL
fn(4`A , 4`B ) (B12)

At this point, we can apply Page’s state result as a shortcut. For a random state, the component of the wavefunction
is

ψīA j̄B = U1,̄iA j̄B (B13)

where U is again taken from the Haar measure. To contrast, we write down the state version of integral for n = 2∫
[dU ]Tr(ρ2[ψ]) =

∫
[dU ]U1,̄i1A j̄

1
B
U∗1,̄i1A j̄2BU1,̄i2A j̄

2
B
U∗1,̄i1A j̄1B (B14)

The whole process using the Weingarten formula and its asymptotics can be similarly applied; the only difference is
that the state has no unbarred set of indices

Tr(ρn[ψ]) =
1

2nL
fn(2`A , 2`B ) (B15)

so the opEE will be the Page value of a state with length 2L and partition 2`A + 2`B = 2L, i.e.

S[U ] = 2`A ln 2− 22`A−2`B−1 (B16)

We also manage to do a direct combinatorial computation for equal partition, where the top coefficient of the
generating function69 an (cf. Ref. 70 for why the top power is n+ 1 and the concept of genus)

fn(x, x) =
∑
g∈Sn

xχ(g)+χ(τg) = anx
n+1 + · · · (B17)

determines the trace

Tr(ρn[ψ]) =
1

4nL
fn(4

L
2 , 4

L
2 ) =

an
2(n−1)L

+O(
1

2nL
). (B18)

By analytic continuation, the EE is

S[U ] = L ln 2− ∂nan
∣∣∣
n=1

+O(
1

2L
). (B19)

Through a series of bijections, one can show that an is the Catalan number(exercise 118 of Refs. 69, 71)

an =
2n!

n!(n+ 1)!
(B20)

Therefore

∂n
2n!

n!(n+ 1)!

∣∣∣
n=1

= ∂n
1

n(n+ 1)B(n, n+ 1)

∣∣∣
n=1

=
1

2
(B21)

gives us the correct deficit of the Page value

S = L ln 2− 1

2
(B22)
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Appendix C: Lin Table Algorithm for Sz = 0 Sector

We take the σz basis in the Hilbert space, each of which are eigenvectors of total
∑
i σ

z
i . Consider the subspace

where the eigenvalue of the total Sz is zero. Each basis state then has an equal number of ↑ spins and ↓ spins. In a
2N sites system, the dimension of the subspace is

(
2N
N

)
.

For any state in this subspace, we can take advantage of the constraint to do a partial Schmidt decomposition

|ψ〉 =
∑
n↑

∑
ij

ψijn↑ |n↑, i〉A|n− n↑, j〉B (C1)

where ψijn↑ is a block diagonal matrix, the number of up spins n↑ in part A is the block index and ij are the row and

column indices within the block. The dimension of each block is
(
N
n↑

)2
, and the identity

N∑
n↑=0

(
N

n↑

)2

=

(
2N

N

)
(C2)

ensure that the coefficients from the σz basis wavefunction to the block elements ψijn↑ is just a permutation.
We use a 2N-bit binary number to represent the σz basis. In the example of N = 3, the σz basis wavefunction

wavefunction elements are 

000 001 010 011 100 101 110 111

000 ψ1

001 ψ2 ψ3 ψ4

010 ψ5 ψ6 ψ7

011 ψ8 ψ9 ψ10

100 ψ11 ψ12 ψ13

101 ψ14 ψ15 ψ16

110 ψ17 ψ18 ψ19

111 ψ20


(C3)

and the corresponding ψijn↑ matrix is

111 (011 101 110) (001 010 100) 000

000 ψ1

001 ψ2 ψ3 ψ4

010 ψ5 ψ6 ψ7

100 ψ11 ψ12 ψ13

011 ψ8 ψ9 ψ10

101 ψ14 ψ15 ψ16

110 ψ17 ψ18 ψ19

111 ψ20


(C4)

If we store ψijn↑ in a row vector, then the index of ψ will be

(1, 2, 3, 4, 5, 6, 7, 11, 12, 13, 8, 9, 10, 14, 15, 16, 17, 18, 19, 20) (C5)

The permutation element we are looking for in this n = 3 example is (8, 11), (9, 12), (10, 13). The algorithm needs to
figure out the conversion table from the σz basis elements to the block elements and then do the Schmidt decomposition
for each blocks, which is much more efficient than doing it in the full Hilbert space. We note that this can be done
efficiently using the method of Lin tables as pointed out by H. Lin in Ref. 72.
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