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Using fixed-node diffusion Monte Carlo (FN-DMC), we evaluate the formation energies and charge
transition levels of substitutional nitrogen defects in the wide band gap semiconductor zinc oxide.
The use of a direct-solution, many-body approach inherently secures a good description of electron-
electron interactions, achieving high accuracy without adjustable parameters. According to FN-
DMC nitrogen is a deep acceptor with a charge transition level 1.0(3) eV above the valence band
maximum when 72 atom supercells are used. This result falls on the lower end of typically reported
hybrid density functional results for the same sized supercells, which range from 1.0 - 1.8 eV. Fur-
ther, residual finite size effects due to charged defect image interactions in the 72 atom supercells are
estimated by supercell extrapolation within hybrid density functional theory. When the finite size
correction is included, we obtain a deep acceptor at 1.6(3) eV. This result is in good agreement with
recent experimental measurements. We also analyze the local compressibility of charge according to
FN-DMC and common density functionals, and find that the use of hybrid functionals obtain com-
pressibilities in better agreement with the many-body theory. Our work illustrates the application
of the FN-DMC method to a challenging point defect problem, demonstrating that uncertainties
and approximations can be well-controlled.

I. INTRODUCTION

The introduction of point defects dramatically changes
the properties of semiconducting materials, even in small
concentrations1,2. Characterizing how point defects af-
fect semiconductor properties is critical to designing
materials for electronic, optical, and optoelectronic de-
vices. Historically, first-principles descriptions of the
properties of point defects in semiconductors has been
challenging1,2. Density functional theory3,4 (DFT) re-
mains the most widely used method for this purpose.
In spite of recent advances such as the use of hybrid
DFT5, GW6, and a generalized Koopman’s method7,
questions to the quantitative accuracy attainable still re-
main, and often similar defect calculations can result in
different predictions. The challenges broadly arise from
two sources: errors inherent to DFT’s approximate treat-
ment of electron-electron interactions, and finite size ef-
fects from practical limitations to the computational do-
main.

Substitutional nitrogen (NO) in zinc oxide is a classic
example of a challenging point defect to describe theoret-
ically. Nitrogen had long been considered the most likely
candidate for achieving p-type conductivity in this wide
band gap semiconductor. Early experiments suggested
nitrogen to be a shallow acceptor with a charge transi-
tion level (CTL) ε(0/−) close to the valence band edge8.
Meanwhile early computational results based on conven-
tional density functional methods (LDA, GGA) predicted
the charge transition level to occur at ε(0/ − 1) ≈ 0.4
eV above the valence band edge9. However, subsequent
reproducibility of the experiments has proven to be chal-
lenging, and more recent computational results based
on hybrid functional DFT10,11, a generalized Koopman’s

framework12, and a comprehensive DFT study using dif-
ferent exchange-correlation functionals13 suggest instead
a deep nature but with ε(0/−) reported in a wide range
1.0 - 2.1 eV above the VBM. Recent experiments based
on photoluminescence spectroscopy find the N acceptor
level to lie 1.4 eV above the VBM2,14,15.

Quantum Monte Carlo (QMC)16,17, specifically the
fixed-node diffusion Monte Carlo (FN-DMC) flavor18–20,
is one of the newer first-principles approaches for the
prediction of defect properties of semiconductors21,22.
In QMC, stochastic sampling is used in the solution of
the interacting many-body Schrödinger equation. Due
to their direct treatment of electron correlation, QMC
methods inherently secure an accurate description of
many-body interactions among electrons. QMC ob-
tains high accuracy for ground state and excited state
properties21–24, at the cost of higher computational ef-
fort and many-body finite size effects that must be
converged.25,26 FN-DMC defect property simulations of
CTLs have been carried out on F -center defects in MgO21

and oxygen vacancies in zinc oxide22, and show promising
results.

In this work, we carry out FN-DMC calculations of
NO in ZnO and demonstrate that reference values from
QMC can be obtained for this system with all errors con-
trolled. We further observe how the FN-DMC descrip-
tion of the defect state compares to other commonly ap-
plied techniques such as convention and hybrid exchange
DFT. We assess the effect of symmetry breaking distor-
tions of the defect geometry on supercell total energies
within DMC, and find that they are comparable to hy-
brid functional descriptions. For 72 atom supercells, we
obtain a CTL of ε(0/−) = 1.0(3) eV, in reasonable agree-
ment with but on the lower end of other sophisticated
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TABLE I. Typical sources of uncertainties in first-principles defect calculations. The first two arise from the approximations
inherent to density functional theory and are largely addressed by FN-DMC. The next three arise from finite size effects due
to computational limitations on the supercell size. The final item is specific to neutral NO in ZnO: the geometry of the neutral
defect varies for different descriptions of exchange/correlation in DFT.

Potential source of error Underlying reason Correction approach

chemical potentials µi approximate treatment of
electron-electron interactions

improved by FN-DMC

band gap approximate treatment of
electron-electron interactions

improved by FN-DMC

elastic finite size effect finite supercell size use large supercell; estimate
remaining interaction

ionized supercell interaction
& potential alignment

finite supercell size use large supercell; estimate
remaining interaction

Burstein-Moss type effect finite supercell size N/A for deep defects

geometry of neutral defect? DFT - geometry depends on
exchange correlation functional

assess candidate geometries
in FN-DMC

first-principles results. As an estimate of the remaining
charged defect image interactions in the 72 atom super-
cells, we carry out supercell extrapolations within DFT-
PBE0 and find that the CTL further deepens to 1.6(3)
eV. Further, we characterize the compare the local com-
pressibility of charge according to DMC, DFT-PBE, and
DFT-PBE0, which clearly demonstrates the bias of con-
ventional density functional theory towards delocalized,
shallow defect states. This work highlights the potential
advantages and challenges in the application of QMC ap-
proaches to the calculation of point defect properties.

II. METHODS

Defect formation energies (DFEs) are obtained accord-
ing to the usual formalism27

∆E(Nq
O) = (E(Nq

O)−Eperf ) + (µO − µN ) + q(εF + εV ).
(1)

Here, E(Nq
O) is the total energy of a supercell containing

a defect Nq
O in the charge state q = (0,−1) and Eperf

is total energy of the corresponding perfect supercell.
µi is the chemical potential of atomic species i, which
describes the thermodynamic environment under which
the defect forms; we report DFEs under the Zn-rich
limit. The Fermi level of semiconductor εF varies from
0 < εF < Eg where Eg is band gap, and is referenced to
the valence band maximum εV . The CTL ε(0/−) is given
by the value of εF for which ∆E(N0

O) = ∆E(N−1
O ).

Prior to carrying out FN-DMC defect calculations, we
considered the typical sources of uncertainty that arise
when evaluating DFEs from Eq. (1) in DFT. These are
arranged according to the underlying reason for the un-
certainty – either the treatment of exchange/correlation
or finite size effects – in Table I. The approximate treat-
ment of electron-electron interactions can give rise to un-
certainties which can manifest as problems with (i) the
range of chemical potentials µi, since the computed for-
mation enthalpies of the semiconductor and/or parent
compounds (i.e., ZnO, O2, and N2 for us) are not per-

fect, and (ii) well-known band gap problems. The use
of periodic boundary conditions with finite sized super-
cells induce spurious interaction between the defect and
its images. The (iii) largely elastic effects are typically
more short-ranged, but (iv) for q 6= 0, electrostatic inter-
actions between charged defects are long-ranged. Also,
(v) for shallow defects finite-sized supercells can artifi-
cially induce a Burstein-Moss type1,28 band-filling effect.
Finally, for NO in ZnO, there is a question of the geom-
etry of the neutral defect, as the relaxed configuration
shows a sensitivity to selected DFT functional12,29. Our
approach to addressing each of these is described later.

Our FN-DMC calculations are carried out using
the QWalk30 code. We use spin-polarized, single-
determinant Slater-Jastrow trial wave functions con-
structed from DFT-PBE0 Kohn-Sham orbitals, with
variance-minimized two-body Jastrow coefficients, and a
time step of 0.004 a.u. Time step errors are converged
to within 0.02 eV/f.u.24. The orbitals are obtained
from spin-polarized DFT-PBE0 simulations using CRYS-
TAL1431, and are expanded in a Gaussian-type localized
basis set. We use Trail-Needs pseudopotentials32,33; for
Zn this leaves the 4s23d10 electrons in valence. The T-
moves scheme34 is used to reduce pseudopotential local-
ization errors. Twist-averaged boundary conditions cor-
responding to an effective 2 × 2 × 2 k-grid are used to
calculate supercell total energies. We use a 72 atom ZnO
supercell (3× 3× 2 supercell of the 4 atom wurtzite unit
cell) with experimental lattice constants for calculating
DFEs. Due to challenges with geometry optimization
in QMC, we use DFT relaxed geometries, also discussed
later.

Our previous work24 showed that when this simula-
tion protocol is adopted, we obtain atomization energies
for ZnO solid, O2, and N2 within 0.05 eV/f.u. The calcu-
lated optical excitation is 3.8(2) eV, and probably overes-
timates the experimental value of 3.4 eV (compare: DFT-
PBE, DFT-HSE06, and DFT-PBE0 gaps of 0.7 eV, 2.4
eV, and 3.3 eV respectively). Thus, the first two sources
of uncertainty in Table I are largely inherently addressed
in FN-DMC and we choose to live with any remaining un-
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certainty. We emphasize that these results are obtained
with no adjustable parameters.

To address finite size effects, we use as large a supercell
as feasible in FN-DMC (72 atoms) and estimate the re-
maining finite size corrections by supercell extrapolation.
Due to the computational restrictions of FN-DMC, our
extrapolations are always carried out using DFT-PBE0,
which is expected to give the most realistic description
of the dielectric constant, necessary to obtain a good es-
timate of screening and the charged defect interaction.
Furthermore, the corresponding estimates of the finite
size effects are included as corrections to the 72 atom su-
percell FN-DMC results. Ideally the extrapolation would
also be carried out in FN-DMC but this is not compu-
tationally tractable. Although 72 atom supercells are
small, they are not much smaller than accessible for typ-
ical hybrid DFT supercell calculations. We confirmed
by extrapolating to larger supercells in DFT-PBE0 that
for neutral NO, supercell total energies are converged to
within 0.03 eV, indicating that the elastic finite size ef-
fects are under control (not shown). Thus, the items in
Table I that remain to be addressed are the charged su-
percell interactions and the question of defect geometry.

III. RESULTS AND DISCUSSION

We present our results in terms of the quantities in
Eq. (1) that must be evaluated to obtain the DFEs and
CTLs. As this is a first attempt to apply FN-DMC to
such a complex defect problem, we report all our com-
puted values here so that others may reproduce our re-
sults. Often previous reported results for 72 atom su-
percells do not include a direct estimate of the charged
defect image interaction, so we first present our results
for 72 atom supercells without interaction as well. This
allows direct comparison of ours to other corresponding
predictions. We later discuss the incorporation of the
finite size effect and how it modifies our predicted value.

Axial 

Non-axial 

c

Distorted Symmetric

Axial (Å)
2.077 1.951

Non-axial (Å)
1.951 1.945

∆EPBE0
rel (eV)

-0.17 0

∆EDMC
rel (eV)

-0.12 ± 0.33 0

FIG. 1. Bond length between neutral N (blue) and Zn (grey)
in supercell. ∆Erel refers relative total energy of FN-DMC
between 2 given neutral geometry.

A. Supercells with Neutral and Charged Defects

Supercells containing 72 atoms are used in FN-DMC to
sample configurations and directly obtain the quantities
E(N0

O) and E(N−1
O ). This is straightforward for E(N−1

O )
since different DFTs predict similar relaxed geometries.
However for N0

O there is a possibility of symmetry-
breaking distortions (polaron formation) that stabilize
the neutral defect and deepen the CTL. Standard DFT
calculations based on PBE obtain only small, symmet-
ric relaxations of atoms around N0

O. On the other hand,
hybrid calculations for suitably large supercells find a
symmetry broken configuration to be more favorable12,13,
and EPR measurements are also consistent with the pres-
ence of a distorted, deep state29. The distorted state cor-
responds to an asymmetric elongation along the c direc-
tion N–Zn bond shown in Fig. 1. In the distorted config-
uration the N 2p orbitals are split into planar 2px,y and
2pz orbitals. We assessed this within the CRYSTAL14
code, and also find that in PBE N0

O defect always re-
laxes back to a symmetric configuration. Within PBE0
we also observe metastable symmetric and asymmetric
configurations of N0

O, with distortions as summarized in
Fig. 1.

Since geometry relaxations in FN-DMC are currently
not tractable for large systems, we selected both as can-
didate configurations for N0

O and compared their ener-
gies E(N0

O)asym and E(N0
O)sym directly in FN-DMC. Ac-

cording to FN-DMC the distorted state is 0.12± 0.33 eV
lower in energy than the symmetric configuration, a good
match to the PBE0 value which is 0.17 eV, see Table II.
The computational cost makes it difficult for us to bet-
ter resolve the energy difference, but the results suggest
that the symmetry-breaking distortion cannot solely be
responsible for the deep nature of the defect35.

B. Chemical Potentials

DFEs are reported in the Zn-rich, O-poor limit. The
chemical potential difference in Eq. (1), µO − µN , is
thus given by 1

2µO2
− 1

2µN2
−∆HZnO where ∆HZnO is

the formation enthalpy of ZnO, equal to 3.606 eV under
standard conditions. µO2

, µN2
are the energies of the

molecules under standard conditions, obtained by adding
a thermodynamic correction36 for pressure/volume and
temperature/entropy contributions to the total energies
obtained from DMC calculations (corresponding to T =
0 K, P = 0). The quantity µO − µN affects the absolute
value of the DFEs for the neutral and charged defect, but
not the CTL.

C. Valence band maximum

The next term in Eq. (1) that needs to be addressed is
εV , the position of the VBM. In DFT the Kohn-Sham
eigenvalues are arbitrary to within a constant that is
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FIG. 2. Supercell extrapolations carried out with DFT-
PBE0 that show the finite size effect (FSE) corrections for
(a) the ionization potential and (b) electrostatic image inter-
actions between ionized nitrogen defects. The x-axis indicates
1/L, where L×L×L is the number of unit cells in the super-
cell. The y-axis is the FSE correction for a given supercell; in
the limit of an infinite sized supercell, the FSE corrections go
to zero. In (a) the DMC values with the finite size correction
applied are within statistical error (0.1 eV).

determined by the average electrostatic potential in the
simulation supercell. This average electrostatic potential
itself depends on how the Ewald summations are carried
out within the code. To use Eq. (1), the value of εV must
be determined with respect to the same average electro-
static potential as the pure host semiconductor (ZnO).

The situation is more complicated in QMC, since εV is
a single-particle property that rigorously does not ex-
ist in true many-body descriptions. The correspond-
ing quantity is instead the ZnO ionization potential
IP = E0 − E+, the energy cost to remove an electron
from the system. E0 is the energy of neutral ZnO, and
E+ is the energy of ZnO with one hole (thus, positively
charged). This expression should be evaluated in the
thermodynamic limit of infinite sized supercells, but su-
percells larger than 72 atoms are computationally pro-
hibitive in FN-DMC for the resources currently available
to us. Therefore our approach is to evaluate the IP us-
ing 72 atom supercells in FN-DMC, and then carry out
supercell extrapolations in DFT-PBE0 to estimate the

0.5 1.0 1.5 2.0 2.5 3.0

1

2

3

0Fo
rm

at
io

n 
en

er
gy

 (e
V

)

Fermi energy (eV)

Exp

Zn-rich 72 atom supercells
with estimate of charged 
defect interaction

FIG. 3. Defect formation energies and charge transition levels
for nitrogen in zinc oxide. Experimental ionization level15 is
shown as black solid line. The gray lines indicate stochastic
error bars around the computed quantities.

finite size correction to this cell. To simplify the extrap-
olation, we used the zinc blende structure of ZnO which
allows us to use uniform supercells; since they have sim-
ilar electronic structure and dielectric constants we as-
sume the trends are comparable.

Our DFT-PBE0 extrapolation is shown in Fig. 2a in
blue, where fitted curve includes terms to first and third
order in 1/L. In the limit, this extrapolates to the IP
with respect to the average electrostatic potential in the
supercell, rather than an absolute reference. For the
smaller supercells we evaluated the IP within DMC as
well, and find that the trends (within error bars) are con-
sistent. The PBE0 trends in Fig. 2a are used to estimate
the correction to the IP obtained in the 72 atom super-
cell in FN-DMC. We also show with the dashed line the
DMC results with the finite size correction applied. The
corrected values are shown to be equivalent within an
uncertainly of 0.1 eV. Thus the uncertainty in our calcu-
lated ionization potential is estimated to be around 0.1
eV.

D. Charge transition levels and discussion

The DFEs ∆E(N0
O) and ∆E(N−1

O ) computed within
72 atom supercells from Eq. (1) as described above are
summarized in Table II, and plotted with the dashed,
black line in Fig. 3. The corresponding CTL is ε(0/−) =
1.0(3) eV. This value can be directly compared to the
value of 1.3 eV obtained in Ref. [10] using the HSE hybrid
functional and the value of 1.6 eV obtained in Ref. [12]
obtained with the generalized Koopman’s formalism, for
the same sized system. The CTLs according to Ref. [13]
obtained within PBE0 are reported as 1.1-1.2 eV from
72 atom supercells, but include an ≈0.2 eV estimate of
the charged defect image interaction, so the direct com-
parison is 0.9-1.1 eV37. Likewise, the CTLs according to
Ref. [11] are reported as 2.1 eV for 72 atom supercells,
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TABLE II. Defect formation energies for neutral and nega-
tively ionized nitrogen defects for 72 atom supercells accord-
ing to FN-DMC. Results are reported for Zn-rich conditions,
with the Fermi level at the VBM. For neutral defect, both
the symmetric and the distorted configurations are shown.
The last row gives the finite size correction to the 72 atom
supercell estimated from DFT(PBE0).

Quantity eV
∆E(N

0
O)(Na = 72), distorted 1.9(0.2)

∆E(N
0
O)(Na = 72), symmetric 2.0(0.2)

∆E(N−1
O )(Na = 72) 3.0(0.2)

∆E(N
−1
O )(Na =∞)−∆E(N

−1
O )(Na = 72)

0.6
(estimated from DFT-PBE0)

but include an ≈0.3 eV estimate of the charged defect
image interaction, so the direct comparison is 1.8 eV.
Although the different simulation protocols make direct
comparisons difficult, it appears that FN-DMC value of
the CTL lies on the lower end of the range of values
reported in hybrid DFT calculations (0.9-1.8 eV). This
suggests that, at least for this particular defect problem,
hybrid functional DFT may exhibit a tendency towards
over-localization of the defect states and, relatedly, a too
deep prediction of the CTL.

Possible sources of uncertainty within FN-DMC should
also be considered. Our previous work24 suggests that
the largest sources of uncertainty may come from residual
many-body finite size effects inherent to DMC and other
many-body theories (different from the supercell finite
size effect for defect simulations). Based on our previ-
ous experiences with zinc oxide24, we estimate that these
uncertainties are < 0.05 eV/f.u. Other sources of uncer-
tainty that may be present arise from the fixed node ap-
proximation, and our estimate of DFEs rely on a cancel-
lation of nodal errors in the pristine vs. defect-containing
supercell. Although it is not possible to know the extent
of nodal effects, our previous work in FN-DMC simula-
tions of bulk ZnO suggests that the dependence of DMC
energies on the DFT functional used to generate the trial
wave function is small, < 0.05 eV/f.u.

E. Estimate of Charged Defect Interactions

Supercells with N−1
O suffer from long-ranged Coulomb

interactions that introduce an (artificial) stabilizing effect
on the quantity E(N−1

O ) in Eq. (1). To account for the

interactions, it is possible to obtain E(N−1
O ) for supercells

of varying size, and extrapolate to the thermodynamic
limit. An approximate form for the extrapolation is given
by

ET (
1

L
) = ET (

1

L
→ 0)− A

L
− B

L3
, (2)

where L is the supercell side length for a cubic cell, and
A,B are fitting parameters. The first term corresponds
to a Madelung contribution and the second to the inter-

action of the localized defect charge distribution with the
uniform compensating background38–40.

We again carried out the extrapolation in DFT-PBE0
to supercells containing as many as 432 atoms and used
this to estimate the correction to our FN-DMC results.
The extrapolation is shown in Fig. 2b. The correction
to E(N−1

O ) for our 72 atom supercells to the thermody-
namic limit is around +0.6 eV, as indicated in Table II.
The 0.6 eV correction is large, but not atypical of other
extrapolated estimates of charged defect interactions in
other semiconductors and/or insulators for supercells of
this size39,40. This correction to E(N−1

O ) deepens ε(0/−)
by the same amount. When it is included, our estimated
CTL is ε(0/−) = 1.6(3) eV. This is shown in Figure 3 by
the red line. Thus, without accounting for the charged
defect finite size effect, our CTL is 1.0(3) eV, but with
our estimated of the finite size effect it becomes 1.6(3) eV.
These two results can be compared to recent experimen-
tal measurements from photoluminescence, which report
the level as 1.4 eV15.

Although the prediction of a CTL of 1.6(3) eV appears
on the surface to be in good agreement with several re-
cent results, such as a hybrid functional value of 1.4 eV10

and the value of 1.6 eV obtained in a generalized Koop-
man’s approach12, we note that the manner in which we
obtain our value is slightly different. All of these quoted
values are obtained for 72 atom supercells, but for con-
sistency should be compared to our DMC value of 1.0(3)
eV obtained without the charged defect interaction es-
timate. Thus, it appears that for this particular defect
problem, DMC probably finds the CTL to be somewhat
less deep. We caution against assuming this tendency to
be true in general however. This is first due to our error
bars. Second, it may be the case that the performance
of hybrid functionals, rather than exhibiting systematic
biases, may be more material specific. For instance, by
contrast for the problem of the aluminum impurity in
α-quartz, the standard hybrid functional description ap-
pears still too delocalized41.

F. Local compressibility.

In order to obtain some insights into the differences
arising from different theories, we calculated the local
compressibility of charge, also known as the site-resolved
charge fluctuations. The local compressibility is the
expectation value 〈Ψ|(n̂i − 〈n̂i〉)2|Ψ〉 , where ni is the
number operator on the Voronoi polyhedron surrounding
atomic site i. It indicates the degree of localization: if
the local compressibility is large, charges on that site are
more mobile and delocalized. In Fig. 4 we compare the
compressibility for Zn, O, and N0

O atoms for FN-DMC,
DFT-PBE, and DFT-PBE0, resolved separately for spin
up and spin down electrons. For DFT-PBE and DFT-
PBE0, the compressibility is obtained by constructing a
Slater determinant using the DFT orbitals and evaluat-
ing the expectation value as described above.



6

0.50 

0.55

0.60

0.65

0.70
0.75

0.80
Lo

ca
l c

om
pr

es
si

bi
lit

y

FN-DMC
FN-DMC 
(Symmetric geometry)

DFT-PBE0
DFT-PBE

Zn� Zn� O� O� N� N�

FIG. 4. Charge fluctuations of each spin on the site of Zn,
O, and N atoms in the 72 atom supercell. Stochastic uncer-
tainties are smaller than the symbols. ↑ denotes the majority
and ↓ the minority spin.

As shown in Fig. 4, the trends in the compressibility
across the different sites and spins are qualitatively sim-
ilar to each other, with the fluctuations smallest on the
Zn atoms, and largest on the N atom site. However, the
compressibilities are too large in DFT-PBE across the
board, reflecting the over-hybridization and the overly
delocalized description, compared to FN-DMC. DFT-
PBE0 brings the values into better agreement with the
FN-DMC results. This is consistent with our previous
observations for solid MgO42 and MnO23. Interestingly,
both DFT-PBE and DFT-PBE0 track the changes in
the compressibility across different sites qualitatively cor-
rectly for the Zn and the O atoms. One surprising feature
is the charge fluctuations of DFT-PBE at the nitrogen
atom site. In our notation, ↑ denotes the majority spin
and ↓ the minority spin (these only differ at the defect
site, since N has an odd number of electrons). Here, the
discrepancy between the DFT-PBE and the FM-DMC
results becomes larger and also there is a qualitative fail-
ure of DFT-PBE to track the fluctuations correctly. It
predicts larger fluctuations in the minority spin, in con-
trast to FN-DMC. This again is consistent with an over-
hybridization and too delocalized description of the N
2p orbitals. Remarkably, DFT-PBE0 recovers the cor-
rect ordering and brings the fluctuations at the N site
into better agreement with FN-DMC.

Lastly, we wanted to determine if the local compress-
ibility obtained in FN-DMC exhibits sensitivity to the
trial wave function and to whether there is a distortion
present in the neutral defect geometry. The compressibil-
ity for the symmetric configuration of the defect (purple

dash line) as predicted by FN-DMC with DFT-PBE trial
wave functions is also shown in Fig. 4. It is found to lie
within error bars of the result for the distorted geometry
with DFT-PBE0 trial wave functions. The insensitivity
of FN-DMC to the trial wave function for pure ZnO was
also observed in our previous work24. It thus appears
that this qualitative description is the same regardless of
the DMC trial function or the geometry of the defect.

IV. CONCLUSIONS

In conclusion, we assessed the defect formation ener-
gies and charge transition levels for substitutional nitro-
gen in ZnO using fixed-node diffusion Monte Carlo. We
find that the nitrogen acceptor level is located 1.0(3) eV
above the VBM for 72 atom supercells. This value is ob-
tained using a systematically improvable, parameter free
many-body approach. Our computed charge transition
level appears to fall in the lower range of values typically
reported in hybrid density functional theory results. Su-
perposing a DFT-PBE0 estimate of the finite size effect
due to charged defect interactions, the acceptor level is
further deepened to approximately 1.6(3) eV. Our work
illustrates the application of the FN-DMC method to a
challenging point defect problem, demonstrating that un-
certainties and approximations can be well controlled.
Regarding the use of DFT for defect calculations, analy-
sis of local compressibilities suggest that the use of hybrid
functionals can improve the description of defect charge
transition levels, providing results in better agreement
with the many-body theory.
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