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Through three-dimensional discrete dislocation dynamics simulations, we show that by tuning the
mode of external loading, the collective dynamics of dislocations undergo a transition from driven
avalanches under stress control to quasi-periodic oscillations under strain control. We directly corre-
late measured intermittent plastic events with internal dislocation activities and collective dynamics.
Under different loading modes, the role of the weakest dislocation source and the defect population
trend are significantly different. This finding raises new possibilities of controlling correlated dis-
location activities, and obtaining low defect density in nano-structured devices by tuning external
constraints. In addition, the effect of machine stiffness comes to light. The statistical analysis on the
burst magnitude is revisited and carefully discussed. Self-organized criticality and scale-free statis-
tics of strain bursts are obeyed under stress control. However, this behavior is shown to break down
under strain control. Rapid stress drops under pure strain control force truncation of dislocations
avalanches, leading to a dynamical transition to quasi-periodic oscillations.
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I. INTRODUCTION

Recent investigations of plastic deformation of microscale materials reveal that the stress-strain relationship is not
smooth, and that plastic strain is released in intermittent “bursts”1–4. Because of the generality of this behavior and
similarity with many branches of statistical mechanics, this observation has quickly become a topic that continues to
receive considerable experimental and theoretical attention5–10. Moreover, and from a purely technical point of view,
such strain burst behavior makes it difficult to control microscale plastic forming, and may even induce catastrophic
collapse of microdevices.

In order to explore the possibility of improving plastic deformation controllability, the underlying strain burst
mechanism must be revealed, prompting the advancement of various views on its physical origins. For example, strain
burst behavior is proposed to origininate from the collective and avalanche-like motion of dislocations due to long-
range interactions3. On the other hand, the robust emissions of numerous pile-up dislocations in a particular area
due to strain gradients11, and the intermittent activation of dislocation sources12–16 have also been proposed as viable
mechanisms. An intriguing question is whether these different mechanisms are influenced by external constraints,
and under which conditions one expects a burst mechanism transition? While some previous research discussed the
external loading mode effect on the burst magnitude12,17,18, a more systematic approach is still highly desirable.
When one considers experimental studies, some extreme loading conditions are still difficult to be accessed, and
may require development of future techniques. For example, it is difficult to distinguish the influence of the machine
stiffness, the hysteresis response of the controlling system, and the deformation of the substrate etc. on the mechanism
and statistical nature of strain bursts and dislocation avalanches. High-fidelity discrete dislocation dynamics (DDD)
simulations can be viewed as complementary to experimental observations, and thus may allow accessibility to regimes
not possible yet to present-day experimental techniques. DDD simulations are carried out here, which can give more
detailed microstructure information with higher time resolution, and can systematically explore the dependency of
the mechanical response on external loading control. In addition, investigation of the loading mode effect using the
same initial dislocation configuration becomes possible. Our recent work19 discussed the loading mode effect on the
burst statistics. The present study will further demonstrate more plentiful insights into the physics of strain bursts
tuned by loading mode control, including the role of weakest sources, activated slip system characters, dislocation
density evolution, etc. Moreover, the simulation results bring to light the influence of the machine stiffness on the
collective dynamics of dislocations and underlying mechanisms in nano- and micro-scale systems.

Recent realization that the strain burst size follows ”scale-free” power law distribution has suggested its underlying
connection with a wide array of vastly different physical systems, such as sand pile slides, snow avalanches, and
geologic earthquakes9,10,20. Although much effort has been devoted to understanding these phenomena, methods of
effective statistical analysis remain rather ambiguous, and are seldom discussed in detail. In this work, several key
problems are described and carefully revisited, including identification of the strain burst event, selection of suitable
physical quantities to describe power law distributions, and fitting procedures of the power law relationship.

The paper is organized as follows. In the next section, we provide a brief description of our DDD simulation method.
Dislocation avalanche behavior and its underlying mechanisms under different loading modes are revealed. The
influence of finite machine stiffness on the avalanche behavior and its correlated motion is then discussed. Afterwards,
the statistics of strain bursts is fully explored, where we clarify mathematical aspects of statistical distributions.
Finally, conclusions on the influence of load mode control and the results of statistical analysis are given.

II. SIMULATION SETUP

The investigative tool employed here is the MoDELib (Mechanics Of Defect Evolution Library) computer code21,
which has been described in detail in our previous papers22–24. In this model, arbitrary dislocation loops or curved
segments are discretized into a succession of parametrized cubic splines. The complex topology of dislocations is
updated every step to capture the processes of junction formation and destruction, and the occurrence of cross slip.
Boundary conditions and image forces on dislocations are considered by seamless coupling of the original Parametric
Dislocation Dynamics (PDDD) approach22 with the finite element method based on the superposition principle of
linear elasticity24.

In this study, a series of DDD simulations of compression tests are performed on Cu single crystal micropillars with
different diameters ranging from 1000 b to 3000 b (≈ 300 nm- 1 µm), where b is the magnitude of the Burgers vector.
For all investigated samples, the ratio of height h to diameter d is fixed to 3. Compression loading along the [001]
direction is performed in order to achieve multi-slip conditions. Cu is approximated to be isotropic and the following
properties are used: shear modulus µ = 48 GPa, Poisson’s ratio ν = 0.34.

Initial equilibrium dislocation configurations are generated through relaxation of randomly distributed prismatic
dipolar-loops without external loading until further dislocation activity is not noticeable. The advantage of using such
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TABLE I: 0.2 % offset yield stresses by averaged 3D-DDD results

Pure strain control Pure stress control
d=1000 b (50 curves) 199 MPa 260 MPa
d=3000 b (20 curves) 101 MPa 147 MPa

initial dislocation configuration is discussed in our previous paper16. For each sample size, multiple different initial
dislocation configurations are used in DDD simulations.

Three kinds of mechanical loading modes are applied. The first one is pure strain control (infinitely high machine
stiffness), where the applied strain rate ε̇0 is equal to 960 s−1. We noted that in our simulations under pure strain
control, where the top surface moves according to a fixed displacement rate, it is possible that some dislocations pileup
around the top and bottom surfaces. However, for an aspect ratio of 3 and a limited dislocation density in such small
volume, most dislocations annihilate at the side surface instead of forming pileups around the top and bottom surfaces.
The second is pure stress control (zero machine stiffness), where the applied loading rate σ̇0 is correspondingly Eε̇0,
where E is the elastic modulus of the crystal. In previous DDD simulations work, stress-controlled compression
loading is widely imposed via a cut-off plastic strain rate method13,14. Namely, if the calculated plastic strain rate
is smaller than a specific value (such as 200 s−1), the stress is discretely increased by some constant amount (for
example 0.5 MPa). Else if the plastic strain rate is larger, the stress is kept constant. Obviously, this method requires
determination of the critical plastic strain rate and the magnitude of the stress increment, which may influence the
magnitude of dislocation avalanches. Recent high-resolution 3D-DDD simulations of stress-controlled compression
test using a cut-off weighted dislocation velocity reveal an interesting crossover scaling behavior25. By contrast, the
current work will shed light on understanding dislocation avalanches under pure stress controlled conditions.

In present-day experiments, perfect loading modes are almost impossible to be reached, especially for pure strain
control. Thus, the third kind of loading mode is designed to simulate experimental strain-controlled modes by taking
the finite machine stiffness effect into account. Experimentally, the external strain rate ε̇0 is applied through a
combined open-loop and a closed-loop control system19,26,27. Here, a proportional dominated closed-loop control is
simplified as a spring with finite machine stiffness Kp, which is connected in series with the micropillar. The actual
stress rate σ̇ felt by the crystal is then19,

σ̇ = αE

1 + α
(ε̇0 − ε̇p) + σ̇0

1 + α
(1)

where α is the relative machine stiffness (α = Kp/K). The effective sample stiffness K = EA
H , where A is the sample

cross-sectional area, and H is its height. ε̇p is the plastic strain rate of the crystal. σ̇0 is the open-loop stress rate,
which is set to 0 here for finite α. According to Eq. 1, when α is equal to 0, the loading mode corresponds to pure
stress control; when α is equal to ∞, it corresponds to pure strain control. More details about the correspondence
between the simulation setup and actual experimental conditions are given in19,28.

III. MICROSCALE PLASTICITY UNDER PURE STRESS AND PURE STRAIN CONTROL

A. Intermittent plasticity features

To obtain meaningful statical data, fifty and twenty initial dislocation configurations are studied under different
loading modes for d=1000 b and d=3000 b, respectively. Parts of stress-strain curves obtained by 3D-DDD simulations
are presented in Fig. 1. The increased scatter in smaller specimens and the size effect of the flow stress are naturally
captured. Table I further gives the 0.2 % offset yield stresses corresponding to the averaged stress-strain curves for
different cases (see Fig. 1). Even though the averaged yield stress under pure stress control is a little higher, the
stress range is similar under both loading conditions (see Fig. 1).

Taking the case of a sample diameter d=1000 b as an example, one set of typical calculated stress-strain curves
under pure strain control and pure stress control are plotted in Fig. 2 (a-b). Here, the results correspond to the same
initial dislocation configurations to avoid any influence of the initial microstructure. It is clearly shown that under
pure strain control and pure stress control, dislocation avalanches are manifested as sharply serrated and steplike
character of the stress-strain curve, respectively. This is consistent with previous observations3. Moreover, under
pure stress control, the stress almost monotonically increases. However, under pure strain control, it is possible that a
strain burst occurs at a lower stress level compared with that for a previous strain burst event. This will be explained
in the next subsection.



4

0 0.1 0.2 0.3 0.4 0.5
0

100

200

300

400

Strain (%)

S
tr

e
s
s
(M

P
a

)

 

 

averaged results

single time result

0 0.1 0.2 0.3 0.4 0.5
0

100

200

300

400

Strain (%)

S
tr

e
s
s
(M

P
a

)

 

 

averaged results

single time result

0 0.1 0.2 0.3 0.4 0.5
0

100

200

300

400

Strain (%)

S
tr

e
s
s
(M

P
a

)

 

 

averaged results

single time result

0 0.1 0.2 0.3 0.4 0.5
0

100

200

300

400

Strain (%)

S
tr

e
s
s
(M

P
a

)

 

 

averaged results

single time result

(a) (b) 

(c) (d) 

Pure strain 

control  

D=1000b  

Pure stress 

control  

Real 

dislocation 

Real 

+annihilated 

Microstructure 1 

One trapped dislocation due to dirichlet  boundary condition 

Activated source 

d=1000b 

Actual 

 +annihilated 
Actual 

dilsocation 

Pure 

 strain 

 control  

Pure 

 stress  

control  

d=3000b  

Actual 

 +annihilated 

Actual 

dislocation 

(a) (b) (e) (f) 

(c) (d) (g) (h) 

FIG. 1: Stress evolution and 0.2 % offset yield stresses corresponding to the averaged stress-strain curves for (a)
d=1000 b, pure strain control; (b) d=1000 b, pure stress control; (c) d=3000 b, pure strain control; (d) d=3000 b,

pure stress control

Figure 2 also presents the corresponding evolution of the plastic dissipated energy rate Ėd, which reflects the extent
of plastic deformation. Previous 2D-DDD generally assume that the dissipated energy is proportional to the square
of the dislocation velocity1, and neglect the variation of the dislocation length during deformation. This is inherent
in 2D simulations, since dislocations are assumed to be infinitely long. In the current work, the dissipated energy rate
is calculated as follows,

Ėd =
∫
σij ε̇

p
ijdV =

Ndis∑
i=1

fPKi vidl (2)

where σ is the calculated total stress tensor, εp is the plastic strain tensor, the summation convention is employed
with respect to repeated subscripts (i, j). Ndis is the total number of the dislocation segments, fPKi is the Peach-
Koehler force on the ith dislocation segment, and vi is the corresponding segment velocity. According to Fig. 2, it is
interesting to note that under pure strain control, the dissipated energy rate evolves in a similar fashion to crackling
noise, and that each peak stage of the dissipated energy rate exactly corresponds to the stress drop stage in the
stress-strain curve (see Fig. 2(a)). Under pure stress control mode, however, the dissipated energy rate evolves in a
more continuous way, and its magnitude shows good correspondence with each stress step stage (see Fig. 2(b)).

B. Dislocation mechanisms

These distinct burst features under different loading modes are found to be associated with starkly different dislo-
cation mechanisms. Deep in the sub-micron regime (such as d=1000 b), each strain burst under pure strain control
is dominated by the one-by-one activation and deactivation of single arm sources19. After a dislocation source is
activated (see Fig. 3 (a)), the accompanied plastic strain leads to a rapid decrease in the stress level (see Fig. 2),
which further induces deactivation of all sources, and thus terminates the strain burst. During one strain burst event,
if some sources that are weaker than previously activated ones form, the next strain burst may occur at a lower stress
level, such as indicated by points d and f in Fig. 2 (a) and Fig. 3. On the other hand, if no weaker sources form,
the following strain burst can only occur at a higher stress level (see point h in Fig. 2(a) and Fig. 3). This implies
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FIG. 2: Evolution of stress and dissipated energy rate for a pillar with diameter 1000 b under (a) pure strain
control, (b) pure stress control and (c) finite machine stiffness (α = 0.5). Here, the red points and green points are

used to indicate recognized start and finish times of an avalanche event, respectively

that under pure strain control, the required stress level to trigger a strain burst is controlled by the strength of the
weakest source29.

By contrast, each dislocation avalanche under pure stress control is induced by the correlated motion of dislocations.
If one activated source leads to the formation of a weaker source, it can be activated immediately, because the stress
level keeps almost constant during each dislocation avalanche event, and would be high enough to activate this weak
source (see Fig. 3E). Thus, different from pure strain control, the new generated weaker sources cannot make the
subsequent dislocation avalanche occur at a lower stress level. Instead, the new generated weaker sources can only
contribute to increasing the magnitude of the current dislocation avalanche event under pure stress control. Therefore,
the dislocation avalanche magnitude can reach a very high value under pure stress control, which further leads to the
near absence of strain hardening or to a low strain hardening rate (see Fig. 1 (b) and (d)).

Note that with an increase in the external size, it is possible that several dislocation sources simultaneously operate
during one burst event under pure strain control. For example, in Fig. 4 (e), the arrows indicate the bowing out
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FIG. 3: Snapshots of dislocation configurations corresponding to the letters marked in Fig. 2 (from top view). Here,
different colors in the figure are used to represent different Burgers vectors as indicated in (a). The thick arrows

indicate the bowing out direction of activated dislocation sources.

TABLE II: Difference of avalanche/burst behaviors under pure strain control and pure stress control

Pure strain control Pure stress control
Burst mechanism Intermittent activation of sources Highly correlated dislocation motion
Activated sources in one event Less More
New generated weak sources May determine next burst stress Only increase current burst size
Dislocation density evolution Apt to keep stable or decrease Higher possibility to increase
Application implications A mechanism to anneal out defects A mechanism to accumulate defects

direction of activated sources. Three sources are simultaneously active in pillar with d=3000 b. However, the number
of simultaneously activated sources is still much lower than that under pure stress control, as shown in Fig. 4(g).
Here, Fig. 4 (e) and (g) correspond to the same initial dislocation configuration and strain level.

In addition, for submicron crystals, numerous dislocations glide out of the crystal. Analyzing these annihilated
dislocations can help in understanding the activated dislocation character during the whole deformation process. As
shown in Fig. 4(b) and (f), under pure strain control, most of the annihilated dislocations correspond to the same
Burgers vector and concentrate in a relative narrow region, which implies that the plastic strain is apt to concentrate
in the highly active slip system, and exhibit a relatively localized deformation mode. By way of contrast, under pure
stress control, multiple slip systems are simultaneously activated, leading to a more homogeneous deformation mode,
as shown in Fig. 4(d) and (h).

The analysis above implies that under pure stress control, the simultaneous activation of the first activated sources
and the subsequently activated weaker sources increases the possibility of dislocation interaction, which may lead to
more significant dislocation multiplication. This is also verified by the simulation result of the dislocation density
evolution, as shown in Fig. 5. In contrast, under pure strain control, it is possible to realize the individual activation
and destruction of the dislocation sources without introducing significant dislocation interaction and multiplication.
Thus, the dislocation density can keep constant (see Fig. 5) or even completely vanish at such small scales (starvation
mechanism). This discovery has current practical implications on regulating the defect density and controlling the
dislocation fate at submicron scales by designing the loading conditions. Moreover, this also explains why mechanical
annealing is mostly observed under stain-controlled micropillar compression tests31, and strain-controlled low am-
plitude cyclic loading tests32,33. For clarity, the difference of avalanche behaviors under pure strain and pure stress
control discussed above are further summarized in Table II.
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FIG. 4: Snapshots of dislocation configurations. (a-d) correspond to a pillar with d=1000 b at strain 1%, (a-b)
under pure strain control, and (c-d) under pure stress control; (e-h) correspond to a pillar with d=3000 b at strain

0.5%, (e-f) under pure strain control, and (g-h) under pure stress control. ‘Actual+ annihilated’ means actual
dislocation, together with the dislocations that have been annihilated from the free surface during all previous
deformation stages. Different colors are used to represent dislocations with different Burgers vector. The thick

arrows in (a, e, c, g) indicate the bowing out direction of activated dislocation sources. In (g), some small
dislocation debris loops are left due to multiple cross slip30.

IV. INFLUENCE OF FINITE MACHINE STIFFNESS

As discussed earlier, it is difficult to realize the pure strain and stress control loading mode in present-day exper-
iments. We wish now to describe how the finite machine stiffness of the loading apparatus affects the strain burst
behavior, as this relates directly to experimental results. To illustrate this issue and keep consistency with the dis-
cussion in the previous section, simulation results corresponding to the same size and same initial microstructure as
that presented in Fig. 2 (a-b) are described below. As shown in Fig. 2 (c), the stress-strain curve corresponding to
a finite machine stiffness using α = Kp/K = 0.5 is very similar to the experimental results18, which exhibit serrated
yielding with longer decaying stages as compared with the results of pure strain control.

For the finite machine stiffness case shown in Fig. 6 (a), the difference between the target applied strain and the
pillar strain reflects the deformation of the spring, namely the control system error. Even though the target applied
strain rate keeps constant during the whole deformation stage, the actual strain of the pillar exhibits pronounced
jerky character, as shown in Fig. 6 (a). This directly manifests itself through the sudden change of the pillar height.
It is also the reason why the pillar height change rate is widely used as a signal to characterize the burst event
during strain-controlled experiments10,20,34. Moreover, each jerky pillar strain event is induced by extensive motion
of dislocations, which corresponds to intermittent high plastic strain rate, as shown in Fig. 6 (b). This plastic strain
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FIG. 5: Comparison of dislocation density evolution under pure strain control and pure stress control for three
pillars with diameter 1000 b and different initial dislocation configurations

rate can reach a higher value than the target applied strain rate (corresponds to the continuous background value).
At this time, the indenter cannot fully catch the motion of the pillar, and the pillar is actually subjected to unloading,
which is reflected in the evolution curve of the applied stress rate (σ̇ in Eq. 1) in Fig. 6 (b). According to Eq. 1, the
slope of the stress-strain curve during the unloading stage is influenced by the machine stiffness, and approximately
proportional to α/(1+α) = Kp/(K+Kp). In Fig. 7, the simulation results using different machine stiffness are further
given. It is clearly indicated that if the machine stiffness is high (such as α = Kp/K = 1), the proportional closed-
loop control system seems too sensitive, and a complete unloading may quickly occur. Such unloading phenomenon
is also widely observed in micropillar compression experiments35. In contrast, if the machine stiffness is low (such as
α = Kp/K = 0.1), the stress-strain curve becomes similar to that under pure stress control.

Moreover, the evolution of the dissipated energy rate for a finite machine stiffness in Fig. 2 (c) also indicates the
correspondence between intermittent high dissipated energy rate and the stress drop stage in the stress-strain curve.
Compared with pure strain control, the dissipated energy rate evolves in a more correlated fashion, which is similar to
that under pure stress control. This suggests that the finite machine stiffness promotes correlated dislocation motion
due to the slower stress drop.

V. BURST AND AVALANCHE STATISTICS

We discuss here the statistical properties of strain bursts and the relationship between load mode control and
system dynamics. Before proceeding with the analysis, however, we clarify several key issues pertaining to the
statistical properties of strain bursts in nano- and micro-scale systems.

A. Statistical analysis of strain bursts

The first key question is how to identify a single strain burst event in a stochastic time series resulting from
correlated dislocation motion. The widely used method is to set a threshold and identify an event if the magnitude
of the continuing part of the signal is greater than the threshold6,36. For pillar compression tests, the rate of change
of the micropillar height, Vh (corresponding to the strain rate of the pillar Vh = ε̇H), is widely used as a criterion.
One strain burst event is individualized by two time constants through the following relations10,20,34,
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Vh(ts) = Vh(te) = Vthr,

Vh(t) > Vthr for ts < t < te
(3)

where Vthr is the threshold height rate of change, ts is used to determine the starting time of the event, and te is used
to determine the ending time of the event. However, this criterion is not suitable to distinguish strain burst under
pure strain control because at this time, the height rate of change of the micropillar keeps constant during the whole
deformation stage. Considering that the plastic strain rate is the direct magnification of the underlying dislocation
activity, it is used as the criterion quantity similar to Eq. 3, as discussed in detail in our previous work (see Fig. S2
in19). The threshold plastic strain rate is taken as a few times of the applied strain rate to avoid numerical noise.
This is also the method used in the present work. In addition, the dissipated energy rate is also a good measure of the
plastic deformation extent, and can also be used to distinguish burst events, similar to acoustic emission experiments,

Ėd(ts) = Ėd(te) = Ėdthr,

Ėd(t) > Ėdthr for ts < t < te
(4)
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where Ėdthr is the maximum dissipated energy rate during the elastic loading stage. One problem is the estimation
of Ėdthr because it is not as direct as the threshold plastic strain rate. Thus, different values of Ėdthr should be used
to check its influence on the statistical analysis. Fig. 2 (a-c) show some typical results of the recognized strain burst
events using Ėdthr = 5 × 10−7Js−1. Here, the red downward and green upward triangles correspond to ts and te,
respectively. This clearly shows that the strain burst event exactly corresponds to the stress drop stages and stress
plateau regimes under strain control and stress control, respectively.

Similar to the diversity of choosing a criterion to quantitatively distinguish a single burst event, we have several
possibilities to describe the power law distribution of strain burst events. Various parameters have been used, as
summarized in Table III, to quantify the statistics of strain bursts. The plastic strain increment produced by a
dislocation avalanche has been selected in references3,17, because the related results can give information to develop
stochastic crystal plasticity models37. Other investigations used the displacement magnitude and stress drop magni-
tude corresponding to each burst2,38, because they are easy to be experimentally measured. In addition, the acoustic
energy has also been used, based on the acoustic emission experimental technic1,6. Even though previous researchers
proposed various models to relate acoustic emission to dislocation motion39,40, the widely accepted parameters are
the amplitude of acoustic emission, which is proportional to the plastic strain rate, and the acoustic energy, which
corresponds to the plastic dissipated energy1,41. Moreover, other probability distributions have also been investigated,
such as the dislocation velocity according to 2D-DDD, the time integral of segment-length weighted dislocation veloc-
ity25, the burst duration time20, the dependence of burst size on the stress level7, etc. Till now, it is not clear which
scaling variable is better suited to describe the scaling law of strain bursts, recognizing that all these parameters are
manifestations of collective dislocation dynamics. The calculated scaling exponents for these descriptive parameters
are summarized in Table III. In addition, if the power law distribution exists for these mentioned parameters, how do
they correlate with each other? A rough estimation is given in Appendix B for uniaxial loading tests.

The present 3D-DDD simulations are free of many obscuring assumptions, and are detailed enough so as to allow
recording different statistical metrics. These include the plastic strain increment ∆εp =

∫ te
ts
ε̇pdt = εp(te)− εp(ts), the

displacement increment ∆U = ∆εpH, stress drop under strain control ∆σ = σ(te)− σ(ts), the energy dissipation for
complex 3D dislocation microstructure (see Eq. 2) ∆Ed =

∫ te
ts
Ėddt = Ed(te)−Ed(ts), and burst duration ∆td = te−ts.

This makes it possible to carry out a systematic study on these quantities using the same set of data. Note that
the displacement increment ∆U is not set to U(te) − U(ts), because the displacement increment corresponding to
one strain burst event is too small under pure strain control, which cannot represent the corresponding rapid plastic
deformation. Considering that the stress drop quantity has no physical meaning under pure stress control, the
statistical investigation on ∆σ is not carried out. Thus, in the next section, the statistical analysis is carried out on
the burst displacement ∆U , burst dissipated energy ∆Ed, and burst duration ∆td.

Before proceeding with the statistical analysis, another key question must be answered: what is the best method to
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TABLE III: Power law distributions used to describe strain avalanche statistics. where ∆εp is plastic strain
increment, ∆U is displacement increment, ∆σ is stress drop magnitude, V is absolute dislocation velocity, s is the

time integration of segment-length weighted dislocation velocity, ∆Wac is acoustic energy, ∆Ed is dissipated energy,
H represents hight, b represents Burgers vector magnitude, Uc is constant, s∗ represents characteristic strain burst

size, k controls the sharpness of the crossover between the two power laws, ∆Edc is the characteristic avalanche
dissipated energy magnitude, “Exp”is the abbreviation of “experiment”

Scaling
parameter

Probability
distribution Exponent

Investigation method
and material

Loading control
mode

∆εp ∝ (∆εp)−mepexp(−(∆εp/∆εp0)2) mep = 1.5 3D-DDD, FCC3 Stress/Strain
1.5 Theory17 Stress/Strain

∝ (∆εp)−mep 1.6 DDD, FCC42 Strain
∆U ∝ (∆U)−mU mU = 1.5 ∼ 1.6 Exp, FCC2 Hybrid loading

1.34 ∼ 1.76 Exp, BCC43 Stress
1.47 ∼ 1.67 Exp, FCC7 Stress
1.5 3D-DDD, Theory, FCC19 Stress

∝ (∆U/b)−mU exp(−∆U/Uc) 1.5 Exp, FCC, BCC44 Strain
∝ (∆U)−mU exp(−A(τc − τ)2) 1.5 Exp, FCC, BCC10,18 Strain/Stress

∆σ ∝ (∆σ)−mσ mσ = 1 ∼ 1.5 Exp, Alloy45 Strain
1.2 ∼ 1.6 Molecular dynamics, FCC46,47 Strain

V ∝ V −mV mV = 3 2D-DDD, FCC9 Stress
s ∝ s−m1

es
b

[
1 + ( s

s∗ )(m1−m2)k]1/k
m1 = 1.52,m2 = 1.75 3D-DDD, FCC25 Hybrid loading

∆Wac ∝ (∆Wac)−mW mW = 1.6 Exp, Ice1 Creep
1.8,Wac = V 2 2D-DDD1

1.5± 0.1 Exp, HCP48 Strain
1.54± 0.08 for Cu

2± 0.05 for Al Exp49
Strain control
Cyclic tension

∆Ed ∝ (∆Ed)−mEexp(−(∆Ed/∆Edc)2) mE =1.5 Theory50 Stress

analyze the power law distribution according to limited data sets? While the complementary cumulative distribution
function (CCDF) is widely used, it is interesting to understand its advantage compared with the probability distri-
bution function (PDF). In obtaining statistical data, the results are dependent on binning of the random variable.
Thus, we need to address the difference between using linear binning and logarithmic binning for PDF. Finally, the
mathematical procedure of fitting a power law to the data is relevant. These detailed issues are presented in the
Appendix A.

B. Scaling exponent

Figure 8 presents results of statistical analysis of 3-D DDD simulation data. To obtain the maximum resolution
of limited simulation data (due to computational limitations), the CCDF is used here. The probability of the burst
size under pure stress control will be first discussed. As shown in Fig. 8 (a), ∆U under pure stress control mode
exhibit scale-free power law size distribution, spanning several orders of magnitude. The power law exponent for
its corresponding probability density is 1.5, consistent with previous work (1.35 ∼ 1.67)2,3,7,51. In Fig. 8 (b), the
magnitude distribution of burst dissipated energy follows a power law relation with an exponent close to 1.5, which is
close to the value for acoustic energy and dissipated energy listed in Table III. Fig. 8 (c) further shows the temporal
statistics, clearly showing a power law distribution of burst durations, irrespective of system size. This suggests
that the system is critical in the plastic instability state. The existence of power law behavior among these different
parameters has also been observed in the microfracturing phenomenon52.

In contrast, the CCDF of ∆U under pure strain control, shown in Fig. 8 (a), seems to not obey a well-defined scaling
behavior. At the same time, most of the data concentrate within one order of magnitude. A similar breakdown of the
power law distribution under pure strain control is also observed for the burst dissipated energy, as indicated by Fig.
8 (b). Even though the distribution of burst duration seems to follow some kind of power law, the frequency-size range
is very narrow (spanning less than one order of magnitude), as shown in Fig. 8 (c). This is because the rapid stress
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FIG. 8: CCDF of burst displacement (a)19, burst dissipated energy (b), and burst duration(c) under pure strain
control and stress control for pillars with different diameters

drop under pure strain control forces a truncation of the avalanche size, which makes it difficult to self-organize and
exhibit scale-free power law distribution. Our recent work suggests that under pure strain control, the rate of change
of the driving force is comparable to that of the internal relaxation rate; a condition which violates the Self-Organized
Criticality (SOC) assumption. Although based on different physical arguments, a transition between different types
of criticality was also observed in a prototypical elastic spin model of deformation recently proposed by53.

As discussed in detail in our recent study19, pure strain control loading mode leads to a dynamical transition of
the dislocation system to quasi-periodic oscillations. Quasi-periodic strain bursts manifests themselves through the
smoothed plastic strain rate, as clearly shown in Fig. 2 in19. If there is only a single dislocation source in a sample,
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where cross-slip events are rare (e.g. at low temperature). Intermittent activation and deactivation of the dislocation
source will lead to well-defined periodicity in the external stress so as to keep up with strain bursts. However, the
the intrinsic scatter induced by random cross slip or complex dislocation interactions leads to the destruction of
perfect periodicity. For complex dislocation configuration, the power spectral density (PSD) of stress evolution to
some extent exhibits Brownian noise character superimposed on quasi-periodic oscillations under pure strain control.
Namely, according to the time evolution of stress values under pure strain control, the PSD P (f) and the frequency
f has a power law relation, P (f) ≈ f−k, k = 2.3± 0.3 as indicated in Fig. 9. This relationship is calculated by fitting
each simulation results independently using the peak points values of the PSD. It implies the existence of temporal
self-similarity of stress drop with a fractal dimension 2.3± 0.3.
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FIG. 9: Power spectral density of stress evolution results with logarithmic binning under pure strain control
obtained by DDD simulations, showing quasi-periodic oscillations superimposed with approximate Brownian noise.

For each size, two typical results are given

VI. SUMMARY AND CONCLUSIONS

Systematic 3D-DDD simulations have been carried out to provide new insights into the influence of external me-
chanical load control on the behavior of strain bursts and dislocation avalanches at the nano- and micro-scales.
Simulation results showed that when the external constraint changes from pure strain control to pure stress control,
the burst mechanism is altered from intermittent operation of dislocation sources to highly correlated dislocation mo-
tion. Additionally, the plastic deformation morphology tends to change from being localized to a more homogeneous
mode. Newly-generated weak dislocation sources during one burst event may determine the stress level of subsequent
bursts under pure strain control, but only increases the current avalanche magnitude under pure stress control. The
more correlated dislocation motion under pure stress control promotes more significant dislocation interactions and
multiplication. Therefore, strain control seems to be more suitable as a technique to mechanically anneal out defects
in order to obtain defect-free nano- and micro-crystals.

The machine stiffness effect, which was not considered in earlier studies, has been shown to have significant impact
on the physics of nano- and micro-scale plasticity. The simulations presented here successfully capture the different
extents of serrated yielding characters tuned by machine stiffness, and the occasional unloading behavior with relatively
high machine stiffness. These findings agree well with experimental results. At the same time, it also explains why
the rate of change of sample height can be used as a signal to characterize the burst event during strain-controlled
experiments.

Statistical analysis of intermittent plasticity has been considered, and several key problems have been discussed,
including the distinction of burst events, and a description of the fitting procedure for the power law relation. Finally,
statistical analysis has been carried out on different descriptive parameters, showing their inter-relationships. In
addition, the comparison between the statistical analysis of burst magnitude under different loading modes suggests
that while SOC and scale-free statistics of strain bursts are obeyed under stress control, this behavior breaks down
under strain control. This work not only sheds light on the reliable control of plastic deformation in micro- and nano
devices, but also deepens our understanding of the universality of avalanche statistics.
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APPENDIX A. FITTING PROCEDURE FOR THE POWER LAW DISTRIBUTION

Assuming that there is a perfect power law probability density function for a random variable, s,

P (s) = ask, (smin < s < smax) (5)

where a is a constant value and can be determined by normalization,
∫ smax
smin

P (s)ds = 1, smin and smax are the minmum
and maximum values of s. Its cumulative distribution function A(s) and complementary cumulative distribution
function (CCDF) C(s) can be calculated as follows,

A(s) =
∫ s

smin

P (s)ds = a

k + 1(sk+1 − sk+1
min)

C(s) =
∫ smax

s

P (s)ds = a

k + 1(sk+1
max − sk+1)

≈ − a

k + 1s
k+1, if smax � 1, and k < −1

(6)

For the statistical analysis of the avalanche size, the power law exponent k approximately ranges from -1 to -3. Eq.
6 illustrates that when the exponent k < −1 and smin is small, sk+1

min is not negliable, so the cumulative distribution
function A(s) cannot be approximated as a power law function of s. Therefore, cumulative distribution function is
not used for determining the power law exponent. In contrast, for a power law probability density function with
exponent k, Eq. 6 indicates that its CCDF approximately exhibits power law form with exponent k + 1. However, it
is noteworthy that when s is on the same order of magnitude of smax, the CCDF may deviate from a good power law
form, because sk+1 is close to sk+1

max. This means that the deviation of the power law form in the CCDF cannot be
used to determine the maximum cut-off value of the power law distribution. Furthermore, there may be significant
errors when determining the power law exponent using this range of data (approximately, smax/5 < s < smax). This
discussion is important for accurate investigation of the power law distribution using the CCDF.

Compared with the probability density function, the CCDF is preferred because there is no need to introduce any
artificial binning size10. This advantage is especially attractive when the total data number N is limited. For example,
there are one set of data s1, s2, ...si, ..., sN . It is easy to sort them so that s1 6 s2 6 ... 6 si 6 ... 6 sN . Thus,
C(si) = (N − i)/N , here i is the sequence number of si among the data. Therefore, every data can contribute to the
CCDF, leading to the maximum resolution. In contrast, if N is not large enough, accurate statistical analysis using
the probability density function requires careful choice of the bin width.

For linear binning with a bin width ds0, the sum of the probability function over each linear binning Plinear(s) is,

Plinear(s) =
∫ s+ds0/2

s−ds0/2
P (s)ds

= a

k + 1

(
(s+ ds0

2 )k+1 − (s− ds0

2 )k+1
)
≈ a · ds0 · sk

(7)

where Plinear(s) approximately exhibits power law by using Taylor expansion of Eq. 7. This means that the smaller
the linear bin width ds0, the more accurate the calculated power law exponent. However, the limited data make it
difficult to decrease ds0 to a very small value. In addition, linear binning induces dense data around the high value
region in a logarithmic plot. Thus, logarithmic binning, defined as exponentially increasing the width, is suggested.
Similarly, one can calculate the integration of the probability density function over each logarithmic binning Plog(s),
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Plog(s) =
∫ elns+ds∗/2

elns−ds∗/2
P (s)ds

= a

k + 1s
k+1

(
e(k+1)ds∗/2 − e−(k+1)ds∗/2

) (8)

Eq. 8 shows that Plog(s) exactly exhibits power law irrespective of the logarithmic binning width. Note that the
power law exponent of Plog(s) is k + 1 instead of k. The discussion above illustrates that the probability density
function with logarithmic binning is a good way to investigate power law distribution when the number of data points
is relatively large. However, when the data is limited and spans many orders of magnitude, the best way to determine
the power law exponent is by using the CCDF, while the maximum cut-off value should be determined by using the
probability density function with logarithmic binning.

To accurately calculate the power law exponent, one uses a least-squares fit or a maximum likelihood estimator.
This is discussed in detail in Clauset et al.’s work54. They concluded that the maximum likelihood estimator is a
better choice. The basic calculation process can be simply described as follows. Given a set of data (observations)
s1, s2, ...si, ..., sN (smin < si < smax) and a statistical probability density model P (s) = ask, (smin < s < smax), the
unknown exponent k is evaluated so that the probability (likelihood) for the observation is greatest,

k = arg max
k

[
k

(
N∑
i=1

ln si

)
+N ln a

]
(9)

The lower cut-off smin can be determined according to Bauke’s and Zhang et al.’s method51,55. A sequence of exponents
k is evaluated according to Eq. 9 by using different lower cut-offs smin. If the calculated k is plotted against smin,
smin is close to the starting point of the plateau regimes of this curve. More accurately, the smin is chosen when the
Kolmogorov-Smirnov statistical parameter, which is used to describe the maximum distance between the fitting value
and actual data, is a minimum51.

APPENDIX B. ROUGH ESTIMATION OF THE RELATION BETWEEN DIFFERENT POWER LAW
DISTRIBUTIONS

A rough estimation of the relationship between power law distributions using different observables is given as follows
for uniaxial loading tests. Here, the plastic strain increment serves as a reference quantity, and its power law exponent
is expressed as mep. The displacement increment can be calculated as ∆U = ∆εpH. Due to the linear correlation
between ∆εp and ∆U , their statistical trend should be the same. As expected, similar power law exponents are
observed for ∆U and ∆εp, as shown in Table III. The stress drop under strain control is ∆σ = E(∆ε−∆εp). Con-
sidering that during each burst event, the plastic strain rate is much higher than the applied strain rate (∆εp � ∆ε),
∆σ ≈ −E∆εp. Therefore, the power law exponent mep is close to mσ in Table III. With respect to the dislocation
velocity v, according to Orowan equation,

ε̇p ∝ ρmbv (10)

where ρm is the mobile dislocation density, which is generally an implicit function of plastic strain. Only if ρm∆td
changes little during deformation, the statistical trends of ∆εp and dislocation velocity are similar. Here, ∆td is burst
duration.

The burst dissipated energy ∆Ed can be estimated as follows,

Ėd =
Ndis∑
i=1

fPKi vidl =
Ndis∑
i=1

Bv2
i /bdl (11)

where B is drag coefficient. According to Eq. 11, if one assumes a constant dislocation length during motion (such as
in 2D DD simulation) and the influence of burst duration ∆td is ignored, ∆Ed is roughly proportional to v2. In Table
III, absolute dislocation velocity V is used, ∆Ed is also roughly proportional to V 2. Using conservation of probability
P (∆Ed)d∆Ed = P (V )dV , the power law exponent of dislocation velocity mV = 2mE − 1. If the mean field description
of ε̇p is valid and ρm∆td does not change too much, mep ≈ 2mE − 1.
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