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First principles calculations based on many-electron perturbation theory methods, such as the ab
initio GW and GW plus Bethe-Salpeter equation (GW-BSE) approach, are reliable ways to predict
quasiparticle and optical properties of materials, respectively. However, these methods involve
more care in treating the electron-electron interaction and are considerably more computationally
demanding when applied to systems with reduced dimensionality, since the electronic confinement
leads a slower convergence of sums over the Brillouin zone due to a much more complicated screening
environment that manifests in the ”head” and ”neck” elements of the dielectric matrix. Here, we
present two new schemes to sample the Brillouin zone for GW and GW-BSE calculations: the
non-uniform neck subsampling method and the clustered sampling interpolation method, which
can respectively be used for a family of single-particle problems, such as GW calculations, and for
problems involving the scattering of two-particle states, such as when solving the BSE. We tested
these methods on several few-layer semiconductors and graphene and show that they perform a much
more efficient sampling of the Brillouin zone and yield two to three orders of magnitude reduction in
the computer time. These two methods can be readily incorporated into several ab initio packages
that compute electronic and optical properties through the GW and GW-BSE approaches.

PACS numbers: 73.22.-f, 71.35.-y, 78.67.-n

I. INTRODUCTION

Many-electron perturbation theory methods, espe-
cially those based on density-functional theory (DFT)
as the starting mean field, are becoming increasingly
popular for predicting electronic excited-state properties
of novel materials. Some of the most commonly used
methods of this family include: the ab initio GW ap-
proximation, which allows for the computation of quasi-
particle (QP) properties of materials1,2; the GW plus
Bethe-Salpeter equation (GW-BSE) method, which ac-
cesses correlated two-particle states such as excitons3,4;
and the adiabatic-connection fluctuation-dissipation the-
orem (ACFDT) methods, which allow for accurate com-
putation of the total energy of materials5–9, among oth-
ers. These methods are now available in a variety of
mature and optimized computer packages10–13 and have
been applied with success to predict electronic and op-
tical properties of a variety of different systems, ranging
from bulk 3D semiconductors to systems with reduced
dimensionality, such as molecules, graphene, carbon nan-
otubes, and nanoribbons.

More recently, there has been interest in applying
this family of methods to quasi-two-dimensional (quasi-
2D) semiconducting materials, which was motivated by
the experimental isolation of monolayer transition metal
dichalcogenides (TMDs) such as MoS2 and MoSe2. How-
ever, even though the conceptual approximations em-
ployed on conventional 3D systems still hold for quasi-2D
materials, it has been notoriously harder to perform ab
initio many-electron perturbation theory calculations on
these monolayer TMDs. For example, while one can typi-
cally converge GW QP energies on bulk Si with a 4×4×4

k grid, one needs a much finer k grid of 24×24×1 to con-
verge the quasiparticle gap of monolayer MoS2

14–18. This
is unexpected at first, since: (1) the ground state proper-
ties of monolayer MoS2 calculated with DFT within the
local density approximation (LDA) converge on a much
coarser ∼ 6× 6× 1 k grid; and (2) monolayer MoS2 has
a larger bandgap than Si, so one might naively expect
that a coarser k grid is enough to converge the electronic
properties of monolayer MoS2.

The difficulty in converging the electronic properties
of quasi-2D semiconductors with k-point sampling is an
indirect manifestation of unusual features in electron-
electron interactions in these systems. In a plane wave
basis set, these features are encoded in the dielectric ma-
trix εG,G′(q), which displays a strong, sharply-peaked
feature in its q dispersion in the long wavelength limit
not found in typical bulk semiconductors16–21. These fea-
tures in the dielectric screening manifest in a small por-
tion of the Brillouin zone when performing many-electron
perturbation theory calculations, and give rise to the very
slow convergence with respect to the number of q-vectors
included when computing the GW quasiparticle self en-
ergy of systems with reduced dimensionality.

In this paper, we address this issue of slow conver-
gence of many-electron perturbation theory calculations
with q-point sampling. We introduce two new methods
here, the non-uniform neck subsampling (NNS) method,
which provides an efficient way to sample the Brillouin
zone and capture features of the dielectric matrix due
the electronic confinement, which can be readily used
in GW and ACFDT calculations; and the clustered sam-
pling interpolation (CSI) method, which is an approxima-
tion to efficiently compute matrix elements which arise in
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two-body problems, such as in the context of solving the
Bethe-Salpeter equation. Specifically for the case of cal-
culating the self-energy and excitonic effects on mono-
or few-layer transition metal dichalcogenides, we show
that these methods perform a much more efficient sam-
pling of the Brillouin zone and yields orders of magni-
tude reduction in the computer run time. Moreover, our
methods do not assume any analytical form of the di-
electric screening18,19, and can be equally applied to 1D
and 2D semiconducting and metallic systems. These two
methods can be readily incorporated into several ab initio
packages that compute electronic and optical properties
through many-electron perturbation theory methods.

Our paper is organized as follows: in Section II,
we introduce the non-uniform neck subsampling (NNS)
method to efficiently calculate sums in the Brillouin zone
involving the screened Coulomb interaction. Our main
results are in Eqs. 10 and 11, and the NNS is summa-
rized graphically in Fig. 2. We give example of the NNS
method by performing calculations on bilayer MoSe2 and
graphene. In Section III, we develop the cluster sampling
interpolation (CSI) method. The main result of this part
is Eq. 24, and the speed up due to the method is pre-
sented in Figs. 8 and 9. We conclude in Section IV by
summarizing our results.

II. NON-UNIFORM NECK SUBSAMPLING
(NNS) METHOD

In this section, we introduce a method to perform non-
uniform sampling of the Brillouin zone. Our goal is
to efficiently evaluate sums that are common in many-
electron perturbation theory calculations with plane-
wave basis sets, which involve the screened Coulomb in-
teraction matrix WGG′(q, ω). In general, we will be in-
terested in evaluating sums over the Brillouin zone with
the form

IGG′(ω) =
∑
q

BGG′(q, ω)WGG′ (q, ω) , (1)

where q is a transferred momentum, or q-vector, typi-
cally defined on a uniform, Γ-centered Monkhorst-Pack
grid, G and G′ are reciprocal lattice vectors, BGG′ is a
smooth function, and the screened Coulomb interaction
is WGG′(q, ω) = ε−1

GG′(q, ω) v(q + G′), where ε−1(q) is
the dielectric matrix and v(q) is the bare Coulomb inter-
action.

We will be particularly interested in evaluating sums
related to the electronic self energy, such as the screened-
exchange contribution to the GW self energy,

Σsx
nk(ω) = −

∑
vGG′

[∑
q

Bsx(q)WGG′(q, ω − Evk−q)

]
Bsx(q) = 〈unk|eiG·r|uvk−q〉 〈uvk−q|e−iG

′·r|unk〉 , (2)

where v denotes an occupied band and the indices
n,k,G, and G′ are implicit in Bsx(q).

Eq. 1 cannot be applied directly on semiconductors
because of the divergence of the Coulomb interaction at
q=0. While several treatments have been proposed to
deal with this divergence22,23, we restrict our discussion
to one particular stochastic method which is well-suited
for systems with reduced dimensionality. We start by
taking the continuous limit and then re-discretizing Eq. 1,
assuming the matrix elements B(q) to be smooth. This
yields

IGG′(ω) =
∑
q

BGG′(q, ω)WGG′ (q, ω) , (3)

WGG′ (q, ω) =
1

Vq

∫
Cq

dDq′ WGG′ (q′, ω) , (4)

where D denotes the number of dimensions on the sys-
tem. Each integral is performed over the Voronoi cell
that surrounds each q vector, denoted by Cq24.We de-
note the volume (or area/length for 2D/1D systems) of
Cq by Vq.

To evaluate the integral in Eq. 4, it is possible to em-
ploy the exact analytic behavior of ε−1

GG′(q→0) and use
a Monte Carlo average scheme to more efficiently sample
Brillouin zones with arbitrary shapes. This stochastic
approach is used in a few GW packages10,11. For exam-
ple, for bulk 3D semiconductors, ε−1

GG′(q→0) is smooth
and approaches a constant as q→0, so the integral in
Eq. 4 can be evaluated for 3D semiconductors as

WMC
GG′ (q6=0, ω) = ε−1

GG′(q, ω) vMC(q,G′),

WMC
GG′ (q=0, ω) = ε−1

GG′(q0, ω) vMC(0,G′),

vMC(q,G) :=
1

NMC

∑
qMC∈Cq

v(qMC + G),

(5)

where a small but finite vector q0 is employed to compute
the long wavelength limit of the dielectric matrix, and a
value of NMC ∼ 106 Monte Carlo samples {qMC ∈ Cq}
is typically enough to converge the sum to within a few
meVs.

To extend the above evaluation to systems with re-
duced dimensionality, one needs to resort to a supercell
approach, where a large vacuum region is included in the
confined direction to separate periodic images. In these
cases, GW calculations typically converge very slowly
with the supercell size due to the long-range nature of
the Coulomb interaction between replicas of charged ex-
citations on neighboring cells. A common solution to
overcome this drawback is to truncate the Coulomb po-
tential along the confined direction to prevent spurious
interactions between periodic images. For instance, for a
quasi-2D crystal, one can truncate the Coulomb interac-
tion in real space as

vtrunc(r) =
e2

|r|
θ(Lz/2− z), (6)

where Lz is the length of the supercell along the confined
direction19. Such a potential has the following form in
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reciprocal space,

vtrunc(q,G) =
4πe2

|q + G|2

[
1− e−qLz/2 cos

GzLz

2

]
, (7)

where the q vectors are only sampled in the extended 2D
plane, but all the reciprocal lattice vectors, G, includ-
ing those with components along confined directions, are
sampled. With such a truncated Coulomb potential, con-
verged calculations typically depend very weakly on the
length of the supercell in the confined direction17,19.

Once we truncate the Coulomb potential19, Eqs. 3
and 5 can also be applied to quasi-2D semiconductors. In
fact, it is possible to converge the absolute Fock exchange
energy on bilayer MoSe2 to within 70 meV on a 6× 6× 1
q grid, which shows that the matrix elements Bsx(q) in
Eq. 2 are smooth functions even for systems with reduced
dimensionality, and that Monte Carlo sampling methods
can effectively capture the fast variations in the Coulomb
interaction. However, these stochastic methods, as usu-
ally employed, become much less efficient to evaluate the
total GW self energy for quasi-2D semiconductors. Still
for the case of bilayer MoSe2, a 24× 24× 1 q grid is nec-
essary to converge the GW self energy to within 50 meV,
even if we use a more sophisticated analytic expression
for the inverse dielectric matrix, ε−1

00 (q).
The slow convergence of Eq. 3 on systems with reduced

dimensionality is a sign that the analytic models typically
employed for the dielectric matrix are no longer accurate
in the range of q- and G-vectors we are interested in.
This is mainly due to two factors: first, the dielectric
matrices of these systems have many features as a func-
tion of q which are hard to model analytically16,17,20,21;
and second, these Monte Carlo averages should be per-
formed not only for the head element (G=G′=0), but
also for a series of reciprocal lattice vectors G⊥,G

′
⊥ in

the confined direction (e.g., along the direction of the
normal vector for a 2D material), which we denote to as
the neck elements of the matrix.

The physical motivation for focusing on these neck ma-
trix elements of the dielectric matrix, εG⊥G′

⊥
(q), is that

the G⊥ vectors in the confined direction become con-
tinuous as the simulation supercell grows in the confined
direction, and so they become almost as important as the
G=0 vector. For example, in our calculation on bilayer
MoSe2, the magnitude of the smallest, nonzero reciprocal
lattice vector G⊥ corresponding to the out-of-plane direc-
tion is 5% of that of the in-plane, primitive reciprocal lat-
tice vector. Consequently, not only will the head element
of the screened Coulomb potential W00(q) = ε−1

00 (q)v(q)
be large, but a series of neck elements WG⊥,G′

⊥
(q) will

also be large, as long as |G⊥| and |G′⊥| are smaller than,
or of the same order of magnitude as the q-vectors in
Cq=0.

We illustrate the sharp features in the inverse dielec-
tric matrix of bilayer MoSe2 by plotting in Fig. 1 some
selected components of 1/(εG⊥,G⊥) and ε−1

G⊥,G⊥
, with

G⊥ = (0, 0, Gz). It becomes evident that the inverse
dielectric matrix has completely different q→0 behavior
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FIG. 1. (Color online) Selected matrix elements of the di-
electric matrix of bilayer MoSe2: 1/ε−1

GG(q) (top panel) and
ε−1
GG(q) (bottom panel). The difference between the two

curves is related to local field effects. Dots represent cal-
culations performed with smallest non-zero q point from an
uniform 6× 6× 1 q grid.

depending on whether Gz is odd or even. More impor-
tantly, even for a simple system such as bilayer MoSe2,
local fields play a very important role, as different G⊥
components of the inverse dielectric function ε−1

G⊥,G⊥
dis-

perse in a qualitatively different way from the matrix
elements 1/(εG⊥,G⊥). Because these differences are not
uniform among different G⊥ components, this shows that
local fields mix different components of the neck of the
inverse dielectric function in a non-obvious way, in the
process of inverting the dielectric matrix.

Since local fields are important in systems with reduced
dimensionality, an accurate analytical model for the neck
of the inverse dielectric matrix ε−1

G,G′ requires us to cary
out the inversion of the dielectric matrix and explicitly
include a series of off-diagonal matrix elements. So, while
it is important to capture the q-dispersion of ε−1

G⊥G′
⊥

(q)

in order to evaluate the sums in the Brillouin zone, it
seems unlikely that there is a compact and reliable an-
alytic expression for ε−1 for the range of the G⊥- and
q-vectors we are interested in, especially one that is valid
for a wide range of complex materials.

Even with no analytical expression for ε−1
G⊥G′

⊥
(q), we

can still speedup the convergence of the sum in Eq. 4
dramatically if we sample more efficiently the inverse di-
electric matrix in the region where both the Coulomb
interaction is larger and where ε−1(q) varies the most
in C0. We propose to explicitly capture these variations
by breaking up the integral in Eq. 4 into one radial and
one angular part, where the radial part is divided into
Ns annuli, each one having a thickness ∆s. We also ap-
proximate the radial integral with a discrete sum over Ns

points qs, which we refer to as subsampling points, and
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write

W sub
G⊥G′

⊥
(q=0, ω)

≡
Ns∑
s=1

ws ε
−1
G⊥G′

⊥
(qs ω) v(qs + G′⊥), (8)

ws ≈
1

NMC

∑
qMC

θ(|qMC| − as)θ(as+1 − |qMC|), (9)

where is ws the weight associated with each subsampling
point, and as is just a shorthand for the inner radius of
each annulus, i.e., as ≡

∑s−1
i=1 ∆s.

While the approximation in Eq. 8 works best with
isotropic materials, we stress that most of the variation
of ε−1(q) only depends on |q|, and we can always choose
a direction for each subsampling point qs that yields the
same value for the inverse dielectric function as the angle-
averaged inverse dielectric function (at least for one par-
ticular pair of G-vectors).

For a given Ns number of subsampled points, we have
the freedom to define two quantities: the Ns subsampling
points qs where the dielectric matrix has to be explicitly
computed, and the Ns annulus thicknesses ∆s. As we
derive in the Appendix from simple assumptions of the
qualitative behavior of the inverse dielectric matrix, the
optimal position of the subsampling point is halfway be-
tween between the inner and outer radius of each annu-
lus, qs = as + ∆s

2 , where as+1 = as + ∆s. On the other
hand, while the choice of optimal thicknesses is system
dependent, a practical solution is to use a polynomial
sampling of degree p, ∆s = ∆1 × sp (which corresponds
to polynomial sampling of degree p + 1 for the subsam-
pling points). We tested different samplings by calculat-
ing the quasiparticle bandgap of bilayer MoSe2 with a
set of q-vectors defined on a regular 6×6×1 Monkhorst-
Pack grid plus a set of Ns = 10 subsampling q points.
We tested thicknesses generated with a polynomial of de-
gree p = 0, p = 1 and p = 2 and found little difference
in the resulting energies, with the absolute quasiparticle
energies differing by less than 10 meV for states near the
Fermi energy between calculations generated with p = 1
and p = 2, and by less than 20 meV between calculations
generated with p = 0 and p = 1. However, subsampling
points generated with a quadratic grid (p = 1) capture

the dip feature in Fig. 1 better than subsampling points
generated with a linear grid (p = 0), so, for simplicity,
we use p = 1 from here on when performing subsequent
calculations.

In principle, the extra cost associated with the sam-
pling technique would be the ratio of the number of sub-
sampling points to the number of q-vectors on the regular
grid of q-vectors. However, since the fast variations in the
dielectric matrix are confined to a small number of G⊥-
vectors, we only need to calculate the dielectric matrices
for the subsampling contribution in Eq. 8 for a small
number of neck G⊥-vectors. We choose these vectors on
the condition that |G|2 ≤ Esub

cut ≡ |Gmin
‖ |

2, where Gmin
‖

is the smallest reciprocal lattice vector in a periodic di-

FIG. 2. (Color online) Graphical representation of the NNS
scheme. Left panel: q points involved in the sum in Eq. 10.
Each smaller hexagon represents the Voronoi cell Cq that en-
closes each q point. The thicker red line denotes the Bril-
louin zone edge, and each dot on the left panel represents
one point where we calculate both the matrix elements B
and the screened Coulomb interaction W . Right panel: spe-
cial treatment for q=0 point of Eq. 10. Each dot in this
panel represents a q point where we compute the screened
Coulomb interaction. In this example, we use Ns = 3 sub-
sampled points.

rection. The cutoff Esub
cut used for the subsampling points

is typically much smaller than the cutoff Ecut needed for
the full dielectric matrix in GW calculations, so the ex-
tra cost associated with the NNS scheme is small. For
instance, on bilayer MoSe2, the number of G-vectors up
to Ecut = 35 Ry and Esub

cut ≈ 1.36 Ry is 11667 and 37,
respectively. We arrive at the final expression to evaluate
the sum in Eq. 1 within the NNS method,

IGG′(ω) =
∑
q

BGG′(q, ω)W
sub

GG′ (q, ω) (10)

W
sub

GG′(q 6=0, ω) = WGG′(q, ω)

W
sub

GG′(q=0, ω) =

{
WGG′(q0, ω) for |G|2 and |G′|2 > Esub

cut∑Ns

s=1 wsWGG′(qs, ω) otherwise.
(11)

where q0 is an arbitrarily small but non-zero vector. Eqs. 10 and 11, together with the definition of the sub-
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sampling weight in Eq. 9 form the basis of the NNS
method.

A graphical representation of this discretization proce-
dure is given in Fig. 2 for a quasi-2D system with hexag-
onal symmetry. In the left panel, we show the q points
involved in the sum in Eq. 10 (a 4×4×1 q grid is used in
this example). The thicker red line denotes the Brillouin
zone edge, and each dot on the left panel represents one
point where we calculate both the matrix elements B and
the screened Coulomb interaction W . In the right panel,
we show the special treatment for the Voronoi region as-
sociated with the q=0 point from Eq. 10. Each dot in
the right panel represents a q point where we compute
the screened Coulomb interaction. In this example, we
use Ns = 3 subsampled points.

When the inverse dielectric matrix is anisotropic, i.e.,
ε−1(q→0) depends on the direction of q, there is an ad-
ditional complication when employing either the uniform
sampling (Eqs. 5) or the NNS scheme (Eqs. 10 and 11).
Still, the angular dependence on the screened Coulomb
interaction is typically much less important than the ra-
dial dependence, and a simple model can effectively cap-
ture most of the anisotropy in ε−1(q→0) without addi-
tional computational cost.

For quasi-2D systems and in the long wavelength limit,
one can show that the head of the inverse longitudinal
dielectric matrix can be expressed as

ε−1
00 (q→0) = 1− q q̂ · α · q̂, (12)

where α is a 2 × 2 Hermitian tensor. The eigenvectors

{ui}i of α give the principal axes of polarization for the

head of the inverse longitudinal dielectric function, and it
can be determined from either symmetry considerations
of the crystal or from explicit calculations of ε−1

00 (q0)
along 3 different directions of q0.

Our goal is to find an optimal direction q̂0 for the sub-
sampled q vectors such that, for |q′| = |q0| → 0,

1

2π

∫
dθ′ ε−1

00 (q′) = ε−1
00 (q0), (13)

which results in a vector q0 that is parallel to the average
of the eigenvectors of α, q̂0 = 1

2 (û1 + û2).

For the angular average of ε−1(q) in Eq. 8 to be ac-
curately represented by a single evaluation of the inverse
dielectric matrix along an average direction, one should
also choose a Voronoi region that is as isotropic as possi-
ble. So, one should keep the ratio bi/Nki

approximately
constant for all extended directions i, where each bi and
Nki

is a primitive, reciprocal lattice constant and the
number of k points along each direction, respectively.
With this geometrical setup, the NNS scheme can be
readily employed on systems with anisotropic screening
response in the long wavelength limit as long as the NNS
is performed in the direction that averages the screen-
ing response. This direction can be obtained by either
3 computationally inexpensive evaluations of the head of

the inverse dielectric function along different directions,
or by symmetry considerations.

We now turn to applying the NNS method as defined
in Eqs. 10 and 11 for some systems of interest. We will
first discuss the convergence on semiconducting systems
having both isotropic and anisotropic dielectric response
– bilayer MoSe2 and monolayer black phosprohous –, and
on graphene.

A. NNS method applied to semiconductors

The application of the NNS method is straightforward
for systems with isotropic in-plane dielectric response
(i.e., such that ε−1

GG′(q→0) does not depend on the direc-
tion of q). In Fig. 3 (a), we compare the convergence of
the quasiparticle gap of bilayer MoSe2 with the number
of q vectors on a regular grid, using both a conventional
sampling of the Brillouin zone with the Monte Carlo sam-
pling method and the new NNS method. Our calcula-
tion was performed with in a supercell arrangement with
Lz = 53 Å. We chose bilayer MoSe2 instead of mono-
layer MoSe2 because the gap is indirect in the bilayer
structure and converges slightly slower with the number
of q vectors. Whereas one would require a sampling of
the q-vectors on a 36× 36× 1 grid to converge the quasi-
particle gap of bilayer MoSe2 to within 50 meV using a
uniform sampling of the Brillouin zone – and even finer
grids to check that the answer is indeed converged – we
can achieve a much better convergence by sampling the
q vectors on a 6×6×1 regular grid with an additional set
of Ns = 10 subsampled q points, which effectively sam-
ples features that would only be captured on a regular
1143 × 1143 × 1 q grid. We also show the error25 of the
ionization potential (IP) of bilayer MoSe2 as a function
of the q grid in Fig. 3 (b). The convergence of the IP
with q grid is very similar to the convergence of the QP
bandband, which is a result of the overall larger screened-
exchange contribution to the GW self-energy for valence
states compared to conduction states.

We also compare the convergence of QP gap the
as a function of the number of subsampling points in
Fig. 3 (c), where it is evident that the NNS method con-
verges very fast with the number of subsampling points.
Indeed, the quasiparticle gap of bilayer MoSe2 changes
by just 3 meV if we vary Ns from 8 to 15. The extra
cost associated with the NNS scheme is also very small
in this system, as shown in Table I. Therefore, the NNS
method allows one to converge the quasiparticle gap of
bilayer MoSe2 in an efficient way, providing savings of
about 2 orders of magnitude in the CPU time compared
to a traditional uniform sampling of the Brilluoin zone.

Next, we illustrate the convergence for materials
with anisotropic dielectric response by studying mono-
layer black phosphorous, which is another prototypi-
cal quasi-2D semiconductor which exhibits large optical
anisotropy, linear optical dichroism, and strong many-
body interactions. By the symmetry of the crystal, the
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TABLE I. Comparison of the uniform sampling of the Brillouin zone with the non-uniform neck subsampling method for bilayer
MoSe2 with Ns = 10 subsampling points. We compare the indirect Γ → Λ gap, CPU usage, and the number of q points in
the irreducible portion of the Brillouin zone. For the NNS method, we report the effective q grid spanned by the smaller
subsampling point. The two calculations with denser q grids were performed with a smaller cutoff and extrapolated according
to the process described on the text.

Uniform sampling Non-uniform neck subsampling (NNS) method

q grid
Γ→ Λ

(eV)

CPU usage

(core–hour)

# of q points

in irr. BZ

Γ→ Λ

(eV)

CPU usage

(core–hour)

# of q points

in irr. BZ

Effective

q grid

6× 6× 1 3.31 96 7 1.75 157 16 1143× 1143× 1

12× 12× 1 2.14 930 19 1.76 1373 28 2286× 2286× 1

24× 24× 1∗ 1.85 3620 61 1.76 5130 70 4573× 4573× 1

36× 36× 1∗ 1.80 12280 127 1.76 15390 136 6859× 6859× 1

principal axes of 1/ε−1
00 (q), i.e., the eigenvectors of α,

have to lie along high-symmetry lines. If we setup the
lattice such that (100) and (010) correspond to the arm-
chair and zigzag directions of the the black phosphorous
monolayer, respectively, we find that the dielectric re-
sponse is indeed anisotropic in this material, with the
eigenvalues of α being different along the two directions:

α(100) ≈ 52.6 1/bohr and α(010) ≈ 72.1 1/bohr. The
optimal direction to compute the dielectric response is
q̂0 = 1

2 [(100) + (010)], which does not coincide with the
(110) direction because the in-plane lattice constants are
not the same.

In Fig. 4, we show the convergence of the GW quasi-
particle gap on monolayer black phosphorous as a func-
tion of the q grid, computed in a supercell arrangement
with Lz = 20 Å. Just as in the case of bilayer MoSe2,
we observe that the convergence is much faster with the
proposed NNS scheme, where we obtain a quasiparticle
gap converged within 50 meV employing q vectors on a
grid as coarse as 7× 5× 1 with additional Ns = 10 sub-
sampled q points. In addition, we also show that the
converge is remarkably fast if we perform the NNS along
the optimal direction, q̂0 = 1

2 [(100) + (010)]. Still, re-

gardless of the direction, the NNS scheme is much more
efficient to converge the quasiparticle gap than using a
uniform sampling of the Brillouin zone.

B. NNS method applied to quasi-2D metals and
quasi-metals

The NNS scheme can also be efficiently applied on sys-
tems other than 2D semiconductors. Before we proceed,
we must carefully distinguish k points used to compute
the dielectric matrix from the set of transfer momenta q
where we evaluate the dielectric matrix. While the NNS
scheme deals with the sampling of q-vectors, we have used
so far a uniform k grid when we compute ε−1

GG′(q) for each
particular q. However, there is a known additional diffi-
culty when calculating the dielectric matrix for metallic
systems because the k grid must be fine enough to sam-
ple intraband transitions. This problem can be mitigated
by also sampling the k points in the Brillouin zone in a
non-uniform fashion. We write the polarizability matrix
as

χ0
GG′(q, ω) =

gs
Vcell

∑
nn′k

wk [f(En′k+q)− f(Enk)]
M∗G(n′, n,k,q)MG′(n′, n,k,q)

ω − (Enk − En′k+q) + i0+ sgn(Enk − En′k+q)
(14)

MG(n′, n,k,q) = 〈un′k+q|eiG·r|unk〉 , (15)

where Vcell, gs, f , and wk denote the unit cell volume, the
spin degeneracy of the calculation, the Fermi occupation
factor, and the weight of each k point, with

∑
k ww = 1,

respectively.

Here, we propose to associate different weights, wk,
with each k point, proportionally to the volume Vk of the
Voronoi cell Ck that surrounds each k point. The weights
wk can be determined uniquely by the Voronoi tessella-

tion of the Brillouin zone, and we use the Voro++ pack-
age in BerkeleyGW10 to efficiently compute the Voronoi
tessellation including periodic boundary conditions. This
allows one to use non-uniform k grids to evaluate the sum
in Eq. 14 and more efficiently capture complicated re-
gions of the Brillouin zone, such as those associated with
intraband transitions26.
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(a)

(b)

(c)

FIG. 3. (Color online) (a) Convergence of the quasiparticle
gap of bilayer MoSe2 as function of the q grid using a uni-
form sampling of the Brillouin zone (Monte Carlo averaging
scheme) and the proposed NNS method, with Ns = 10. The
gray shaded region corresponds to an interval of ±50 meV
compared to our most converged value. (b) Error in the ion-
ization potential (IP) of bilayer MoSe2 as a function of the q
grid. The values in parenthesis represent the effective q grid
captured by the smallest subsampling point. (c) Convergence
of the quasiparticle gap as a function of Ns for a 6× 6× 1 q
grid.

With this new method, we can now employ the NNS
scheme on graphene, another prototypical 2D material
where the k-point sampling is also complicated. We setup
our supercell with a distance Lz = 17 Å between repeated
graphene layers. We employ the new non-uniform k-point
sampling scheme of the dielectric matrix by including k
points from a coarse 8× 8× 1 grid if k is far away from
the Dirac points at the K and K ′ points of the Bril-
louin zone but include more k points commensurate with

7×5 14×10 28×20

q grid

2.0

2.1

2.2

2.3

2.4

2.5

Qu
as

ipa
rtic

le 
ga

p (
eV

)

(1334×953) (2667×1905) (5335×3811)

Monolayer black phosphorous

Subsampling
(100)
½ [(100) + (010)]
(010)

Uniform sampling
(100)
½ [(100) + (010)]
(010)

FIG. 4. (Color online) Convergence of the quasiparticle gap of
monolayer black phosphorous as function of the q grid using
a uniform sampling of the Brillouin zone (Monte Carlo aver-
aging scheme) and the NNS method. For both methods, we
compare the converge rate for different directions of the small
q vector(s), where (100) and (010) follow the armchair and
zigzag directions, respectively. The gray shaded region corre-
sponds to an interval of ±50 meV compared to our most con-
verged value, and corresponds to the convergence threshold
one is typically interested. The values in parenthesis represent
the effective q grid captured by the subsampling points.

FIG. 5. (Color online) Convergence of the quasiparticle inter-
band transition energy at the M point of the Brillouin zone
of graphene as function of the q grid. The two curves and
the shaded region are the same as in Fig. 3. The values in
parenthesis represent the effective q grid captured by the sub-
sampling points, which was kept fixed in this calculation.

a much finer 512 × 512 × 1 grid near the Dirac points.
When we lay out the radial subsampling q points, we
employ a constant thicknesses ∆s = ∆1, as we can then
reuse more information when we construct the polariz-
ability matrix for different subsampling qs vectors. In
Fig. 5, we compare the convergence of the quasiparticle
interband transition energy at the M point of graphene
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with the number of q-vectors on the regular grid, for the
two methods. Once again, the curve obtained with the
proposed NNS method converges much faster with the
number of q-vectors, and a regular 8× 8× 1 grid for the
q-vectors is enough to converge the quasiparticle transi-
tion energy at the M point to within 50 meV.

Therefore, the NNS method can indeed be applied on a
variety of systems with reduced dimensionality and with
different screening properties. Although the method was
tested here for GW calculations, which show order-of-
magnitude speedups in the computer runtime compared
to a regular sampling of the Brillouin zone, it can be ap-
plied to other kinds of many-electron perturbation theory
calculations as well.

III. CLUSTERED SAMPLING
INTERPOLATION (CSI) METHOD

In the previous section, we introduced the NNS method
to compute sums associated with one-electron integrals,
such as those needed to calculate the GW quasiparti-
cle self energy. In this section, we introduce the clus-
tered sampling interpolation (CSI) method to efficiently
sample the Brillouin zone for problems involving two-
particle correlated states, such as those given by the
Bethe-Salpeter equation (BSE). These problems are char-
acterized by associated Hamiltonians, typically written
in the occupation representation, with matrix elements
describing scattering amplitudes from one two-particle
state at a k point to another state at a different k point.

When solving the BSE to obtain the optical absorp-
tion spectrum, it is a well-known problem that interac-
tion matrix elements need to be constructed on a very
fine k grid because excitons are correlated states with
wavefunction that has fine structures in k-space. For ex-
ample, even for bulk semiconductors such as GaAs, very
fine uniform grids containing over a million k points are
necessary to resolve the exciton energies and wavefunc-
tions27. In many cases, the bottleneck for solving the
BSE is in computing the interaction matrix elements, and
in the past, schemes based on interpolation between two
different k grids, which we refer to as ”dual-grid” meth-
ods, have been employed to make these calculations fea-
sible4,27. We will review here the scheme implemented in
the current released version of BerkeleyGW10, describe
its shortcomings when applying it on systems with re-
duced dimensionality, and propose an extension for the
scheme to mitigate these shortcomings.

We are interested in evaluating the two-particle matrix
elements that are in the Bethe-Salpeter equation, which
is of the form

(Eck+Q − Evk)AS
vck+∑

v′c′k′

Keh
vc;v′c′(k,q=k′−k)AS

v′c′k′ = ΩSAS
vck.

(16)

Here, S indexes the exciton states; Q is the center-of-
mass momentum of the electron-hole pair; AS

vck is the

amplitude of a free electron-hole pair consisting of an
electron in |ck+Q〉 and one missing from |vk〉; ΩS is the
exciton excitation energy; Eck+Q and Evk are the quasi-
particle energies, and Keh is the electron-hole interaction
kernel. The kernel contains contributions from a direct
term and an exchange term. The direct term is

Kd
vc;v′c′(k,q=k′−k) =

−
∑
GG′

M∗G(c, c′,k,q)WG,G′(q)MG′(v, v′,k,q), (17)

where the matrix elements M are given by Eq. 15, and
the exchange term is

Kx
vc;v′c′(k,q=k′−k) =∑

G

M∗G(c, v,k,Q)vG(Q)MG(c′, v′,k′,Q). (18)

In the BerkeleyGW code package, the original formu-
lation of the dual-grid interpolation method employs two
sets of k points: one set of kco k points defined on a
coarse grid and a set of kfi k points defined on a fine
grid. The direct (Kd) and exchange (Kx) matrix ele-
ments in the BSE kernel are explicitly calculated on kco.
Then, an interpolation is performed by expanding each
fine-grid Bloch state in terms of the closest coarse-grid
Bloch state,

|unkfi
〉 =

∑
m

Ckco
nm |umkco

〉 (19)

Ckco
nm =

∫
d3r unkfi

(r)u∗mkco
(r), (20)

which allows the kernel matrix elements to be approxi-
mated as

K
d/x
mn;m′n′(kfi,qfi=k′fi−kfi) ≈

∑
n1n2
m1m2

Ckco
nn1

Ckco∗
mm1

×Ck′
co∗

n′n2
C

k′
co

m′m2
K

d/x
mn;m′n′(kfi,qco=k′co−kco).

(21)

Notice in Eq. 17 and Eq. 18 that Kd depends sensi-
tively on the relative reciprocal vector q, whereas Kx de-
pends only on the center-of-mass momentum Q, which is
a constant. The bare Coulomb interaction v(q) diverges
as q→ 0. We therefore expect that Kd will change very
rapidly at small q, and consequently, any direct interpo-
lation of Kd must converge very slowly. To avoid this
problem, as currently implemented in BerkeleyGW, Kd

is decomposed into its head (Kh), wing (Kw) and body
(Kb) contributions, each of which has different limiting
behavior for the Coulomb interaction as q → 0. The
head contains the terms where G=G′=0 and diverges as
1
q2 in 3D and 1

q in 2D, for semiconductors and insulators.

The wing contains the sum over terms where G=0 6= G′

or G′=0 6= G and diverges as 1
q in 3D and goes to a con-

stant in 2D, for semiconductors and insulators. The body
contains the sum over terms where G 6= 0 and G′ 6= 0
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and goes to a constant value in the limit of small q. With
this understanding, for the 2D and 3D cases, the direct
term can be written as

Kd
mn;m′n′(k,q) =

amn;m′n′(k,q)

qd−1
+
bmn;m′n′(k,q)

qd−2
+ cmn;m′n′(k,q),

(22)

where d is the effective dimension, and

amn;m′n′(k,q) = qd−1 ×Kh
mn;m′n′(k,q),

bmn;m′n′(k,q) = qd−2 ×Kw
mn;m′n′(k,q),

cmn;m′n′(k,q) = Kb
mn;m′n′(k,q).

(23)

The functions a, b, and c, where the divergence in the
Coulomb interaction is removed, are interpolated in the
dual-grid scheme and then used to construct Kd.

The interpolation procedure described above works ef-
ficiently for 3D metals and semiconductors, where a, b,
and c are smooth functions of q because the inverse di-
electric matrix is also a smooth function of q. However,
as we previously discussed, ε−1

GG′(q) displays sharp fea-
tures in systems with reduced dimensionality as q→0,
and thus, the head, wing and body components of the
matrix elements, which depend on ε−1, may also vary
considerably with q even when the divergence in the
Coulomb interaction is removed. We illustrate this be-
havior by plotting the head and wing components of the
matrix elements associated with the direct Coulomb term
of the BSE (Eq. 17) for silicon and monolayer MoS2 on
Fig. 6. In bulk silicon, we multiply the head matrix el-
ements by q2 and the wing matrix elements by q to re-
move the divergence due to the bare Coulomb interac-
tion. Then, the matrix elements are smooth functions of
q. In 2D, however, the non-smooth behavior cannot be
removed by multiplying any simple factor. We remove
the divergence due to the bare Coulomb interaction by
multiplying the head matrix element by q, but even af-
ter removing the Coulomb divergence, both the head and
wing components still have a sharp features at small q.
These features are a consequence of the sharp feature in
the inverse dielectric matrix (Fig. 1).

To capture these sharp features in 2D, it is impor-

tant to explicitly calculate K
h/w/b
mn;m′n′(k,q) for a variety

of small q. Consequently, a dual-grid scheme as described
above necessarily converges very slowly with respect to
sampling of the coarse grid, which must be fine enough to
resolve the sharp feature in Kh/w/b, and quickly becomes
prohibitively expensive, since the cost of calculating the
matrix elements scales with the number of coarse k points
squared.

In contrast to their sharply varying q-dependence,
however, the head, wing, and body matrix elements
do not depend much on k. This is because the k-
dependence comes in solely in the matrix elements
M(m,n,k,q), which are typically smooth functions of
k, since the periodic part of the Bloch functions are
smoothly varying quantities. This is illustrated for the

FIG. 6. (Color online) Head and wing components of the
BSE matrix elements for bulk Si (top) and monolayer MoS2

(bottom).

case of monolayer MoS2 in Fig. 7, where the contribution
to the BSE from the direct screened Coulomb interac-
tion, Kd(k,k′=k+q), displays a very small spread over
a wide range of values for k. Thus, in order to capture
all of the screening effects, we need to minimally sample
a large number of finely-spaced q transitions from a set
of k points that can be relatively coarse.

In order to explicitly capture the small-q behavior,
we develop an extension on the dual-grid interpolation
scheme. In addition to calculating BSE matrix elements
on a coarse k grid, we also explicitly calculate BSE ma-
trix elements for scattering from each k point, kco, on the
coarse grid to an arbitrary cluster of k points, kcl, close to
each kco. We will refer to this scheme as clustered sam-
pling interpolation (CSI). For simplicity, we will focus

on the case of isotropic materials, where K
h/w/b
mn;m′n′(k,q)

depends only on |q|. In this case, the cluster of points
can be chosen to lie along a radial line extending from
each kco. The generalization to anisotropic materials is
straightforward with a small computational overhead.

We interpolate the BSE matrix elements from the
coarse grid to the fine grid using a conditional scheme. If
the distance between two points on the fine grid, |k′fi−kfi|,
is greater than the smallest distance between two points
on the coarse grid ∆co, the interpolation is identical to
the original dual-grid scheme. If the distance between
two points on the fine grid, |k′fi − kfi|, is less than ∆co,
we expand the Bloch state at kfi over the Bloch states at
the closest coarse point, kco, and we expand the Bloch
state at k′fi over the Bloch states at a cluster point, kcl, for

which K
h/w/b
mn;m′n′(kco,q=kcl − kco) has already been cal-
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FIG. 7. (Color online) Matrix element for the BSE involv-
ing the direct screened Coulomb interaction, Kd(k,k′), cal-
culated for an electron and hole states at the conduction band
and valence band, respectively, for monolayer MoS2, where k
and k′ are any points on a 300×300×1 k grid that lies within
0.02 bohr−1 of the K point. Note that Kd(k,k′) depends very
weakly on either k or k′ individually if q=k′ − k is kept con-
stant. The inset zooms in on a small region of the plot and
illustrates the small spread in values for different k and k′

pairs with the same q.

culated, while preserving as closely as possible the length
of the transfer vector so that |q| = |kco−kcl| ≈ |k′fi−kfi|.
Then,

K
h/w/b
mn;m′n′(kfi,qfi=k′fi−kfi) ≈

∑
n1n2
m1m2

Ckco
nn1

Ckco∗
mm1

×Ckcl∗
n′n2

Ckcl

m′m2
K

h/w/b
mn;m′n′(kfi,qco=kcl−kco),

(24)

where

C
k′
cl

nm =

∫
d3r unk′

fi
(r)u∗mkcl

(r). (25)

We now apply clustered sampling interpolation to a
system of interest, monolayer MoS2. The calculation is
performed in a supercell setup with Lz = 25Å. Fig. 8
shows how the binding energy of the lowest energy 1s
and 2p excitons in monolayer MoS2 converges with re-
spect to an explicit calculation on a single uniform grid
(the single-grid scheme) and with respect to the coarse
k grid when using either dual-grid interpolation or clus-
tered sampling interpolation. For both the dual-grid in-
terpolation and CSI, the coarse grid is interpolated to a
300 × 300 × 1 fine grid. The binding energy is defined,
following Ref.17, as the difference between the electron-
hole continuum and the exciton excitation energy, which
is independent of the numerical treatment of the diver-
gence at W (q=0). From Fig. 8, it is clear that the
clustered sampling interpolation converges much more
quickly than the dual-grid interpolation, requiring only
a 18× 18× 1 coarse grid to converge the binding energy
to within 0.1 eV. In contrast, the dual-grid scheme does
not converge until the coarse grid sampling is increased

beyond 48× 48× 1. Moreover, we see that while in most
cases the dual-grid interpolation is still an improvement
on the uniform gird, the convergence fluctuates. This
erratic convergence occurs because different uniform k
grids sample different regions of the sharp feature in the
screening. The different convergence rates are even more
dramatic for higher energy states, such as the 2p state
(Fig. 8), whose complex nodal structure is even more
sensitive to the spatially varying screening at small q.

In general, calculating the BSE matrix elements scales
with the total number of k points squared. Thus, in the
dual-grid scheme, the computational cost scales with the
number of k points on the coarse grid squared, N2

kco
.

Clustered sampling interpolation has an additional cost
associated with calculating the matrix elements involv-
ing transitions between the coarse k points and clus-
ter points. This additional term scales as Nkco × Nkcl

,
where Nkcl

is the number of k points in each cluster.
For isotropic systems Nkcl

is typically much smaller than
Nkco , since the sampling is only along one dimension.
Thus, the additional cost of clustered sampling interpo-
lation is small compared with the cost of calculating the
matrix elements on the coarse grid. The total cost of cal-
culating the matrix elements scales as N2

kco
+Nkco

×Nkcl
.

Table II shows the CPU time required to calculate the
BSE kernel, Keh, for MoS2 in the dual-grid and CSI
schemes as a function of the coarse grid and interpolated
to a 300×300×1 fine grid. On identical coarse grids, there
is a small computational overhead in the CSI scheme,
on the order of 10 core-hours, which scales linearly with
Nkco . However, the binding energy of the 1s exciton state
converges in the CSI scheme on an 18×18×1 coarse grid,
whereas it is still unconverged on a 48×48×1 coarse grid
in the dual-grid scheme. Thus, for MoS2, CSI results in a
speed-up of at least one order of magnitude. To directly
calculate the BSE matrix elements on a 300× 300× 1 as
reported in Fig. 8, we solve the BSE on a patch, which

only includes k points within 0.2Å
−1

of the K point in
the Brillouin zone. This allows us to obtain the binding
energy of the lowest energy excitons within 20meV of the
calculation on the full Brillouin zone but is insufficient to
obtain the entire optical spectrum. Since we know that
calculating the BSE matrix elements scales as N2

kco
, we

estimate that directly calculating the BSE matrix on a
300 × 300 × 1 k grid would take approximately 15 mil-
lion core-hours, compared with 228 core hours with CSI
scheme.

The proposed clustered sampling scheme assumes an
isotropic system, where the BSE matrix elements depend
only on the magnitude of q. However, in practice, it also
results in improved convergence for anisotropic materi-
als such as few-layer black phosphorus. Fig. 9 shows the
performance of the CSI scheme for monolayer black phos-
phorus, when the clustered points are sampled along the
(100) direction, (110) direction and (010) direction. The
calculation is done in a supercell setup with Lz = 20Å.
Here, the convergence of the binding energy for the dif-
ferent interpolation schemes is referenced to a single grid
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FIG. 8. (Color online) Convergence of the binding energy of
the 1s(top) and 2p(bottom) states of the lowest energy se-
ries of excitons in MoS2 using an explicit calculation without
interpolation (single grid), a dual-grid method and the pro-
posed CSI method. The x-axis represents the k-point grid
used in the single grid method and the coarse grid used in
both the dual grid and CSI methods. The gray shaded re-
gion corresponds to an interval of ±50 meV compared to the
converged value, which is the convergence threshold one is
typically interested in.

calculation with 160 × 160 × 1 k-points performed in a
patch of radius 0.2 Å around the Γ point in the Bril-
louin zone. The reference converged binding energy is
0.47 eV. For the same coarse and fine k grids, the CSI
scheme always converges more quickly than both the sin-
gle and dual grid scheme, with convergence being the
fastest when the clustered points are sampled along the
(100) direction, which is the more highly-dispersive arm-
chair direction in black phosphorus. Once again, the con-
vergence of the dual grid scheme is erratic due to the spa-
tially varying screening. While some k grids give similar
results to the CSI scheme, as the k grid is increased to
56×40×1 the dual grid binding energy still undershoots
the converged value.

IV. CONCLUSION

In summary, we address the problem that many-
electron perturbation theory calculations, such as those
performed in GW and GW-BSE theories, on low-
dimensional systems converge very slowly with respect
to sampling of the Brillouin zone due to sharp features
in the spatial variations in screening, which manifest as
sharp features in the q-dependence of the dielectric ma-
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FIG. 9. (Color online) Convergence of the binding energy
of the 1s(top) state of the lowest energy series of excitons
in monolayer black phosphorus using an explicit calculation
without interpolation (single grid), a dual-grid method and
the proposed CSI method with sampling along the 100, 110,
and 010 directions. The x-axis represents the k-point grid
used in the single grid method and the coarse grid used in
both the dual grid and CSI methods. The gray shaded re-
gion corresponds to an interval of ±50 meV compared to the
converged value, which is the convergence threshold one is
typically interested in.

TABLE II. Comparison of computational time required to
calculate the BSE kernel matrix elements Keh with different
Brillouin Zone interpolation schemes for MoS2 on different
coarse k grids, kco. The binding energy of the 1s state, E1s

b ,
is given after interpolating from the coarse k grid to a 300×
300× 1 fine grid.

Dual Grid CSI

kco grid
CPU Usage

(core–hour)

E1s
b

(eV)

CPU Usage

(core–hour)

E1s
b

(eV)

12× 12× 1 39 0.44 59 0.83

18× 18× 1 196 0.41 223 0.62

24× 24× 1 579 0.52 613 0.65

36× 36× 1 2948 0.20 3017 0.64

48× 48× 1 8857 0.51 8979 0.63

trix and cannot be described by a simple analytic model
due to the complexity of the out-of-plane local fields.
Thus, we present two new schemes to sample the Bril-
louin zone in a computationally efficient way for low-
dimensional systems. The first scheme, which we refer
to as the non-uniform neck subsampling (NNS) method,
allows for efficient sampling of single-particle problems,
such as GW and ACFDT. In the NNS method, an ad-
ditional radial sampling is performed in the Voronoi cell
that surrounds each k point with appropriately chosen
weights. The second scheme, clustered sampling interpo-
lation (CSI), addresses two-particle scattering problems,
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such as in solving for the solution of the BSE. In CSI,
we explicitly calculate two-particle scattering matrix el-
ements in small, uniformly-spaced clusters of k points
and use these clusters to interpolate to a uniform fine
grid. Both schemes result in typical speedups of about
two orders of magnitude in the computer run-time and
can be easily incorporated into several ab initio packages
that compute electronic and optical properties employing
many-body-perturbation theory methods.
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V. APPENDIX

For a given Ns number of subsampled points, we have
the freedom to define two quantities: the Ns annulus
thicknesses ∆s that define the intervals for the radial in-
tegrals and, thus, the weights ws; and the Ns subsam-
pling points qs where the dielectric matrix has to be ex-
plicitly computed. In order to make the discretization
in Eq. 8 practical, it is necessary to choose appropriate
subsampled points qs and/or the thicknesses ∆s that ap-
proximates the integral in an efficient way. We introduce
a scheme to use a crude approximation of the screened
Coulomb interaction to provide constraints on either qs
or ∆s.

For semiconductors, the inverse dielectric matrix ap-
proaches a finite constant as q→0, so we can write the
head of the (truncated) screened Coulomb interaction as

W (q) ∝ 1/q2, 1/q or log(q), depending on whether we
have a 3D, 2D or 1D system, respectively. A good choice
of ∆s and qs is such that the screened Coulomb inter-
action evaluated at the subsampled point represents the
average value of the W according to the analytic limit,

W (qs, ω=0)

as+1∫
as

dDq′ =

as+1∫
as

dDq′ W (q′, ω=0), (26)

which, together with the constraint of aNs
from Cq=0,

provide Ns + 1 constraints and allows us to obtain the
optimal subsampling points qs given Ns − 1 thicknesses
∆s for the radial integration.

We summarize the relationship between ∆s and qs ob-
tained from Eq. 26 for 3D, 2D and 1D semiconducting
systems in Table III. For systems other than semicon-
ductors, the screened Coulomb interaction has different

TABLE III. Optimal choice of the subsampling point qs in
terms of the thickness ∆s of each radial interval for 3D, 2D
and 1D semiconductors. The inner radius of each interval is
denoted by as ≡

∑s−1
i=1 ∆s. We also compare the first optimal

point q1 for different dimensionality.

D qs q1

3
√

a2
s + as∆s + ∆2

s/3 0.577∆1

2 as + ∆s
2

0.500∆1

1 (as + ∆s)(1 + ∆s/as)as/∆s/e 0.368∆1

analytic behaviors for q→0, so other optimal subsam-
pling points could be determined. Fortunately, for metal-
lic systems of any dimensionality, the condition in Eq. 26
is fulfilled for any choice of qs, and for quasi-2D systems
with linear energy dispersion, such as graphene, the op-
timal subsampling point is still given by qs = as + ∆s

2 .
So, we use the relationship between qs and ∆s as defined
in Table III for all types of systems we consider.
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