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We show that topological phases should be realizable in readily available and well studied het-
erostructures. In particular we identify a new class of topological materials which are well known
in spintronics: helical ferromagnet-superconducting junctions. We note that almost all previous
work on topological heterostructures has focused on creating Majorana modes at the proximity in-
terface in effectively two-dimensional or one-dimensional systems. The particular heterostructures
we address exhibit finite range proximity effects leading to nodal superconductors with Majorana
modes localized well away from this interface. To show this, we implement a Bogoliubov-de Gennes
(BdG) proximity numerical scheme, which importantly, involves two finite dimensions in a three
dimensional junction. Incorporating this level of numerical complexity serves to distinguish ours
from alternative numerical BdG approaches which are limited by generally assuming translational
invariance or periodic boundary conditions along multiple directions. With this access to the edges,
we are then able to illustrate in a concrete fashion the wavefunctions of Majorana zero modes, and,
moreover, address finite size effects. In the process we establish consistency with a simple analytical
model.

I. BACKGROUND

The field of topological superconductivity has gener-
ated exotic physics that realizes ideas from fields as di-
verse as high energy [1], atomic [2–4] and condensed mat-
ter physics [5]. Underlying this excitement has been the
lofty pursuit of novel phases of matter, as well as im-
plementing new methods for quantum computing [6]. In
making these superconductors experimentally there has
been a central focus on materials derived from the prox-
imity effect, where there is a higher level of experimental
control. In such heterostructures, the central require-
ments of spin-orbit coupling [7–11], as well as a Zee-
man field, and superconducting pairing can be configured
artificially. For the most part these proximity-coupled
exotic superconductors involve topological-insulators [5]
or semiconductors with strong spin-orbit scattering [6].
In these systems, the pairing is associated with a two-
dimensional (2D) px± ipy phase and under ideal circum-
stances this can lead to the possibilities of observing the
elusive Majorana modes.

In this paper, our goal is to arrive at Majorana sur-
face states in a different class of topological superconduc-
tors: nodal superconductors based on helical ferromag-
net (F)-superconductor (S) junctions. These systems are
readily available and well studied in the spintronics com-
munity [12–14]. Here we characterize proximity-induced
topological phases and related edge states by numeri-
cally solving the finite size Bogoliubov-de Gennes (BdG)
equations and providing consistency with simple analytic
arguments. The spin correlated and metallic nature of
the ferromagnet results in pairing that penetrates signif-
icantly into the ferromagnetic region. This is in contrast
to the focus in past topological superconductivity litera-
ture [7–11], where two or one dimensional superconduc-
tivity is proximity induced only at the interface region in
insulators and semiconductors.

The resulting topological superconductivity exhibits a

rich nodal structure [3, 15, 16] which, importantly, is as-
sociated with the existence of one or more flat bands re-
flecting zero-energy surface states. We argue here these
latter correspond to Majorana modes, which are found
to be localized at the sample edge and outside the tran-
sition interface between the superconductor and normal
phases.

Specifically we address holmium/superconductor
(F/S) layered structures [12, 13] which exploit the
intrinsic conical order of Ho. It should be noted that
there are similarities here to topological order in arti-
ficially created one- [17–20] and two-dimensional spin
configurations [21]. The F/S junctions contain a host
of interesting superconducting properties [22]. Among
these are: (i) The presence [23–25] of anomalously long-
range, equal-spin and s-wave pair correlations in the
ferromagnet. (ii) The oscillatory nature of the Cooper
pair amplitudes in the ferromagnetic region, which
relates to Larkin-Ovchinnikov-Fulde-Ferrell (LOFF)
physics [26–28]. (iii) The observation that these triplet
Cooper pairs can exist only if electrons are paired odd
in time (or frequency) [29, 30].

To incorporate these more complicated features of the
F/S proximity structures into the present topological
study, we introduce a BdG analysis in which there are
two finite dimensions in a three dimensional system. In
this way the numerics is more sophisticated than in al-
ternative analyses [31, 32] in the literature which assume
periodic boundary conditions along several dimensions.
As a consequence, we are able to not only demonstrate
the existence of zero energy flat bands but also plot the
associated Majorana wavefunctions which are localized
at the edges. Importantly, these Majorana effects ap-
pear on the magnetic Ho side of a proximity junction in
which there is no attractive interaction, and hence no
true superconducting order parameter. We find, addi-
tionally, that ferromagnetic correlations can tunnel into
the S side where there is no magnetic order parameter.
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Figure 1. (a) The geometry of F/S bilayers: the interface lies
on x− z plane and has finite extent along the ŷ and ẑ direc-
tions, and is infinite in the x̂ direction. (b) and (c) Proximity-
induced singlet (red) and triplet (blue) correlations. These
correlations penetrate significantly into the F (left of dashed
lines) region due to the metallic structure. Panel (c) consid-
ers a thicker F region (y = 20/kF ) where LOFF oscillations
of the singlet component are observed, consistent with previ-
ous experiments. As shown in Panel (b) for a more narrow F
region considered in this paper, no oscillations are observed.

For definiteness we show the configuration of the F/S
proximity junctions in the top panel of Fig. 1. Below we
present our numerical results (for two cases discussed be-
low) for both singlet and triplet pair amplitudes. It can
be seen that the singlet pair amplitudes oscillate with
a much shorter decay length than their triplet counter-
parts. Additionally the triplet correlations, which are
spread throughout the ferromagnetic side, show a small
penetration into the superconducting region. These long-
range triplet correlations [33] were experimentally con-
firmed [13], by introducing Ho into Nb-based Josephson
junctions and observing a slow decay as a function of
ferromagnet thickness.

II. BACKGROUND THEORY

Our system is described by a mean-field Hamiltonian

H =

∫
d3rψ†σ(r) (Hsp +HFM)σσ′ ψσ′(r)

+∆(r)ψ†↑(r)ψ†↓(r) + h.c., (1)

involving fermions created (annihilated) by operators
ψ†σ(r) (ψσ(r)) with spin σ =↑, ↓. The single particle
Hamiltonian Hsp =

(
−∇2/2m− EF

)
σ0 describes free

fermions of mass m, and Fermi energy EF ; the iden-
tity operator σ0 acts in spin space. Throughout we set
~ = kB = 1.

The helical ferromagnet introduces a coupling term
HFM = h(r) · σ, where σ = (σx, σy, σz) is a vector of
Pauli matrices operating in spin space. The conical or-
der of the exchange field h, assumed to reside only in the

ferromagnet, is written as

h = h0

{
cosαẑ + sinα

[
sin

(
βz

a

)
x̂ + cos

(
βz

a

)
ŷ

]}
,

(2)
where h0 is the internal field strength of the ferromag-
net. Here the helical ferromagnet parameters are set by
a lattice constant along the c-axis of a, α ∈ [0, π] is the
opening angle and β sets the periodicity of the helix to
be λ = 2πa/β. The exchange field we use throughout
is consistent with the parameters discussed by Chiodi et
al, [14], as is the period of the spiral order along the c-
axis. While one could consider Tb or Dy [34] or even
MnSi [35] which all exhibit spiral magnetism, here we fo-
cus on Ho in which the proximity effect has been more
systematically established.

For notational convenience, Eq. (2) assumes a helix
axis oriented along ẑ, i.e., parallel to the F/S interface as
in Fig. 1; we also consider situations when this rotated by
an angle θ ∈ [0, π] with respect to the x̂-axis. While in an
infinite system this axis direction is irrelevant, when finite
size effects are introduced it is important as discussed be-
low. The second line in Eq. (1) describes the pairing field
∆(r) = g(r)〈ψ↑(r)ψ↓(r)〉 of two fermions. This depends
on the singlet pairing interaction g(r), which is assumed
to vanish in the ferromagnet and to be constant in the
superconductor. Although there is no intrinsic pairing
in F, a singlet pairing correlation, 〈ψ↑(r)ψ↓(r)〉 can be
induced via proximity effects.

III. TOPOLOGICAL FEATURES OF RELATED
ANALYTICAL MODEL

To understand possible topological phases, it is useful
to first neglect the position dependence in ∆(r) and fo-
cus on an infinite superconductor with a uniform (non
proximity induced) gap parameter ∆; the magnitude of
the helical ferromagnet field strength is assumed con-
stant throughout. Applying a gauge transformation
ψ↑ → e−iβz/2aψ↑ and ψ↓ → eiβz/2aψ↓, the single par-
ticle part of Eq. (1) is

H ′sp +H ′FM = Hsp − vsoσ
zi∂z +mv2

so/2 + h′ · σ (3)

where h′ = h0 (sinαx̂ + cosαẑ) and vso = β/2ma.
In this way, the presence of helical magnetism can be
viewed as imposing the important combination of a con-
stant Zeeman field and one-dimensional spin-orbit cou-
pling [19, 36–38].

Because the gauge transformed Hamiltonian is trans-
lationally invariant, we consider the Nambu spinor Ψk =(
ψ↑k, ψ↓k, ψ

†
↑k, ψ

†
↓k

)T
, allowing Eq. (1) to be expressed

in BdG form as H = 1
2

∑
k Ψ†kHeffΨk, where

Heff = εkτ
z − vsokzσ

z + h0 (cosασz + sinασx) τz

+ ∆(iσy)τ+ + ∆∗(−iσy)τ−. (4)

Here k = (kx, ky, kx) is a 3D momentum for a dispersion
ε(k) = k2/2m − µ, where EF → µ = EF − mv2

so/2 is
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a renormalized chemical potential; in this work, we pre-
sume µ > 0 as is appropriate to F/S heterojunctions. We
also define the Pauli matrices τ i to operate in particle-
hole space with τ± = (τx + iτy) /2.

The topological phase diagram is analytically tractable
for the conical opening angle α = π/2. In a different
context, this Hamiltonian has been explored elsewhere
at other opening angles [2–4]. The four bands of the
quasi-particle energy spectrum satisfy

E2
k = ε2k + v2

sok
2
z + h2

0 + |∆|2 ± 2
√
ε2k (v2

sok
2
z + h2

0) + h2
0|∆|2.
(5)

The one-dimensionality (or “equal Rashba-Dresselhaus”
limit) of the spin-orbit coupling results in a topological
phase structure that is qualitatively distinct from that
frequently studied in proximity systems. Rather than
gapped topological phases, the above dispersion relation
is associated with bulk nodal topological phases, which
are characterized [4, 39], by analyzing the spectrum as

a function of k⊥ ≡
√
k2
x + k2

y. The physics of the nodal

points depends crucially on the dimension of the system,
with a three-dimensional system having zero, one, or two
nodal lines, while in two dimensions there are zero, two,
or four Dirac points [4].

It is important to establish that these topological nodal
features are robust. We consider a perturbation of the
form mτ iσj . As long as particle-hole symmetry Ξ = ∗τx
(where ∗ is anti-unitary complex conjugation) and chiral
symmetry C = −τyσx are preserved, the only effect of m
is to renormalize µ,∆ or h0. Notably perturbations of
this form will not introduce a gap in the system. This
chiral symmetry is exact for α = π/2, and therefore, in
this case, the nodal structure is topologically protected.

In particular we consider the 2D limit by setting ky =
0; when h0 < |∆|, the system is gapped and in the trivial

phase. When |∆| < h0 <
√
µ2 + |∆|2, the gap closes

resulting in a topological phase with four Dirac points at

k2
x = (k±x )

2 ≡ 2m
(
µ±

√
h2

0 − |∆|2
)

. In the strong mag-

netic field limit, h0 >
√
µ2 + |∆|2, the two Dirac points

at ±k−x annihilate, resulting in two total Dirac points at
±k+

x . The boundaries of these inequalities correspond to
topological phase transitions.

In a general topologically-non-trivial phase, one finds
gapless surface modes [40, 41]; specifically, for topologi-
cal superconductors these are Majorana modes [42–44].
To analytically establish these Majorana surface modes
we demonstrate a correspondence with the well known
Su-Schrieffer-Heeger (SSH) [1, 45] model. Without loss
of generality, we take ky = 0 and look at low energy ex-
citations around the two nodal points k±c = (±k+

x , 0, 0);
a similar argument follows expanding around the points
±k−x . When the system has a finite extent, these will turn
out to be connected by a flat band, as in the left panel
of Fig. 6. Let us expand around the nodal points k =
k±c +q: to first order in q, H0(k) = H0(kc)+∇kH0(kc)·q.
The matrix H0(kc) has two non-zero eigenvalues along
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Figure 2. The dispersion relation for a thin (homogenous)
topological superconductor (kF dy = 10) where the exchange
field strength and the pair potential are forced to be uni-
form throughtout the bulk. The three distinct zero-energy
flat bands, and additional Dirac points, can be understood as
coming from a finite-size quantization of modes along the ŷ-
direction. The location of these flat bands is consistent with
an analytic analysis of the BdG dispersion.

with two vanishing eigenvalues. Projecting into the de-
generate subspace of these latter two eigenvalues yields

∇kH̄0(kc) · q = ±v1qxσ̄
1 + vsoqzσ̄

2 (6)

where v1 = Ωk+
x /mh0. Here Ω =

√
h2

0 −∆2 and the
rotated Pauli matrices are given by σ̄1 = σx, σ̄2 =
(h0σ

z + iΩσy)/h0, and the two distinct signs ±, re-
flect distinct fermion helicities. Equation (6) is evidently
of the form of an effective Su-Schrieffer-Heeger [1, 45]
Hamiltonian. In particular, here we contemplate an in-
terface at z = 0 separating different phases qx > 0 and
qx < 0 so that this mapping establishes the existence of
surface states at the z = 0 interface. Importantly, these
correspond to localized zero energy Majorana modes.
When we consider an extended system along x̂, a value
of k2

x > 0 will drive a topological phase transition in
the dimensionally reduced Hamiltonian. This results in
a flat band of Majorana edge states connecting the Dirac
points.

A. Triplet Pairing Correlations

Motivated by interest from the supercon-
ducting spintronics community, we address
the triplet, time dependent correlation func-
tions f0 (r, t) = (f↑↓ (r, t) + f↑↓ (r, t)) /2 and
f1 (r, t) = (f↑↑ (r, t)− f↓↓ (r, t)) /2, where fσσ′ (r, t) =
〈ψσ(r, t)ψσ′(r, 0)〉. Both components can be seen to
vanish at t = 0. Using Eq. (4) one can calculate the
anomalous Green’s function Fσσ′(ωn) as the Fourier
transform of fσσ′(t), and it follows that the corre-
sponding odd frequency pair amplitude defined through
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Figure 3. BdG wavefunctions of a zero energy mode for the
three flat bands observed in Fig. 2. From the left to the right
panel, wavefunctions belong to the zero energy band of the
range 0 < kx < 0.37, 0.66 < kx < 0.79, and 0.86 < kx < 0.96
are plotted respectively. The number of maxima along the
ŷ- directions decreases when kx increases, consistent with our
analytic analysis.

f−σσ′(ωn) ≡ 1
2 [Fσσ′(ωn)− Fσσ′(−ωn)] [46] satisfies

f−↑↑ = −f−↓↓ =
−2iωnh0∆

α(ωn,k)
, f−↑↓ = f−↓↑ = 0 (7)

with α (ωn,k) even in k and Matsubara frequency ωn.
In this way both the ms = 1 and ms = −1 (f−↑↑ and

f−↓↓) triplet correlations can be present while ms = 0

(f−↑↓+f
−
↓↑) is entirely absent. As a consequence, the ms =

0 component, if it is present, can only be induced near
the edge, where Majorana modes appear.

IV. NUMERICAL STUDY OF PROXIMITY
SYSTEMS

The above mapping onto the SSH model suggests that
the proximity region of a F/S heterostructure can host
interesting topological phases with Majorana flat band
edge states. We next confirm this by numerically imple-
menting the counterpart proximity junction calculations
using a fully self-consistent scheme which allows for a spa-
tially inhomogeneous gap ∆(r). Specifically, we consider
the geometry in Fig. 1, where, importantly, the system
has finite extent along the junction direction ŷ, as well
as along the helical axis ẑ. We consider the x direction
as infinite with a momentum labeled by kx.

The pair potential and exchange fields are functions of
y and z, and because the HamiltonianH is translationally
invariant along x̂, this property allows us to write

unσ(r) = ũnσ(r⊥)eikxx, (8)

vnσ(r) = ṽnσ(r⊥)eikxx, (9)
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Figure 4. The BdG dispersion relation for a wider junction,
where kF dy = 50. The momentum modes ky = nπ/kF dy,
along ŷ, are still quantized, but with spacing that is five times
denser than the thin junction discussed in Fig. 2. Therefore,
there are many more flat bands correspond to each ky than
the case shown in Fig. 2. The numerous flat bands signifi-
cantly overlap and approximately recover the two-dimensional
flat band connecting Weyl rings for the case of a fully three-
dimensional (nodal) topological superconductor. This is as
would be expected from Eq. (5).

where r⊥ = (y, z) and kx is the momentum along x̂ di-
rection. Then for each value of kx, we then solve for the
BdG eigenvalues and eigenfunctions

(
Hsp(kx, r⊥) +HFM(r⊥) ∆(r⊥) (iσy)
−∆∗(r⊥) (iσy) −H∗sp(kx, r⊥)−H∗FM(r⊥)

)
×
(
ũnσ(r⊥)
ṽnσ(r⊥)

)
= εn

(
ũnσ(r⊥)
ṽnσ(r⊥)

)
.

(10)

Here, the momentum label kx only enters in
Hsp(kx, r⊥) = k2

x/2m − ∇2
⊥/2m − µ. This acts to shift

the chemical potential µ→ µ− k2
x/2m, and in this way,

the system is “dimensionally reduced” with respect to
the topological properties.

The self-consistent order parameter (which depends on
the interaction strength g(r)) is to be distinguished from
the anomalous pairing amplitudes. The former is zero in
the ferromagnet, while the latter is not. We have

∆(r) = g(r)〈ψ↑(r)ψ↓(r)〉 ≡ g(r)F (r) = g(r⊥)F (r⊥).
(11)

We similarly define the pair amplitudes F (r) ≡
〈ψ↑(r)ψ↓(r)〉.

A. Introducing the Helical magnet

The exchange field h(r⊥) of the ferromagnet is given
in Eq. (2), and is taken to vanish in the superconductor
and to be present in the ferromagnet, so that h0(r⊥) =
h0Θ(dF − y). For most of this paper, the helical axis of
the exchange field h is along the ẑ direction. However,
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in experimental junctions one can contemplate a more
general expression for h with the helical axis lying in the
y − z using the rotation matrix,

Rx(θ) =

1 0 0
0 cos θ sin θ
0 − sin θ cos θ

 . (12)

As a consequence the rotated exchange field h(r) is

h(r)→ h̄(r) = Rx(θ)h
(
R−1
x (θ)r

)
. (13)

The helical axis of h̄(r) now makes an angle θ with re-
spect to the ẑ-axis. This leads to

h̄x = h0 sinα

[
cos

(
β

a
sin θy

)
cos

(
β

a
cos θz

)
− sin

(
β

a
sin θy

)
sin

(
β

a
cos θz

)]
, (14)

h̄y = h0 cos θ sinα

[
sin

(
β

a
sin θy

)
cos

(
β

a
cos θz

)
+ cos

(
β

a
sin θy

)
sin

(
β

a
cos θz

)]
+ h0 sin θ cosα, (15)

h̄z = −h0 sin θ sinα

[
sin

(
β

a
sin θy

)
cos

(
β

a
cos θz

)
+ cos

(
β

a
sin θy

)
sin

(
β

a
cos θz

)]
+ h0 cos θ cosα. (16)

B. Numerical algorithm

We numerically solve the BdG eigenvalue problem of
Eq. (10) following the scheme developed in Ref. [24]. For
definiteness, we set the lattice constant to be a = k−1

F .
We then expand both the matrix elements of Eq. (10)
and the eigenfunctions in terms of a Fourier basis. For
the quasi-particle and quasi-hole wavefunctions, we have

ũnσ(r⊥) =
2√
dydz

∑
p,q

upqnσ sin

(
pπy

dy

)
sin

(
qπz

dz

)
,(17)

ṽnσ(r⊥) =
2√
dydz

∑
p,q

vpqnσ sin

(
pπy

dy

)
sin

(
qπz

dz

)
.(18)

We generically define the matrix elements of an operator
M to be

Mpqp′q′ ≡ 〈pq|M |p′q′〉 (19)

=
4

dydz

∫ dy

0

∫ dz

0

dydz sin

(
pπy

dy

)
sin

(
qπz

dz

)
×

M sin

(
p′πy

dy

)
sin

(
q′πz

dz

)
. (20)

Our BdG eigenvectors are then used to construct a
self-consistent gap profile

∆(r⊥) = g(r⊥)
∑

εn<ωD

(
un↑v

∗
n↓ − un↓v∗n↑

)
tanh(

εn
2T

),

(21)
where the Debye frequency ωD is the energy cutoff and T
is the temperature (we set T = 0 in this paper). Similarly
the pairing amplitudes are found to be

F (r⊥) =
∑

εn<ωD

(
un↑v

∗
n↓ − un↓v∗n↑

)
tanh(

εn
2T

), (22)

where the sum over the energy index n also includes an
integral over kz states. The coupling function g(r⊥) =
gΘ(y−dF ), where Θ(y) is the unit step function, is taken

to be a constant inside the superconducting region while
vanishing in the ferromagnet.

Where topological phases enter is governed by the de-
tails of the resulting energy dispersion in the Ho subsys-
tem. These, in turn, depend on the pairing correlations.
These correlations are associated with real space pair-
ing oscillations (deriving from LOFF-like physics) and
depend rather strongly on h0. In this context, and be-
cause of the inequalities associated with topological or-
der, the value presumed for h0 is important, and is here
taken to agree with experiment [14]. Another parameter
which could be of concern is the energy cutoff ωD. This
sets the overall superconducting transition temperatures
of the pure bulk superconductor [47], but is otherwise
irrelevant when discussing topological inequalities. For
definiteness, we take ωD = 0.1EF in all of our numerical
calculations.

With this analysis, we are able to transform the
inhomogenous BdG differential equation into an alge-
braic matrix that can be numerically diagonalized [24]
to produce eigenvalues (εn) and eigenfunctions (un and
vn) thereby obtaining essentially all important quanti-
ties [24, 48].

V. FINITE SIZE EFFECTS IN HOMOGENEOUS
(NON-PROXIMITY) SUPERCONDUCTORS

In order to calibrate the results obtained in a proximity
junction, it is useful first to identify signatures of Majo-
rana phases in a simpler situation in which a true order
parameter is presumed as in the analytical model, but in
a system with finite sample dimensions. This situation
is more physical than in the analytically tractable model
since these finite dimensions are inevitable in a proximity
situation. Here, we perform a series of numerical calcula-
tions based on the assumption of a homogeneous gap tak-
ing the exchange field and the pair potential as constant.
The analysis here builds on the numerical algorithm de-
veloped in the previous section, without the complexity
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Figure 5. The BdG wavefunction of a Majorana zero mode for the (a) proximity-coupled junction and (b) a homogeneous
system. (a) A calculation using the self-consistent gap in the geometry and parameters of Fig. 2(a) of the main text, with
kx lying in the flat band. (b) The zero mode wavefunction with the gap and exchange field are forced to be homogeneous
throughout the sample. This calculation helps disentangle the role of finite size effects from the inhomogeneous gap in the
self-consistent calculation. Here, we take h0 = 0.1EF , and kx = 0 to lie in the central flat band (see also Fig. 2); all other
parameters are the same as the proximity-coupled junctions. The nodal structure in the BdG wavefunction demonstrates a
3D like nature, in contrast to the quasi-2D like nature on the left panel. We find the wavenumber is approximately kF , as is
expected from the discussion of the analytic model.
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Figure 6. The dispersion of the BdG Hamiltonian (see main text) as a function of kx for three different helicial ferromagnets.
(a) The helical axis is oriented along ẑ: zero-energy flat bands connect two pairs of topologically protected Dirac points, as
predicted from the analytic model. (b) Rotating the helical axes by π/4 about the x̂-axis, we find the Dirac cones and edge
states remain. (c) With decreased ferromagnetic field strength and without rotating the axis, the system enters a trival phase.

of establishing a self-consistent spatially dependent gap.
By varying the sample thickness systematically, in effect,
we study a crossover of the edge mode structure from
quasi-2D to 3D. Several different thicknesses kF dz were
considered, ranging from kF dz = 70 to kF dz = 150, and
our results were found to be independent of this param-
eter for all the cases considered. In all calculations we
assumed that the sample was infinite in the x̂-direction.

We can more carefully map out how the system evolves
by analyzing the behavior of the energy dispersion. The
positive-energy branches of the continuum BdG disper-
sion are

Ek =

√
ε2k + v2

sok
2
z + h2

0 + |∆|2 ± 2
√
ε2k (v2

sok
2
z + h2

0) + h2
0|∆|2.

(23)
For a 3D homogeneous and infinite sample, nodal points

can only occur when kz = 0, which gives

E(kz = 0) =

√(
k2
x + k2

y − 1 +mv2
so/2EF

)2
+ ∆2 − h0,

(24)
where we have chosen the negative sign. For simplicity,
here and in the remainder of this section, we normalize
energies to EF and momentum to the Fermi wavevector,
kF . The correction to the chemical potential by the he-
lical wavevector β = π

6a is µ − EF = mv2
so/2 ≈ 0.07EF

(see main text).

We consider a finite sample of width dy in the ŷ direc-
tion, with kmin

y = π
kF dy

and kmax
y ≈ 1. When dy goes to

infinity, kmin
y vanishes. However, for a sufficiently small

sample, the discretized nature will result in quantized
momentum modes ky = nπ

kF dy
for integer n. The result-

ing excitation spectrum will be approximated by “cuts”
through the full 3D spectrum, where ky is fixed. To see
this, consider the spectrum when ky has been replaced
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with a quantized mode:

E(kz = 0) =

√√√√(k2
x +

(
nπ

kF dy

)2

− 1 +mv2
so/2EF

)2

+ ∆2−h0.

(25)
This quantity vanishes when

k2
x = 1−mv2

so/2EF −
(

nπ

kF dy

)2

±
√
h2

0 −∆2. (26)

is satisfied. As a result, the finite size along dy effec-
tively renormalizes the chemical potential and shifts the
topological phase boundary.

For the example we address below, we take h0 = 0.1,
∆ = 0.032, kF dy = 10 and kF dz = 150. Thus the two
nodal points occur at k−x = 0.86 and k+

x = 0.96. The zero
energy flat band in a finite-size system then lies in the
range 0.86 < kx < 0.96. When n = 2, we have 0.66 <
kx < 0.79. For n = 3, we have 0 < kx < 0.37. This
analysis shows that there will be three zero energy flat
bands for n = 1, 2, 3. Furthermore, for each band indexed
by n, the corresponding wavefunction amplitudes show
n maxima along the ŷ-direction at two edges in the ẑ-
direction. This is illustrated as Fig. 3.

To understand the limit as the width dy tends to in-
finity, we take the case of a large but finite y-thickness
(kF dy = 50), as illustrated in the electronic structure in
Fig. 4. One can understand the limiting case by first vi-
sualizing a Weyl annulus lying on kx − ky plane. If one
looks at the annulus along the ky−axis, the Weyl annulus
becomes a complete line. The plot in Fig. 4 should be
contrasted with that in Fig. 2.

VI. NUMERICAL EVIDENCE FOR
MAJORANA FLAT BANDS IN PROXIMITY

JUNCTIONS

With this framework we now present numerical solu-
tions to the BdG equations in a proximity configuration,
as given in Eq. (10); this shows how Majorana modes dis-
cussed above will appear in a conical ferromagnet- super-
conductor junction. Unless otherwise specified, our ge-
ometry is based upon a superconducting (S) region with
a coherence length ξ = 20/kF . This S region is large,
with thickness (in the ŷ direction) 60/kF , whereas we
consider widths of the ferromagnet varying from 5/kF to
20/kF . The height of the F/S junction in the ẑ-direction
is 80/kF . The exchange field in Figs. 6(a) and 6(b) is
h0 = 0.2EF .

We first observe from Figs. 1(b) and 1(c) that the pair-
ing amplitude penetrates significantly into the F region
which is to the left of the vertical dashed lines. Figure
1(b) corresponds to the case when the thickness of F is
comparable to the coherence length. Here one sees that
the singlet pairing amplitude exhibits oscillations of a
LOFF-like form. As shown in this figure, when the os-
cillation length (which depends on the exchange field) is

shorter than the width of the ferromagnetic region, the
singlet pairing amplitude can reach zero sufficiently deep
into the conical magnet. Consequently, the bulk energy
spectrum is no longer fully gapped and this will destroy
a topological phase.. We therefore chose the width of the
F region to be large compared to the Fermi length, but
still sufficiently small such that the singlet component
does not assume a value of zero in the bulk. This is is
the situation shown in Fig. 1(c), which is the basis for
our subsequent analysis.

As a summary figure, it is useful to first to compare re-
sults for a true proximity system with one in which there
is a homogeneous gap, as in the figures of the previous
section. Figure 5 compares an (a) edge mode found in the
proximity coupled system to (b) that of a system with a
homogeneous gap throughout. In the proximity calcu-
lation, the width kF dy = 6 of the ferromagnet is small
compared to the correlation length, and the edge mode
is tightly localized in the proximity region. In contrast,
the system with a homogeneous gap has an edge mode
localized through the entire region of length kF dy = 50.
This edge-state wavefunction has a nodal character signi-
fying the wavefunction is a standing mode with wavevec-
tor close to kF .

We turn to Fig. (6) which illustrates the topological
structure, and emergence of Majorana flat bands in this
proximity system. Just as in the analytic model of Eq. (4)
there exists a critical value of h0 that defines a transition
between a fully gapped trivial phase and a topological
phase with two or four Dirac points. We find that the
numerically determined topological phase boundaries do
not match precisely with those of the analytical model.
This is presumably because there is no well defined value
to assign to the parameter, ∆, since the coupling g(r⊥)
is zero in the ferromagnet; while there is a pairing gap
which is proximity induced, it assumes a range of position
dependent values.

In Fig. 6 we provide examples of the calculated energy
dispersion for different orientations of the helical axis and
in topological and trivial phases. As above, we fix the
opening angle α = π/2. The helical axes in Figs. 6(a)
and 6(c) are along ẑ, while it is along ŷ + ẑ, in Fig. 6(b).
We see from the central panel that, as expected, robust
Majorana phases survive up to some reasonably large ro-
tation angle, illustrated here with π/4. For the case of a
π/2 rotation additional complications, relating to LOFF
oscillations ensue. By contrast, Fig. 6(c) presents the
case of a smaller field strength h0 = 0.08EF , such that
the system has crossed from the topological phase shown
in the first panel, into the trivial phase. This results
in a superconductor that is fully gapped without surface
states.

To establish whether the zero energy flat bands of
Fig. 6 are related to surface Majorana effects, in Fig. 7(a)
we study the localization of the flat-band eigenfunctions
in the ŷ − ẑ plane. We plot these wavefunctions taking
kx = 0.95kF close to a bulk nodal point; this wavefunc-
tion is localized near the ẑ-axis edge. Notably it is rather
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Figure 7. Plots of the (a) BdG wavefunction of the zero energy mode at kx = 0.95kF and (b) ms = 0 triplet correlations as
measured by the real part of f0(t = 4/ωD) (the magnitude of the imaginary part is much smaller.) These triplet correlations
cannot appear in the bulk, and only exist near the edge for both topological and trivial phases. (c) The local density of states
(DOS), normalized to the DOS of the normal metal at the Fermi-level. For a thicker sample size, (dz = 80/kF , red) a single
zero-energy peak is observed, corresponding to localization of Majorana edge states. As the thickness is decreased (dz = 30/kF ,
blue), the Majorana states can overlap, resuling in a splitting of the zero-energy state peak.

sharply peaked on the ferromagnetic side away from the
precise F/S interface. This observation is what we would
expect according to the analytic discussion surrounding
Eq. (4). This provides some support for the conclusion
that our numerical calculations have, indeed, identified
Majorana modes.

Before looking for additional support, it is useful to
see if these Majorana flat bands are related to the odd-
frequency pairing amplitude, as has been suggested or
investigated [46, 49–52]. In Fig. 7(b), we plot the ms = 0
triplet correlation function f0. As shown in our analyti-
cal analysis of Eq. (7) we should not find a non-vanishing
ms = 0 triplet component in the bulk. This panel, in-
deed, shows that this particular correlation is confined
to the surface, much like the Majorana modes. Notably,
we find this to be the case even in the non-topological
phases, so that despite the fact that they appear rather
similar there is little direct correlation between the f0

and the Majorana modes.
To establish experimental signatures for the existence

of Majorana modes, we address the local density of states
(LDOS) which can be probed using scanning tunneling
microscopy or photoemission. Recent work [53] exploring
the nature of topological protection with end-mode sep-
aration, suggests that we analyze how a finite thickness
in the ẑ direction affects the localized nature of our flat
band, zero energy modes. In the right panel of Fig. 7
we plot the LDOS for two different thicknesses. The red
curve corresponds to the thicker system with dz = 80/kF ,
where there is a single zero bias peak. For the blue curve
where the thickness is substantially reduced, dz = 30/kF ,
we find two peaks in the LDOS. This is what would be ex-
pected if the surface states were Majorana modes which
had some overlap, due to finite size effects.

VII. CONCLUSION

In this paper we have suggested a different heterostruc-
ture for readily observing nodal topological superconduc-
tivity and related Majorana surface flat bands. This is
to be contrasted with the widely studied px ± ipy prox-
imity heterostructures [5, 6] which yield a strictly two

or one dimensional (gapped) topological superconductor.
We consider proximity induced superconductivity in con-
ical ferromagnets where the necessary ingredients of ef-
fective (1D) spin-orbit coupling and Zeeman fields are
conveniently and simultaneously present. The feasibility
of making these superconducting heterostructures is well
established for Nb-Ho proximity junctions, where there
is clear evidence [12, 13, 33] for finite range penetration
of superconducting correlations. Here, however, we sug-
gest that the helical axis of Ho be oriented parallel to the
junction plane.

We employ a numerical Bogoliubov-de Gennes scheme
which can accomodate finite length scales in two of the
three dimensions. While we encounter increased numer-
ical complexity, in contrast to periodic boundary con-
ditions, we then have access to edges and can study
the Majorana wavefunctions associated with the E = 0
flat bands. This numerical scheme should also be com-
pared with Eilenberger-based approaches which it was
suggested [52] might be required in order to establish
triplet, odd frequency pairing. We have demonstrated
that such a pairing correlation is indeed found in our
BdG approach, and is associated with the edges, rather
like that of the E = 0 Majorana states. However, be-
cause these triplet effects also appear in a non-topological
phase, there is no simple correlation between the two.

We emphasize, throughout, that with our self-
consistent proximity calculation, there is a clear distinc-
tion between analytical models for the equivalent topo-
logical phases (with a presumed homogeneous order pa-
rameter) and the counterpart proximity-induced phase
which contains no pairing interaction and thus no or-
der parameter in the magnetic subsystem. Nevertheless,
a numerical study of a homogeneous system which in-
cludes edges and finite size effects, provides a calibration
showing how Majorana flat band states will appear with-
out proximity effects. A comparison of the wavefunction
plots we find in our junctions (induced solely by proxim-
ity) provides strong support for identifying these bound
surface states with Majorana flat bands.

Importantly, our calculations show that localized Ma-
jorana modes appear away from the junction interface.
This presents an experimental advantage as these Majo-
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rana states are much more accessible than in a buried
proximity interface. In a rather complete review of in-
trinsic nodal topological superfluids [54] (such as high Tc
cuprates, heavy fermions and the A phase of helium-3),
it was noted that the most reliable experimental signa-
tures of Majorana flat bands involve the tunneling con-
ductance: in particular a sharp zero bias peak. There are
also weaker indications in the electromagnetic response
and the anomalous spin Hall conductance and in quasi-
particle interference using scanning tunneling microscopy
[54]. Additional interest has focused on the anomalous
Josephson effect [55].

In this paper we have singled out the zero bias tunnel-
ing feature and moreover demonstrated how it is modi-
fied as the height of the junctions is reduced. This latter
is suggestive of the interaction between Majorana bound
states [53] and should serve to more clearly identify these
topological signatures. We observe as well, that because
the Majorana modes are at the junction corner, they may
be more amenable to photoemission probes.

We end by noting that we have not considered the ef-
fect of disorder in our proximity calculations, although
the s-wave odd-frequency spin triplet state is not partic-
ularly sensitive to impurity effects, as compared with the
p-wave even-frequency spin triplet [29]. However, even
for a pristine sample, disorder is inevitable at the sur-
face. Our numerical scheme can and will be extended to
address these disorder effects in a future work.

Acknowledgements.– We thank Rufus Boyack for help-
ful conversations. This work was supported by NSF-
DMR-MRSEC 1420709.

Appendix A: Additional Numerical Details on
Proximity Calculations

We present the expansion coefficients of the single par-
ticle part Hsp, which can be found from explicit calcula-
tion to be

Hpqp′q′

sp =

{
1

2m

[(
pπ

dy

)2

+

(
qπ

dz

)2

+ k2
x

]
− EF

}
δpp′δqq′ .

(A.1)

Similarly, the pair potential can also be expanded as
∆pqp′q′ ≡ 〈pq|∆(r⊥)|p′q′〉. We also calculate the expan-
sion coefficients for each vector component of exchange

fields hpp
′qq′

i as 〈pq|hi|p′q′〉 (i = x, y, z). for general θ
defining the angle between the z direction and helical
axes, we have

hpp
′qq′

x = h0 sinα (K1pp′R1qq′ −K2pp′R2qq′) , (A.2)

hpp
′qq′

y = h0 cos θ sinα (K2pp′R1qq′ +K1pp′R2qq′) (A.3)

+ h0 sin θ cosαDpp′qq′ ,

hpp
′qq′

z = −h0 sin θ sinα (K2pp′R1qq′ +K1pp′R2qq′)
(A.4)

+ h0 cos θ cosαDpp′qq′ ,

where we have defined the following quantities

K±±1pp′ =
sin
(
dF

(
β
a sin θ ± p±p′

dy
π
))

β
a sin θdy ± (p± p′)π

,

K±±2pp′ =
1− cos

(
dF

(
β
a sin θ ± p±p′

dy
π
))

β
a sin θdy ± (p± p′)π

,

R±±1pp′ =
sin
(
dz

β
a cos θ ± (q ± q′)π

)
dz

β
a cos θ ± (q ± q′)π

,

R±±2pp′ =
1− cos

(
dz

β
a cos θ ± (q ± q′)π

)
dz

β
a cos θ ± (q ± q′)π

,

Dpp′qq′ =

 sin

(
(p−p′)πdF

dy

)
(p− p′)π

−
sin

(
(p+p′)πdF

dy

)
(p+ p′)π

 δqq′ ,
and

K1pp′ =
1

2

(
K+−

1pp′ +K−−1pp′ −K
++
1pp′ −K

−+
1pp′

)
,

K2pp′ =
1

2

(
K+−

2pp′ +K−−2pp′ −K
++
2pp′ −K

−+
2pp′

)
,

R1pp′ =
1

2

(
R+−

1pp′ +R−−1pp′ −R
++
1pp′ −R

−+
1pp′

)
,

R2pp′ =
1

2

(
R+−

2pp′ +R−−2pp′ −R
++
2pp′ −R

−+
2pp′

)
.

The differential BdG eigenvalue equations are now con-
verted into algebraic eigenvalue problems. The number
of terms in the Fourier series is determined through the
following relations

1

2m

(
nmax
y,z π

dy,z

)2

= EF (1 + ωD). (A.5)

For numerical purposes, one has to use a finite number of
points for the continuous variable “kx”. We choose kx to
be evenly distributed in the range −kmax

x < kx < kmax
x ,

where kmax
x is given by

(kmax
x )

2

2m
= EF (1 + ωD). (A.6)

We choose the number of kx points to be 256.
In order to find the correct energy minimum, the sin-

glet pair amplitudes are determined self-consistently. In
other words, the eigenvalue problem is solved iteratively.
Once we have the self-consistent quasi-particle eigenfunc-
tions, the triplet amplitudes can be obtained via the fol-
lowing equations

f0(r⊥, t)

=
∑
n

[
un↑(r⊥)v∗n↓(r⊥) + un↓(r⊥)v∗n↑(r⊥)

]
ζn(t), (A.7)

f1(r⊥, t)

=
∑
n

[
un↑(r⊥)v∗n↑(r⊥)− un↓(r⊥)v∗n↓(r⊥)

]
ζn(t), (A.8)
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where ζn(t) = cos (εnt)−i sin(εnt) tanh (εn/2T ). Another
quantity discussed in the main text is the local density
of states (LDOS). It is defined as

Nσ(r⊥, ε) =
∑
n

|unσ (r⊥)|2 δ(ε−εn)+|vnσ (r⊥)|2 δ(ε+εn),

(A.9)
where σ =↑, ↓.

Appendix B: Correspondence with
Su-Schrieffer-Heeger Model in Case of Homogeneous

Gap

Here we provide details showing the relation to the
SSH model [1, 45].

We use an expansion around the appropriate Dirac
points in the effective model to suggest the existence of
protected Majorana bound states. In a topologically non-
trivial phase, bulk topological signatures are associated
with gapless surface modes. Specifically, we are consid-
ering a topological superconductor, where we expect the
edge modes to be zero-energy Majorana states. When
h0 > ∆ and Ω2 ≡ h2

0 − µ2 < ∆2, phase transitions are
signaled by a closing BdG spectral gap at k = (±k±x , 0, 0),
where

(k±x )2

2m
− µ = ±

√
h2

0 − |∆|2 = ±Ω. (B.1)

Given a momentum kx in a non-trivial region k−x < |kx| <
k+
x , there exists a surface state associated with a flat band

connecting two nodal points. We may show this explicitly
by looking at low energy excitations around k±x .

The structure of the transition can be understood from
a small-momentum expansion k = kc + q around the
point kc = (±k+

x , 0, 0). To first order in q, H(k) =
H(kc) +∇kH(kc) · q with

H(kc) = Ωτz + h0τ
zσx + τ+(iσy)∆ + h.c.,(B.2)

∇kH(kc) = ±x̂
k+
x

m
τz − ẑvsoσ

z., (B.3)

Our BdG Hamiltonian has four distinct energy bands
due to broken spin degeneracy, two are particle-like and
two hole-like. The spectrum is gapless at kc in the sense
that the lower particle band and the higher hole band
vanish at this point. This can be understood explicitly
by diagonalizing H(kc) → O−1H(kc)O directly at this
point:

O−1H(kc)O =

2h0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 −2h0

 , (B.4)

where

O =


h0+Ω

∆
Ω
∆

h0

∆
−h0+Ω

∆
h0+Ω

∆ −h0

∆ −Ω
∆

h0−Ω
∆

−1 0 1 1
1 1 0 1

 . (B.5)

For notational clarity, we apply a similarity transforma-
tion using the matrices O and O−1, rather than a unitary
transformation with O and O†. The difference is a sim-
ple normalization of the column vectors of O, and the
underlying physics is not affected.

It is more instructive to look at the same similarity
transformation applied to ∇kH(kc). We use the identi-
ties

O−1(τz ⊗ I)O =


Ω
h0

−h0+Ω
2h0

h0−Ω
2h0

0

− (h0+Ω)
h0

0 Ω
h0

−h0+Ω
h0

h0+Ω
h0

Ω
h0

0 −h0+Ω
h0

0 − (h0+Ω)
2h0

− (h0+Ω)
h0

− Ω
h0



O−1(I⊗ σz)O =


0 Ω

2h0

Ω
2h0

−h0+Ω
h0

Ω
h0

−1 − Ω
h0

− Ω
h0

Ω
h0

Ω
h0

1 Ω
h0

− (h0+Ω)
h0

− Ω
2h0

Ω
2h0

0

 (B.6)

The structure of the low energy surface states should
follow from only the gapless bands. We therefore apply
the similarity transformation O−1∇kH(kc)O and extract
the second and the third (gapless) bands:

O−1(τz ⊗ I)O → Ω

h0

(
0 1
1 0

)
=

Ω

h0
σ̄x, (B.7)

O−1(I⊗ σz)O → −
(

1 0
0 −1

)
− i Ω

h0

(
0 −i
i 0

)
,

= −σ̄z − i Ω

h0
σ̄y. (B.8)

Here we have defined new Pauli matrices σ̄i that act
only in the two-band low-energy subspace near the nodal
points. The low-energy subspace

∇kH(kc) · q→ qzvso

(
σ̄z +

Ω

h0
iσ̄y
)
± Ωk+

x

mh0
qxσ̄

x. (B.9)

Since {σ̄x, σ̄z+iσ̄yΩ/h0} = 0, after defining the constant
v1 = Ωk+

x /mh0, and the Pauli matrices σ̄1 = σ̄x and
σ̄2 = σ̄z + iσ̄yΩ/h0, we obtain Eq. (7) in the main text:

∇kH̄0(kc) · q = ±v1qxσ̄1 + vsoqzσ̄2 (B.10)

This has the form of a Dirac Hamiltonian qµγ
µ with

{γi, γj} = 2δij .
The signature ± before k+

x , corresponding to excita-
tions near the points ±k+

x , defines distinct helicities of
the excitations; thus, they are Weyl fermions. Moreover,
if we regard qx as a parameter, i.e., applying a dimen-
sional reduction, then the σ̄1 term is an effective “Dirac
mass.” In this low energy effective approximation, the
phase transition reflects the sign of qx, which is associated
with the sign of Dirac mass term. Breaking translational
invariance in the ẑ direction by replacing qz → −i∂z, we
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can consider an interface at z = 0 separating inequivalent
phases qx > 0 and q′x < 0. We have

Heff = −i∂zγz +M(z)γx, (B.11)

where M takes the role of v1qx, and is a positive constant
for z > 0 and a negative constant for z < 0. The Jackiw
and Rebbi or the Su-Schrieffer-Heeger [1, 45] story is
recovered and hence we establish the bulk-edge corre-
spondence and confirm the existence of Majorana surface
states at the z = 0 interface by solving Heffψ(z) = 0.

To be more precise, we should be able to distinguish
the trivial and topological phases. If we look at +k+

x

(−k+
x ), the Dirac mass becomes negative when qx < 0

(qx > 0). This is consistent with other analyses. On the
other hand, if we expand around ±k−x , we can again lo-
cally diagonalize H(kc) with a different similarity matrix

O′ =


h0−Ω

∆ −Ω
∆

h0

∆ − (h0+Ω)
∆

h0−Ω
∆ −h0

∆
Ω
∆

h0+Ω
∆

−1 0 1 1
1 1 0 1

 , (B.12)

which produces the similar matrices

O′
−1

(τz ⊗ I)O′ =


− Ω
h0

− (h0+Ω)
2h0

h0+Ω
2h0

0
−h0+Ω
h0

0 − Ω
h0

− (h0+Ω)
h0

h0−Ω
h0

− Ω
h0

0 − (h0+Ω)
h0

0 −h0+Ω
2h0

−h0+Ω
h0

Ω
h0

 ,

O′
−1

(I⊗ σz)O′ =


0 − Ω

2h0
− Ω

2h0
− (h0+Ω)

h0

− Ω
h0

−1 Ω
h0

Ω
h0

− Ω
h0

− Ω
h0

1 − Ω
h0

−h0+Ω
h0

Ω
2h0

− Ω
2h0

0

 .(B.13)

Finally, we again project into the gapless subspace, and
arrive at the low-energy effective Hamiltonian

∇kH(kc) · q→ qzvso

(
σ̄z − Ω

h0
iσ̄y
)
− (±)

Ωk−x
mh0

qxσ̄
x.

(B.14)
This is identical, up to signs and a replacement k+

x →
k−x , to the effective Hamiltonian in Eq. B.9 found by
expanding around the second set of Dirac points. The
additional (−1) appearing before σx is necessary to make
the criterion for topological phases consistent with the
above arguments if we define γx consistently.

Superficially, this approximation seems to depend on
the ordering of eigenfunctions corresponding to the two
gapless bands when constructing O and O′. However,
one can show straightforwardly that such an ambiguity
does not change the relevant part of O−1(τz ⊗ I)O and

O′
−1

(τz ⊗ I)O′. Our results are thus robust.

Finally, note that the topological protection is a prop-
erty of the full four-band BdG Hamiltonian, and is based
upon the existence of chiral symmetry. This argument
does not rely on the structure of the low-energy effective
expansion. Provided chiral symmetry remains, no per-
turbations can emerge that will result in a mass term.
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