
This is the accepted manuscript made available via CHORUS. The article has been
published as:

Time-reversal-breaking topological phases in
antiferromagnetic Sr_{2}FeOsO_{6} films
Xiao-Yu Dong, Sudipta Kanungo, Binghai Yan, and Chao-Xing Liu

Phys. Rev. B 94, 245135 — Published 27 December 2016
DOI: 10.1103/PhysRevB.94.245135

http://dx.doi.org/10.1103/PhysRevB.94.245135


Time-reversal-breaking topological phases in anti-ferromagnetic Sr2FeOsO6 films

Xiao-Yu Dong1,2, Sudipta Kanungo3,4, Binghai Yan2,3, Chao-Xing Liu5

1Department of Physics and State Key Laboratory of Low-Dimensional Quantum Physics, Tsinghua University, Beijing 100084, P.R.China;
2Max-Planck-Institut für Physik komplexer Systeme, 01187, Dresden, Germany;

3Max-Planck-Institut für Chemische Physik fester Stoffe, 01187 Dresden, Germany;
4Center for Emergent Matter Science (CEMS), RIKEN, 2-1, Hirosawa, Wako, Saitama 351-0198, Japan and

5Department of Physics, The Pennsylvania State University, University Park, Pennsylvania 16802-6300, USA;
(Dated: December 2, 2016)

In this work, we studied time-reversal-breaking topological phases as a result of the interplay between
anti-ferromagnetism and inverted band structures in anti-ferromagnetic double perovskite transition metal
Sr2FeOsO6 films. By combining the first principles calculations and analytical models, we demonstrate that
the quantum anomalous Hall phase and chiral topological superconducting phase can be realized in this system.
We find that to achieve time-reversal-breaking topological phases in anti-ferromagnetic materials, it is essential
to break the combined symmetry of time reversal and inversion, which generally exists in anti-ferromagnetic
structures. As a result, we can utilize an external electric gate voltage to induce the phase transition between
topological phases and trivial phases, thus providing an electrically controllable topological platform for the
future transport experiments.

I. INTRODUCTION

Recent years have witness the rapid development of the
field of topological states of matter, due to its importance in
our understanding on quantum states of matter, as well as the
potential applications in electronic devices with low dissipa-
tions [1, 2] and topological quantum computation [3, 4]. The
classification of topological states depends on the presence or
absence of certain type of symmetry [5, 6]. Quantum anoma-
lous Hall (QAH) phase [7, 8] and chiral topological super-
conductor (CTSc) [9] are two examples of topological states
in absence of time reversal (TR) symmetry (denoted as T̂ ).
The realization of these time-reversal-breaking (TRB) topo-
logical states in ferromagnetic (FM) materials, as a conse-
quence of the interplay of exchange coupling, spin-orbit cou-
pling (SOC) and inverted band structures, has motivated in-
tensive theoretical and experimental research activities. The
QAH effect has been observed experimentally in magnetically
doped (Bi,Sb)2Te3 films with long-range ferromagnetic order
[10, 11]. Evidences of CTSc have been identified in Sr2RuO4
p-wave superconductors (SCs) [12] or other SC system in
proximity to FM or under magnetic fields [13, 14]. Since
any magnetism can break TR symmetry, it is natural to ask
if TRB topological phases can be realized in other magnetic
structures, in particular anti-ferromagnetic (AFM) materials.
A few recent theoretical works started exploring topological
phases in AFM systems [15–19]. However, the required con-
dition is still unclear. More importantly, superconductivity
is incompatible with ferromagnetism, but it can coexist with
anti-ferromagnetism [20]. Thus, our understanding of the in-
terplay between topologically non-trivial band structures and
anti-ferromagnetism is important for the search of new topo-
logical superconducting materials.

In this work, we studied TRB phases in a two dimensional
(2D) AFM transition metal perovskite material – Sr2FeOsO6
thin film – on top of insulating or superconducting substrates.
With a realistic tight-binding model, we demonstrate that both
the anomalous Hall (AH) and CTSc states can be realized in
this material by applying an external electric gate voltage to

the film. The combined T̂ P̂ symmetry, where P̂ denotes in-
version symmetry, plays an essential role since it can protect a
double degeneracy at each momentum in the Brillouin zone
(BZ), and forbid the presence of the AH and CTSc states.
Since the T̂ P̂ symmetry can be broken by an external elec-
tric gate voltage, this allows for an electric switch between
different TRB topological states. We map out the phase di-
agram of various CTSc phases as a function of external gate
voltages and chemical potential, based on which one can con-
struct junction structures to detect chiral Majorana fermions.

II. Sr2FeOsO6 FILMS

The material Sr2FeOsO6 belongs to a family of transition
metal double perovskites A2BB′O6, in which A could be an
alkali, alkaline earth, or rare earth atom, while B and B′ are
two different transition metal atoms [21]. As shown in Fig.
1(a), Sr2FeOsO6 crystalizes into an well-order tetragonal lat-
tice with the FeO6 and OsO6 forming corner-sharing octahe-
dra. Recent experiments reveals [21–23] that Sr2FeOsO6 is
an AFM semiconductor with two magnetic phase transitions
at 140 K and 67 K. Both the higher and lower temperature
phases are AFM, in which magnetic moments of Fe (S = 5/2)
and Os (S = 3/2) atoms align along the z direction according
to the neutron diffraction [21]. Magnetic sites Fe and Os cou-
ple in an AFM way inside one checkerboard atomic layer in
the xy plane and two adjacent atomic layers form a double
layer configuration by the FM coupling. Further FM coupling
between neighboring double layers along the z axis leads to
the higher temperature phase, while the AFM coupling be-
tween double layers gives rise to the lower temperature phase
[21, 24]. In this work, we consider the principle double layers
of Sr2FeOsO6 with out-of-plane magnetic moments aligned in
the in-plane AFM ordering, as shown in Fig. 1(b). Low en-
ergy physics are dominated by the d orbitals of Fe and Os
atoms, and thus we only focus on these two atoms, which
form a layered checkerboard lattice for each layer. For a bi-
layer lattice, there are four atoms in one unit cell, denoted as
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FIG. 1. (a) The crystal structure of Sr2FeOsO6. One tetragonal
unit cell is shown, where the Sr atoms are omitted for simple. (b)
Schematic plot of the bilayer film with gate voltage UA. The ar-
rows on the atoms denote the local magnetic moments. The substrate
could be normal insulator or s-wave superconductor.

Fe1 and Os1 in the top layer and Fe2 and Os2 in the bottom
layer. The magnetic moments of Os1 and Fe2 atoms point up
along the z direction, while those of Fe1 and Os2 atoms point
down (Fig. 1(b)). Based on the maximum localized Wan-
nier function method [25, 26], we construct a realistic tight-
binding Hamiltonian, labeled by H0(k), with all five d-orbitals
of Fe atoms and the t2g part (three orbitals) of Os d-orbitals.
We justify our tight-binding model by comparing the bulk en-
ergy dispersion with that from the first principles calculations
and a good agreement is found, as shown in the Appendix A.
The eigen-energy spectrum of the bilayer system can be ob-
tained by solving the eigen equation H0(k)|ψn〉 = En|ψn〉 of
this 32× 32 Hamiltonian H0(k) (16 orbitals and two spins), as
shown in Fig. 2(a), for external gate voltage UA = 0. Here
the potential induced by an external gate voltage is assumed
to be UA on the top layer and −UA on the bottom layer. From
Fig. 2(a), we find that the conduction band minimum appears
at X= (π, 0) (or equivalent Y= (0, π)) while the valence band
maximum at M= (π, π) is about tens of meV higher than that
at X (or Y), giving rise to an indirect band gap. An intriguing
feature is that all the bands are doubly degenerate at each mo-
mentum, similar to the case of Kramer’s degeneracy in a TR
invariant system [27]. Although there is no individual T̂ or P̂
symmetry, the combined symmetry T̂ P̂ exists, which reverses
spin and interchanges layers, but preserves momentum, thus
leading to the double (spin) degeneracy. This is quite simi-
lar to the Kramer’s degeneracy, and forbids the occurrence of
non-zero Hall conductance (or equivalently non-zero Chern
number). Therefore, it is essential to split this double degener-
acy by breaking T̂ P̂ symmetry to achieve any TRB topological
phase. We notice this degeneracy can be split by introducing
an electric field along the z direction to break T̂ P̂ symmetry.
Below we will demonstrate that this strategy allows us to real-
ize the AH phase and CTSc phase in thin films of Sr2FeOsO6.
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FIG. 2. (a)–(d) The band structure of the bilayer film with UA =

0,−0.03,−0.246,−0.3 eV, respectively. (e) The density of states on
one edge of a ribbon configuration along x direction with UA = −0.3
eV. Two insets are the zoom-in of the corresponding regions.

III. ANOMALOUS HALL PHASE

We first study the case without superconductivity. We only
focus on the X and Y points with a direct band gap (Fig. 2(a)).
By applying a non-zero asymmetric potential UA (Fig. 2(b),
(c) and (d)), double degeneracy for both conduction and va-
lence bands are split. This splitting greatly reduces band gap
(Fig. 2(b) and (c)), and even reverses band ordering at X (Fig.
2(d)), leading to band inversion. Band inversion can result in
topological phase transition in the field of topological insula-
tors [1, 2]. Thus, we expect that band structure in Fig. 2(d)
is topologically nontrivial. We can use Chern number, de-
fined as C = (1/2π)

∫
dkx

∫
dky(∂kx Ay(k) − ∂ky Ax(k)), where

Ai = −i
∑

n∈occ.〈ψn(k)|∂ki |ψn(k)〉 (the summation is taken over
all of the occupied bands), to characterize topological nature
of our system, and direct calculation shows that the Chern
number C is 0 for UA > −0.246 eV and +2 for UA < −0.246
eV. Furthermore, we study the low-energy effective theory.
Let us label two valence bands at X as |ψv1〉X and |ψv2〉X and
two conduction bands as |ψc1〉X and |ψc2〉X. The first princi-
ples calculations show that |ψv1〉X originates from |Os1, dyz, ↑〉,
|ψv2〉X is dominated by |Os2, dyz, ↓〉, |ψc1〉X mainly consists
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of |Os1, dxz, ↓〉, and |ψc2〉X is characterized by |Os2, dxz, ↑〉.
When the asymmetric potential UA is applied, the band in-
version occurs between |ψc1〉X and |ψv2〉X. On the basis of
ΨX = (|ψc1〉X, |ψv2〉X)T , the effective Hamiltonian is

Heff = ε(k)σ0 + m(k)σz + l1kxσ
x + l2kyσ

y, (1)

where ε(k) = a0 + a1k2
x + a2k2

y , m(k) = m0 + m1k2
x + m2k2

y
and a0,1,2,m0,1,2, l1,2 are material dependent parameters. We
recognize this model as a 2D massive Dirac Hamiltonian and
the band inversion, which is described by the sign reverse of
the mass m0, changes the Chern number C by ±1. Therefore,
the Chern number C for UA < −0.246 eV should be +2, tak-
ing into account the band inversion at both X and Y. Thus,
we conclude that the Hall conductance should be 2e2/h for
UA < −0.246 eV. This conclusion is further supported by the
direct calculation of edge states in the ribbon configuration
based on the iterative Green function method [28]. Indeed,
we find two chiral edge states at one edge of the ribbon (See
Fig. 2(e) and its inset). Since the valence band maximum at
M is higher than that at X or Y, electrons may transfer from
valence bands at M to conduction bands at X and Y, leading
to electron pockets at X and Y and hole pockets at M. The
present of bulk carriers will destroy the quantization of Hall
resistance. Thus, a large, instead of quantized, Hall resistance
is expected in experiments. In addition, the scattering between
electron pockets at X and Y may lead to charge (or spin) den-
sity wave. But we emphasize that topological nature of the
system will not be changed once the band gap remains under
charge density wave (see Appendix B). Although we consider
bilayer film for simplicity, our results also exist for other film
thickness (see the calculation for four-layer films in the Ap-
pendix C). We emphasize that splitting spin degeneracy by
breaking the T̂ P̂ symmetry is essential and this strategy can
be applied to other anti-ferromagnetic system.

IV. CHIRAL TOPOLOGICAL SUPERCONDUCTING
PHASE

Next we will study this system on top of a superconducting
substrate with the s-wave singlet pairing and search for CTSc.
The key idea is to induce effective triplet SC from singlet SC
as a result of the coexistence of magnetism and SOC in the
Sr2FeOsO6 film. Similar idea has been applied to CTSc in
half-metals in proximity to a SC [29, 30], where interfacial
Rashba SOC flips electron spin and converts singlet pairing to
triplet pairing. The advantage here is that anti-ferromagnetism
and SOC coexist for Os atoms and can naturally lead to pair-
ing conversion. Below we will demonstrate that CTSc can
be realized and controlled by tuning asymmetric potential UA
and chemical potential µ.

To simulate superconducting proximity effect, we consider
the Bogoliubov-de Gennes (BdG) Hamiltonian

HBdG =

(
H0(k) − µ iσy ⊗ ∆̃

−iσy ⊗ ∆̃ −HT
0 (−k) + µ

)
(2)

in which H0 is the tight-binding model, ∆̃ is a diagonal ma-
trix with non-zero diagonal elements ∆ to describe the prox-
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FIG. 3. (a) The dispersion of the BdG Hamiltonian of the bilayer
system with UA = −0.01 eV and µ = −0.18 eV. (b) The edge dis-
persion in a 1D ribbon configuration along x direction with the same
parameters in (a). Correspondingly, the parameters in (c) and (d) are
UA = −0.05 eV and µ = −0.21 eV, and in (e) and (f) are UA = −0.01
eV and µ = −0.24 eV. The value of ∆ is fixed at 0.015 eV in all these
figures.

imity induced s-wave pairing for d-orbitals of Fe2 and Os2
atoms at the bottom layer. We also define a Chern num-
ber, N = (1/2π)

∫
dkx

∫
dky(∂kx Ãy(k) − ∂ky Ãx(k)), where Ãi =

−i
∑

n∈hole〈ϕn(k)|∂ki |ϕn(k)〉, to describe topological property of
the BdG Hamiltonian, where |ϕn〉 is eigen wave functions of
HBdG and the summation is taken over all of the hole bands.
The Chern number N for HBdG is not the same as C for H0.
For the pairing potential ∆ = 0, one can show that the electron
part H0(k) and the hole part −HT

0 (−k) possess the same Chern
number C and thus N = 2C [31]. When ∆ , 0, there is no
simple relation between C and N.

Eigen energies of HBdG can be extracted by solving the
eigen-equation (2) and a typical energy dispersion is shown
in Fig. 3(a). The Fermi energy is tuned to the valence bands
due to the rich physics in this regime. Due to the particle-hole
symmetry of HBdG, the electron bands are symmetric to the
corresponding hole bands with respect to Fermi energy (cor-
responding to zero energy in Fig. 3(a) for HBdG). A supercon-
ducting gap induced by ∆ is shown in the inset of Fig. 3(a).
The key to realize CTSc is to identify the parameter regime in
which band crossings between electron and hole bands only
occur for odd number of times. When UA = 0, all the bands
are doubly degenerate due to the T̂ P̂ symmetry and the num-
ber of band crossing must be even. Therefore, the resulting
superconducting phase must be trivial. This argument again
suggests that breaking T̂ P̂ symmetry by a non-zero UA is es-
sential. Fig. 3(a), (c) and (e) are for three different sets of
parameters (UA and µ). In Fig. 3(a) with UA = −0.01 eV,
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µ = −0.18 eV and ∆ = 0.015 eV, a non-zero UA split two
bands at M and the Fermi energy is tuned to cross only one
band around M. In this case, the Chern number N = +1 for the
corresponding superconducting phase with one chiral Majo-
rana edge mode, as confirmed by the direct calculation of edge
modes on a slab configuration in Fig. 3(b). We can further
construct an effective model for this superconducting phase
based on the theory of invariant. We label two valence band
states at M as |ψv1〉M and |ψv2〉M, of which |ψv1〉M is dominated
by the |Os1, dxy, ↑〉 state, while |ψv2〉M is given by |Os2, dxy, ↓〉.
For UA = 0, only one term (c0 + c1(k2

x + k2
y ))σ0 is allowed

(See Appendix D), where c0 and c1 are material dependent
parameters. For a non-zero UA, the two-band model is

h(k) = ε(k)σ0 + ε′(k)σz + t1(kxσ
x + kyσ

y) (3)

on the basis of |ψv1〉M and |ψv2〉M, where ε(k) = s0 + s1(k2
x +k2

y )
and ε′(k) = s′0+s′1(k2

x +k2
y ). s0, s1, s′0, s

′
1, and t1 are parameters.

t1 term comes from the hopping between Os1 and Os2 and is
essential for converting singlet pairing to triplet pairing. With
the superconducting gap, the BdG Hamiltonian is

H(k)BdG =

(
h(k) − µσ0 i∆σy

−i∆∗σy −h∗(−k) + µσ0

)
, (4)

where ∆ is the superconducting gap, and µ is the chemical
potential. When µ is tuned to cross only one band, we can
further project this 4×4 Hamiltonian into a 2×2 Hamiltonian
and the s-wave pairing will be transformed into a px + ipy
pairing due to the t1 term in h(k). Thus, we conclude that
CTSc phases can be realized in our system by applying a gate
voltage.

h±(k) =

(
ε′ ± ∆ t1(kx − iky)

t1(kx + iky) −ε′ ∓ ∆

)
, (5)

The advantage of our system is that a rich phase diagram
for CTSc with different Chern number N can be obtained by
tuning UA and µ. In Fig. 4, we identify the phase diagram in
the parameter region −0.06 eV< UA < 0.06 eV and −0.27
eV< µ < −0.16 eV. The phase diagram is constructed by
tracking the gap at X and M, and dark lines correspond to the
gapless points for topological phase transitions. We have care-
fully checked the band gap in the whole BZ to make sure that
gap closing only occurs at X and M in this parameter region.
In Fig. 4, the regions labeled by Ti(i = 1, 2, 3) are for triv-
ial phases with Chern number N = 0, while the regions with
Xi, Mi and MXi (i = 1, 2) are for CTSc phases with Chern
number N. We notice that the CTSc phases with the same µ
but opposite UA carry opposite Chern number N. Besides the
CTSc Mi : N = ±1 phase discussed above, we find another
two CTSc phases: MXi : N = ±1 and Xi : N = ±2. The
energy dispersions for the phase MXi : N = ±1 (Xi : N = ±2)
are shown in Fig. 3c (Fig. 3e) for the bulk and Fig. 3d (3f) for
the edge with UA = −0.05 eV and µ = −0.21 eV (UA = −0.01
eV and µ = −0.24 eV). Due to the multiple crossings around
both X and M, chiral Majorana edge modes and other trivial
edge modes coexist at the boundary in these two CTSc phases.
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FIG. 4. (a) Phase diagram of the CTSc phases in the region −0.06
eV< UA < 0.06 eV and −0.27 eV< µ < −0.16 eV. The dark lines
are phase boundaries. The number in each phase denotes the corre-
sponding chirality. The value of ∆ is fixed at 0.015 eV.

V. DISCUSSION AND CONCLUSION

The rich phase diagram in Fig. 4 provides us a platform
to realize various TSCs junctions for transport experiments.
For example, by tuning gate voltage between the MXi : N =

±1 phase and the Xi : N = ±2 phase, we will be able to
construct junction structures with CTSc phase with N = 1
and the QAH phase (the Xi : N = ±2 phase is equivalent
to a QAH phase). This type of junction structures will allow
us to probe half-integer Hall conductivity [32] or to realize
Majorana interferometry [33, 34]. Finally, we emphasize that
our strategy can also be generalized to other AFM materials
and the key here is to break the T̂ P̂ symmetry. SC proximity
effect has been intensively studied in ferromagnetic materials
[35, 36] while anti-ferromagnetism is more compatible with
SC. Thus, our work suggests a new avenue to search for CTSc
phases.
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Appendix A: Supplementary information for calculation details

Density-functional theory (DFT) calculations were car-
ried out using a plane-wave basis set based on a pseu-
dopotential framework as implemented in the Vienna Ab-
initio Simulation Package (VASP)[37]. The exchange-
correlation functional was the generalized gradient approx-
imation (GGA) implemented following the Perdew–Burke–
Ernzerhof prescription[38]. The missing correlation ef-
fect beyond GGA is taken into account through GGA+U
calculations[39, 40]. Spin-orbit coupling was included for
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fully relativistic calculations. For the plane-wave calculation,
a 600 eV plane-wave cut-off was used. A k-point mesh of
8 × 8 × 6 was used for the integration in the in the Brillouin
zone. We adopted the lattice parameters and symmetry (I4/m)
of the crystal structure according to the experimental measure-
ment measured at 78 K[21, 22], for the DFT calculations. In
addition of that we use experimental high temperature antifer-
romagnetic (AFM) configuration (called AF1), as described
in the main text for all DFT self-consistent calculations. In
previous experiment[21, 22], two AFM states, referred to as
AF1 and AF2, were observed. When cooling down from the
room temperature, the compound exhibits a transition from
the paramagnetic phase to an AFM phase (i.e. AF1) at 140
K, and a further transition to a new AFM phase (i.e. AF2) at
67 K. Along the c axis, an Fe-Os double-layer (DL), in which
couples in an FM way between the Fe layer and the Os layer,
forms a principle stacking unit. In AF1, the DL couples to
other DLs in an FM way along c. In contrast, in AF2 the Fe-
Os DLs couple to each other in an AFM way along c. There-
fore, we adopt a single DL in the thin film model, which is
equivalent regarding the bulk AF1 and AF2 phases, as shown
in Fig. 1(b) in the main text. To obtain the effective Hamilto-
nian of this double layer, we performed DFT calculations on
the bulk AF1 phase and constructed the thin film model using
Wannier functions (see below). Consequently, our thin film
model fully considers the material structure, band structure
and magnetic properties of ab-initio DFT calculations.
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FIG. S1. Band structure comparison between low energy few bands
keeping only Fe-d and Os-t2g orbitals in Wannier basis (light dotted
) and full DFT bands (black continuous) calculated using GGA+Ueff

in the antiferromagnetic configurations. UFe
eff

= 4 eV and UOs
eff

= 2 eV
used for evaluating the low energy Hamiltonian.

In order to gain insights on the computed electronic struc-
ture, we have employed a first-principles based downfold-
ing technique for constructing low energy Hamiltonian. This
technique creates few-band, low-energy Hamiltonians from
a full DFT Hamiltonians through energy-selective procedure
of integrating out degrees of freedom which are not of inter-
est. The effect of the orbitals that are integrated out has been

taken into account by renormalization method in the low en-
ergy few-band Hamiltonian. If the chosen low-energy bands
form an isolated set of bands, the underlying orbitals span
the same Hilbert space of the corresponding Wannier func-
tions, giving rise to Wannier functions generated in a direct
manner[41]. The method provides a first-principles way for
deriving a few-band, tight-binding Hamiltonian of the form
HTB =

∑
i j tm,n

i, j (c†i,mc j,n + h.c.) for a complex system, where the
parameters tm,n

i, j are obtained numerically and define the effec-
tive hopping between the active, non-downfolded orbitals, m
and n. c†i,m (c j,n) are electron creation (annihilation) operators
on site i ( j) at orbital m (n). These downfolding calculations
are based on the self-consistent potential and wave functions
that obtained from the full ab-initio DFT calculations with all
material specific inputs such as experimental crystal structure,
chemical information, for example, charge and valence state,
hybridization effect between different atoms, magnetic con-
figuration (AF1) and exchange interactions, as well as other
information such as the strength of electronic correlation and
spin-orbit coupling. For the present case, the effective low-
energy Hamiltonian are constructed in Wannier basis of Fe-
t2g, Fe-eg and Os-t2g orbitals only and integrating out all other
degrees of freedom. We emphasize that the effect of oxygen
p orbitals and Sr orbitals is included in a renormalized man-
ner into the few band tight binding Hamiltonian. By including
the spin freedom, the low energy Hamiltonian is in the form
of 32 × 32 matrix (two Fe sites with five d orbitals each site,
two Os sites and three d orbitals each site, and two spins for
each orbital). The figure below shows that the band structure
obtained by numerically solving the energy selective down-
folding Hamiltonian is fully consistent with DFT band struc-
ture in the entire Brillouin zone (Fig. S1) and such a con-
sistence ensures that our Wannier function based Hamiltonian
correctly mimicking the real dull band structure effect with
full material specific information, e.g. band structure, strength
of hybridization and exchange interactions, electron-electron
correlation, magnetic structure and spin-orbit coupling effect.
In particular, although orbitals from oxygen atoms have been
integrated out through the procedure described above, their
main effect to low energy physics has been included in the ex-
change coupling between electrons and magnetic moments,
which is automatically taken into account in the diagonal
term (on-site energy) of our tight-binding Hamiltonian HTB,
namely tm,m

ii taking different values for opposite spins. Fur-
thermore, we stress that this Hamiltonian does not include any
empirical parameters.

Appendix B: The effects of CDW/SDW

Above some critical gate voltage UA, the valence band top
at M should be above the conduction band bottom at X (and
Y). As a consequence, the electrons will move from to M to
X(Y), forming an electron pocket around X(Y) and a hole
pocket at M. The scattering between electron Fermi pockets
around X and Y may leads to a (π, π) CDW or SDW in this
system. Nevertheless, the topological nature of this system
(Berry curvature and Chern number) can not be immediately
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destroyed by the CDW or SDW since one always needs a band
gap closing to induce a topological phase transition can only
be induced when there is a (direct) band gap closing. In this
section of the supplementary material, we will demonstrate
that the main role of CDW/SDW is to split the degeneracy
of energy bands at X and Y due to Brillouin zone (BZ) fold-
ing. As a consequence, the topological phase transition from
Chern number 0 to +2 will be split into two transitions, one
from 0 to +1 and the other from +1 to +2. Therefore, topolog-
ical phases with non-zero Chern number remains robust for a
large gate voltage.

The existence of CDW or SDW will double the unit cell
in real space, and the corresponding BZ will be folded. In
Fig. S2, the dashed lines enclose the reduced BZ, and the BZ
folding process can be exemplified by moving the region A
through (π, π) to region B. In the reduced BZ, the point X and
Y are connected by a reciprocal lattice vector and actually the
same point.

Γ X

Y M

A

B

FIG. S2. The original BZ and the reduced BZ (enclosed by dashed
lines) when there is a CDW/SDW term. The region A will move to
region B during the BZ folding process.

The band structures with different gate voltage UA are
shown in the reduced BZ on Γ-X-Y in Fig. S3. The blue
and red lines in the left penal (Fig. S3(a, c, e, g)) are the en-
ergy bands without CDW/SDW term, while the black lines in
the right penal (Fig. S3(b, d, f, h)) are the energy bands with
a small CDW/SDW term. We know that without CDW/SDW
term the energy at X and Y point are the same, and in the re-
duced BZ there will be a double degeneracy at X and Y. As
is shown in the main text, the band gap at X (Y) closes when
UA = −0.246 eV, and the Chern number of the system changes
from 0 to +2. When the CDW/SDW term exists, this double
degeneracy will be broken and the bonding and anti-bonding
states between the electron pockets at X and Y will be formed.

In this case, if we tune the gate voltage, two band inversions at
X point will happen successively when UA1 = −0.237 eV (see
Fig. S3(d)) and UA2 = −0.256 eV (see Fig. S3(f)). For the
gate voltage between UA1 and UA2, the Chern number of the
system is +1, since only one band inversion happens. While
for UA < UA2 (see Fig. S3(h)), two band inversions take place
and the Chern number will be +2. Therefore, we have proved
that the possible CDW/SDW term will not destroy the sce-
nario of the Dirac physics, and more anomalous Hall phase
such as the phase with Chern number ±1 could emerge.
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 (e
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-0.22 eV -0.22 eV

-0.237 eV -0.237 eV

-0.256 eV -0.256 eV

-0.27 eV -0.27 eV

FIG. S3. The energy bands in the reduced BZ with different gate
voltage UA (the values in each figure). The blue and red lines in (a),
(c), (e), and (g) are the bands without CDW/SDW term. The black
lines in (b), (d), (f), and (h) are the bands with CDW/SDW term.
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Appendix C: anomalous Hall phase in a four-layers film

The edge dispersion of a four-layers film in the ribbon con-
figuration is shown in Fig. S4. We add opposite effective elec-
tric potential on the top (−0.23 eV) and bottom layer (0.23
eV). In the four-layers film the edge modes appears with a
smaller asymmetric potential compared to the bilayer case
(UA < −0.246 eV) in the main text.

-0.04

-0.03

-0.02

-0.01

0

-5

0

5

10

E
 (e

V)

Γ X-X

FIG. S4. The density of states on one edge of a ribbon configuration
along x direction of a four-layers film. The effective electric potential
on the top layer is −0.23 eV and on the bottom layer is 0.23 eV.

Appendix D: Effective model around M point

In this section, we will construct the effective model around
M point for our system based on symmetry argument. With-
out external gate voltage and superconducting pairing term,
the highest valence band around M point in the BZ is doubly
degenerate. We denote the wave function as |ψ1〉M and |ψ2〉M.
Since the double degeneracy comes from the existence of the
symmetry T̂ P̂, these two states must be related to each other
as |ψ1〉M = T̂ P̂|ψ2〉M. With the help of the numerical calcula-
tions, we find

|ψ1〉 = f ∗0 |Os1, dxy, ↑〉 + f ∗1 |Fe1, dz2 , ↑〉

+ f ∗2 (|Os1, dxz, ↓〉 − i|Os1, dyz, ↓〉)
+ f ∗3 (|Os2, dxz, ↓〉 + i|Os2, dyz, ↓〉) (D1)

and

|ψ2〉 = − f0|Os2, dxy, ↓〉 − f1|Fe2, dz2 , ↓〉

+ f2(|Os2, dxz, ↑〉 + i|Os2, dyz, ↑〉)
+ f3(|Os1, dxz, ↑〉 − i|Os1, dyz, ↑〉) (D2)

which satisfy the relation T̂ P̂|ψ1〉 = |ψ2〉, and

T̂ P̂|ψ2〉 = (T̂ P̂)2|ψ1〉 = −|ψ1〉. (D3)

As a result, on the basis Ψ = (|ψ1〉, |ψ2〉)T , the matrix repre-
sentation of T̂ P̂ is written as

D(T̂ P̂) =

(
0 −1
1 0

)
(D4)

Additional three symmetries, T̂ m̂x, T̂ m̂y, and ĉ4(z) (four-
fold rotation symmetry around z axis), should be taken into

account. Since under the symmetry operations the behaviors
of |ψ1(2)〉 is the same with |Os1(2), dxy, ↑ (↓)〉, we investigate
the transformations of the later ones under the symmetry op-
erations.

We choose the reflection plane of m̂x and m̂y as the plane
consisting of Os1 and Fe2 and find

T̂ m̂x|Os1, dxy, ↑〉(k)

= T̂ m̂x
1
√

N

∑
R

eik·Rφdxy(r − R − rOs1 )| ↑〉

= i|Os1, dxy, ↑〉(−m̂xk) (D5)

and

T̂ m̂x|Os2, dxy, ↓〉(k) = −ieikx |Os2, dxy, ↓〉(−m̂xk). (D6)

With T̂ m̂x|ψi(k)〉 =
∑

j D(T̂ m̂x) ji|ψ j(−m̂xk)〉, the matrix
form of T̂ m̂x is given by

D(T̂ m̂x) =

(
i 0
0 −ieikx

)
. (D7)

At M = (π, π), we have D(T̂ m̂x) = iσ0 and T̂ m̂x = iσ0K.
For T̂ m̂y,

T̂ m̂y|Os1, dxy, ↑〉(k) = |Os1, dxy, ↑〉(−m̂yk) (D8)

and

T̂ m̂y|Os2, dxy, ↓〉(k) = eiky |Os2, dxy, ↓〉(−m̂yk). (D9)

With T̂ m̂y|ψi(k)〉 =
∑

j D(T̂ m̂y) ji|ψ j(−m̂yk)〉, we have

D(T̂ m̂y) =

(
1 0
0 eiky

)
, (D10)

leading to D(T̂ m̂y) = σz and T̂ m̂y = σzK at M = (π, π).
For ĉ4(z), we get

ĉ4|Os1, dxy, ↑〉(k) = (−1)
1 + i
√

2
|Os1, dxy, ↑〉(ĉ4k) (D11)

and

ĉ4|Os2, dxy, ↓〉(k) = −e−ikx
1 − i
√

2
|Os2, dxy, ↓〉(ĉ4k). (D12)

With ĉ4|ψi(k)〉 =
∑

j D(ĉ4) ji|ψ j(−m̂yk)〉, we have

D(ĉ4) =

 − 1+i
√

2
0

0 1−i
√

2

 =
−1
√

2
(iσ0 + σz) (D13)

In summary, we have

T̂ P̂ = −iσyK (D14)
T̂ m̂x = iσ0K (D15)
T̂ m̂y = σzK (D16)

ĉ4 =
−1
√

2
(iσ0 + σz). (D17)

The transformation properties of the Pauli matrix and k are
summarized in Tab. S1.
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T̂ P̂ T̂ m̂x T̂ m̂y ĉ4(z)
σ0 c, k2

x + k2
y + + + + c, k2

x + k2
y

σx N - + - N
σy N - - + N

σx + iσy N + - −i kx + iky

σx − iσy N + - +i kx − iky

σz N - + + + c, k2
x + k2

y

TABLE S1. Symmetry analysis. Transformation properties of the
σi matrices and the polynomials of k up to the second order under
the symmetry operations, where k is measured relative to M point in
the BZ. N in the table means there is no polynomials of k up to the
second order satisfies the corresponding transformation rule. The k
in the second column satisfy all the symmetries. The k in the last
column satisfy only T̂ m̂x, T̂ m̂y, and ĉ4(z). ĉ4(z) changes (kx, ky) to
(ky,−kx).

When there is no gate voltage, the T̂ P̂ symmetry exists and
the only possible term in the two band effective Hamiltonian
is (c0 + c1(k2

x + k2
y ))σ0, giving rise to a doubly degenerate

parabolic band dispersion around M point in the BZ. For a
non-zero gate voltage, the T̂ P̂ symmetry will be broken and
the possible form of the two band Hamiltonian is written as

h(k) = ε(k)σ0 + ε′(k)σz + t1(kx + iky)(σx − iσy)/2
+t1(kx − iky)(σx + iσy)

= ε(k)σ0 + ε′(k)σz + t1(kxσ
x + kyσ

y) (D18)

where ε(k) = s0 + s1(k2
x + k2

y ) and ε′(k) = s′0 + s′1(k2
x + k2

y ).
Next we will illustrate how the t1 term in the Hamiltonian

h(k) emerges from the view point of k · p method. Since the

t1 term is linear, it should originate from the non-zero term
of 〈ψ1|k · p|ψ2〉. According to the form of |ψ1〉 and |ψ2〉, the
off-diagonal elements of the effective model h(k) could come
from the hopping between the Os1 and Os2, such as the term
Q1 = 〈Os1, dxy, ↑ |(px − ipy)(|Os2, dxz, ↑〉 + i|Os2, dyz, ↑〉). We
need to check the symmetry constraint on these matrix ele-
ments. Let’s take the ĉ4(z) symmetry as an example. We may
take the eigen form of the wave functions and operators. For
example, the wave functionf (|Os2, dxz, ↑〉+i|Os2, dyz, ↑〉) trans-
forms with the eigen-value (1 − i)/

√
2 under ĉ4(z) at M point,

the wave function |Os1, dxy, ↑〉 under ĉ4(z) transforms with the
eigen-value −(i+1)/

√
2 and the operator (py− ipx) transforms

with eigen-value −i. The combination of these two wave func-
tions and one operator can give rise to identity representation
and thus the matrix element Q1 is allowed by symmetry (se-
lection rule). Similar procedure can be applied to other matrix
elements, leading to the following non-zero matrix elements

P1 = 〈Os1, dxy, ↑ |p−(|Os2, dxz, ↑〉 + i|Os2, dyz, ↑〉)
P2 = 〈Fe1, dz2 , ↑ |p−(|Os2, dxz, ↑〉 + i|Os2, dyz, ↑〉)
P3 = 〈Fe1, dz2 , ↑ |p−(|Os1, dxz, ↑〉 − i|Os1, dyz, ↑〉)
Q1 = (〈Os1, dxz, ↓ | + i〈Os1, dyz, ↓ |)p−|Os2, dxy, ↓〉

Q2 = (〈Os1, dxz, ↓ | + i〈Os1, dyz, ↓ |)p−|Fe2, dz2 , ↓〉

Q3 = (〈Os2, dxz, ↓ | − i〈Os2, dyz, ↓ |)p−|Fe2, dz2 , ↓〉 (D19)
where p− = px − ipy. As a result, t1 can be expressed as

t1 = f0 f2(P1 − Q1) + f1 f2(P2 − Q2) + f1 f3(P3 − Q3)
(D20)

[1] X.-L. Qi and S.-C. Zhang, Rev. Mod. Phys. 83, 1057 (2011).
[2] M. Z. Hasan and C. L. Kane, Rev. Mod. Phys. 82, 3045 (2010).
[3] A. Y. Kitaev, Annals of Physics 303, 2 (2003).
[4] C. Nayak, S. H. Simon, A. Stern, M. Freedman, and

S. Das Sarma, Rev. Mod. Phys. 80, 1083 (2008).
[5] A. P. Schnyder, S. Ryu, A. Furusaki, and A. W. Ludwig, Phys-

ical Review B 78, 195125 (2008).
[6] S. Ryu, A. P. Schnyder, A. Furusaki, and A. W. Ludwig, New

Journal of Physics 12, 065010 (2010).
[7] X.-L. Qi, Y.-S. Wu, and S.-C. Zhang, Physical Review B 74,

085308 (2006).
[8] R. Yu, W. Zhang, H.-J. Zhang, S.-C. Zhang, X. Dai, and

Z. Fang, Science 329, 61 (2010).
[9] J. Alicea, Reports on Progress in Physics 75, 076501 (2012).

[10] C.-Z. Chang, J. Zhang, X. Feng, J. Shen, Z. Zhang, M. Guo,
K. Li, Y. Ou, P. Wei, L.-L. Wang, et al., Science 340, 167
(2013).

[11] C.-Z. Chang, W. Zhao, D. Y. Kim, H. Zhang, B. A. Assaf,
D. Heiman, S.-C. Zhang, C. Liu, M. H. Chan, and J. S. Mood-
era, Nature materials 14, 473 (2015).

[12] A. P. Mackenzie and Y. Maeno, Rev. Mod. Phys. 75, 657 (2003).
[13] V. Mourik, K. Zuo, S. M. Frolov, S. Plissard, E. Bakkers, and

L. Kouwenhoven, Science 336, 1003 (2012).
[14] S. Nadj-Perge, I. K. Drozdov, J. Li, H. Chen, S. Jeon, J. Seo,

A. H. MacDonald, B. A. Bernevig, and A. Yazdani, Science

346, 602 (2014).
[15] Q.-F. Liang, L.-H. Wu, and X. Hu, New Journal of Physics 15,

063031 (2013).
[16] L.-H. Wu, Q.-F. Liang, and X. Hu, Journal of the Physical So-

ciety of Japan 85, 014706 (2015).
[17] P. Zhou and L. Sun, arXiv preprint arXiv:1601.07705 (2016).
[18] Z. Qiao, W. Ren, H. Chen, L. Bellaiche, Z. Zhang, A. MacDon-

ald, and Q. Niu, Physical review letters 112, 116404 (2014).
[19] J. Zhou, Q.-F. Liang, H. Weng, Y. B. Chen, S.-H. Yao, Y.-F.

Chen, J. Dong, and G.-Y. Guo, Phys. Rev. Lett. 116, 256601
(2016).

[20] K.-H. Bennemann and J. B. Ketterson, Superconductivity: Vol-
ume 1: Conventional and Unconventional Superconductors
Volume 2: Novel Superconductors (Springer Science & Busi-
ness Media, 2008).

[21] A. K. Paul, M. Reehuis, V. Ksenofontov, B. Yan, A. Hoser,
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