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We generalize the multiband typical medium dynamical cluster approximation and the formalism
introduced by Blackman, Esterling and Berk so that it can deal with localization in multiband dis-
ordered systems with both diagonal and off-diagonal disorder with complicated potentials. We also
introduce a new ansatz for the momentum resolved typical density of states that greatly improves
the numerical stability of the method, while preserving the independence of scattering events at
different frequencies. Starting from the first-principles effective Hamiltonian, we apply this method
to the diluted magnetic semiconductor Ga1−xMnxN, and find the impurity band is completely lo-
calized for Mn concentrations x < 0.03, while for 0.03 < x < 0.10 the impurity band has delocalized
states but the chemical potential resides at or above the mobility edge. So, the system is always
insulating within the experimental compositional limit (x ≈ 0.10) due to Anderson localization.
However, for 0.03 < x < 0.10 hole doping could make the system metallic allowing double exchange
mediated, or enhanced, ferromagnetism. The developed method is expected to have a large impact
on first-principles studies of Anderson localization.

PACS numbers: 71.23.An,61.72.uj,72.15.Rn,71.23.-k

I. INTRODUCTION

Disorder is ubiquitous in materials and can drastically
affect their properties, especially their electronic struc-
ture and transport properties. It can induce localiza-
tion of electrons and lead to a metal-insulator transi-
tion, which is known as the Anderson localization transi-
tion1,2. Signatures of Anderson localization are reported
in many materials such as doped semi-conductors3,4,
polycrystalline phase-change materials5,6 and single crys-
tal LixFe7Se8

7, where disorder plays an important role in
the detected metal-insulator transition.

In order to capture Anderson localization in an effec-
tive medium theory, Dobrosavljević et al., introduced the
typical medium theory (TMT)8 which is an extension
of the coherent potential approximation (CPA).9,10 In
the CPA, the disordered lattice is replaced by an impu-
rity embedded in an arithmetically averaged momentum-
independent effective medium. While the CPA has
been successful in describing some one-particle proper-
ties, such as the density of states (DOS) in substitution-
ally disordered alloys9,11, it fails to describe the Anderson
localization transition. This failure stems from the arith-
metic average used to define the effective medium, which
always favors the metallic state. In the TMT the arith-
metic average DOS is replaced by the geometric average,
or typical DOS8,12–15, which vanishes at the localization
transition and can therefore serve as a proper order pa-

rameter for Anderson localization.

Although the TMT captures the localization transi-
tion, it underestimates the critical disorder strength, due
to its local nature. A cluster extension of TMT, the typi-
cal medium dynamical cluster approximation (TMDCA)
was developed recently16. It predicts a more accurate
critical disorder strength and captures the re-entrant be-
havior of the mobility edge for the single band Anderson
model with a box disorder potential. Generalizations
of the TMDCA for multiband systems17, and systems
with off-diagonal disorder18 using the Blackman, Ester-
ling, and Berk (Blackman)19 formalism, were also devel-
oped to study more complicated disordered systems. In
this paper, we combine these methods to study a multi-
band model with both diagonal and off-diagonal disorder,
which is suitable for any general disordered system, and
we introduce and validate a new ansatz for the treatment
of disorder which greatly enhances the stability and ap-
plicability of the method.

We apply this method to one of the diluted magnetic
semiconductors, (Ga,Mn)N. Diluted magnetic semicon-
ductors (DMS) are ideal candidates for spintronic de-
vice applications20 including the design of nonvolatile
computer memory21,22, electric field controlled magne-
tization23–25 and spin-generating solar cells26,27. The
Ga1−xMnxN based DMS has attracted great interest and
is extensively studied, due to its close relationship to
blue LED28–30 technology whose host compound is GaN.
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Mn doping induces ferromagnetism making Ga1−xMnxN
a good candidate for spintronic devices. The effi-
ciency of these devices depends on the Curie temper-
ature (Tc) of the ferromagnetic order. Extensive ex-
perimental studies of the ferromagnetic order have been
done on both zincblende and wurtzite Ga1−xMnxN, lead-
ing to various values of Tc, including low Tc around
10 K in zincblende31 and wurtzite32–34 structures, and
high Tc around room temperature in zincblende35 and
wurtzite36–38 samples.
There are three predominant theoretical models pro-

posed to understand the ferromagnetism in DMS. First,
the mean-field Zener model of Dietl has been the ac-
cepted paradigm for these systems39–42 until relatively
recently. Here, a magnetic exchange between localized
Mn moments mediated by the valence band holes drives
the magnetism. Based on this, the Tc of zincblende
Ga1−xMnxN with x=5% is predicted to be higher than
room temperature. Second, an impurity band based the-
ory states that the ferromagnetism is due to a double-
exchange coupling mediated by the impurity levels43,44.
This theory is supported by evidence that the magnetic
properties of (Ga,Mn)As are determined by the loca-
tion of the chemical potential in this distinct impurity
band brought on by Mn doping, and even by the An-
derson localization of the impurity band carriers45–48. A
direct experimental probe of the impurity band states
in (Ga,Mn)As by scanning tunneling spectroscopy shows
that the local density of states obtains a log-normal
distribution at the verge of the localization transition3

and the typical value of the distribution is vanishing.
This could also happen in (Ga,Mn)N and the fact that
DMSs can undergo an Anderson localization transition
makes the study of DMSs more challenging, especially
if we consider the competition between localization and
magnetism in (Ga,Mn)N, which is not well understood.
Third, and most recently, the ferromagnetic coupling in
insulating systems was also interpreted in terms of su-
per exchange.33,34 In this paper, as an illustration of our
formalism, we systematically study the metal-insulator
transition due to localization in the ferromagnetic phase
of (Ga,Mn)N. We find that (Ga,Mn)N is always insulat-
ing within the compositional limit consistent with trans-
port measurements.49 Our results indicate that both the
second and the third models are important to explain the
magnetism in this material. For relatively high doping,
double exchange might be more important due to the fi-
nite density of delocalized states in the impurity band,
and for low concentrations, since the impurity band is
completely localized, superexchange should play a more
important role.

II. FORMALISM

To study the effect of disorder in zincblende (Ga,Mn)N,
we use the generalized spin-Fermion Hamiltonian50

generated by the first-principles Effective Hamiltonian

Method51: Heff = H0 +∆, where

H0 =
∑

i,i′m,m′,σ

tmm′

ii′ c
†
imσci′m′σ + h.c. (1)

is the Hamiltonian of the pure GaN, and

∆ =
∑

j

∆imp
j =

∑

j,i,i′,m,m′,σ

Tmm′

jii′ c
†
imσci′m′σ

+
∑

j,i,i′,m,m′,σ,σ′

Jmm′

jii′ c
†
imστσσ′ci′m′σ′ · Sj + h.c.

(2)

contains the impurity potentials ∆imp
j induced by replac-

ing one Ga with one Mn in the primitive unit cell j. Here,
c+imσ and cimσ are the creation and annihilation operators
of an electron with spin σ at unit cell i in the m-th effec-

tive Ñ -sp3 Wannier orbital. tmm′

ii′ contains the bare or-

bital energy and hopping integral of the pure GaN. Tmm′

jii′

and Jmm′

jii′ are the spin-independent and spin-dependent

impurity potentials, respectively. Sj is the spin- 52 unit-
vector and τσσ′ are the elements of Pauli’s matrices and
h.c. denotes the Hermitian conjugate. More details of the
first-principles calculation can be found in Ref. 50. For
impurity concentration x, i.e. Ga1−xMnxN, the disorder
potential is sampled independently on each cluster site
with a binary probability density distribution function:

P (∆j) = xδ(∆j −∆imp
j ) + (1− x)δ(∆j − 0). (3)

with ∆j the potential at site j.
As pointed out in the Appendix of Ref. 17, the critical

behavior of the typical DOS for each orbital is indepen-
dent of the basis, as long as the basis is local. In the
downfolding procedure, used here to obtain the Hamil-
tonian, a series of local rotations are used to generate
a Hamiltonian which is block diagonal in a low energy
window, while retaining the local nature of the orbital
basis. Since the choice of the downfolding basis will not
change the critical behavior of the typical DOS, i.e., the
order parameter of the Anderson localization, it is possi-
ble to incorporate the first-principles calculation within
TMDCA to study localization effects in real materials
with disorder without further approximations.
From the leading parameters of the impurity potential

listed in Table. I, we see that the diagonal disorder po-
tentials Tmm

jii and Jmm
jii are very strong and short-ranged,

extending only up to nearest neighbors. The off-diagonal
disorder potential Tmm′

jji and Jmm′

jji which are directly re-
lated to the hopping integrals from and to the impurity
site are not weak and can not be ignored. So to solve
this Hamiltonian using effective medium theory, we need
to adopt the Blackman formalism to deal with the off-
diagonal disorder potentials between pairs. In addition
to the disorder potentials listed in Table. I, we also find
that the impurity has a significant effect on the hopping
integrals between sites that are different from but close
to the impurity site. We denote these hopping integrals
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as the non-local off-diagonal disorder potentials repre-
sented by the parameters Tmm′

jii′ and Jmm′

jii′ whose leading
strength are about 498 meV for T and 336 meV for J . In
order to consider these impurity potentials in our calcula-
tion, we slightly modify the Blackman formalism. These
developments are described in Appendix B.

T
mm

jii T
mm

′

jji J
mm

jii J
mm

′

jji

i = j 2488 -170 1752 -633

i = NN(j) 406 885 449 800

i = NNN(j) 15 68 <10 38

TABLE I. Leading parameters of the impurity potential in
meV near the impurity site j. NN(j) and NNN(j) denotes
nearest neighboring and next nearest neighboring sites and
m 6= m

′ from Ref. 50.

We use a combination of the multiband DCA and
TMDCA with a modified Blackman formalism to study
Anderson localization in the first-principles effective
Hamiltonian of (Ga,Mn)N. We assume the system is al-
ready in the ferromagnetic phase, so that the local spins
induced by the Mn impurities are pinned to some certain
direction, which is set to the quantized direction of the
electron spins. Then the two spin species are decoupled

in the Hamiltonian and each contains four effective Ñ -sp3

Wannier orbitals. So for each spin species, we are dealing
with a four-band Anderson model with both diagonal and
off-diagonal disorder. We find that if we directly general-
ize the multiband TMDCA ansatz of Ref. 17 to its Black-
man version, we encounter severe numerical instability
problems when solving the self-consistent equations. We
find that the source of the instability comes from the

Hilbert transformation used to calculate the real part of
the typical Green function from the typical density of
states. The Hilbert transformation connects the typical
Green function at all the frequencies and makes the real
component of the typical Green function a functional of
its imaginary part. This means that a small error at
certain frequency can spread to its neighbor frequencies,
which makes the calculation numerically unstable, espe-
cially for systems with multiple bands and complicated
disorder potentials. This frequency mixing is also some-
what unphysical, since the scattering processes are purely
elastic, and processes at different energy are independent.
The Hilbert transformation does not cause problems for
simple Hamiltonians, but for complex first-principles ef-
fective Hamiltonians with multiple bands and bare gap
structures, together with off-diagonal disorder, it causes
numerical instabilities which interfere with the conver-
gence of the calculation.

So in this paper, we introduce a new ansatz, to calcu-
late the typical Green function directly, without invoking
the Hilbert transformation. The spirit of searching for a
proper ansatz is to find one that incorporates the typical
value of the local density of states, which serves as the or-
der parameter of the Anderson localization, that becomes
exact when the cluster size approaches infinity, that pro-
motes numerical stability, and that converges quickly as
the cluster size increases. Since the ansatz Eq. (4) sat-
isfies all these features, it is a proper ansatz to capture
the physics of Anderson localization. We find that the
new ansatz yields an algorithm which is more numerically
stable, converges quickly with cluster size and produces
physical results. It is defined as:

Gmm′

typ (K,ω) = e
1

Nc

∑
i〈ln(

∑
m ρmm

ii (ω))〉




〈
Gmm′

c,AA(K,ω)
1

Nc

∑
i,m ρmm

ii
(ω)

〉 〈
Gmm′

c,AB(K,ω)
1

Nc

∑
i,m ρmm

ii
(ω)

〉

〈
Gmm′

c,BA(K,ω)
1

Nc

∑
i,m ρmm

ii
(ω)

〉 〈
Gmm′

c,BB(K,ω)
1

Nc

∑
i,m ρmm

ii
(ω)

〉


 (4)

with

Gmm′

c,ii (ω) =
∑

K

(Gmm′

c,AA(K, ω) +Gmm′

c,BB(K, ω) +Gmm′

c,AB(K, ω) +Gmm′

c,BA(K, ω)) (5)

ρmm′

ii (ω) = −
1

π
Im[Gmm′

c,ii (ω)] (6)

where 〈(· · · )〉 represents averaging over disorder configu-
rations, m,m′ denote the band indices, i denotes the site
index and A,B are the component indices in the Black-
man formalism, with A representing the host atoms (Ga
here) and B representing the impurity atoms (Mn here).
Our calculation is carried out on the real frequency axis,
so there is no need to perform analytic continuation and

the density of states can be calculated directly from the
imaginary part of the Green function (see Appendix B
for more details). This ansatz consists of a prefactor

e
1

Nc

∑
i〈ln(

∑
m ρmm

ii
(ω))〉 which is just the geometric aver-

age or typical value of the local DOS and a normalized
algebraic average Green function in Blackman formalism.
The prefactor can be regarded as the order parameter of
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the Anderson localization transition, which can be calcu-
lated as:

ρtyp(ω) =
1

Nc

∑

K,m

∑

AA,BB,AB,BA

−
1

π
ImGmm

typ (K, ω), (7)

so Eq. (4) contains a proper order parameter. For very
weak disorder, since the geometric and algebraic average
are the same, the ansatz reduces to the multiband DCA.
It directly calculates the typical Green function with-
out invoking the Hilbert transformation, which makes
the typical DOS for each frequency completely indepen-
dent of each other. This feature is consistent with the
elastic scattering in disorder systems and it dramatically
increases the numerical stability of the calculation. This
ansatz does not recover the TMT in the Nc = 1 limit, but
for large cluster size it converges quickly and approaches
the exact results as we will show below. Since the multi-
band TMT is not a physical limit, we believe our ansatz
does not need to recover it for cluster of size Nc = 1.

III. RESULTS

We first test the new ansatz in the single-band model
Anderson Hamiltonian with nearest-neighbor hopping t
and onsite disorder potential V . As shown in Fig. 1,
the new ansatz reproduces the results of the previous
ansatz16 where a Hilbert transformation is used and cap-
tures the physics of Anderson localization for large cluster
sizes.
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FIG. 1. The typical DOS at the band center (ω = 0) vs.
disorder strength with cluster size Nc=38, 64, and 92. The
critical disorder strength is estimated by linear extrapolation
and it converges to around 2.2, as it was the case for the
previous ansatz. Inset: Plots of the typical DOS(ω) with
Nc=38 for two disorder strength for the old and new ansatz.
The curves practically overlap.

Next we apply the multiband DCA and multiband
TMDCA with the new ansatz to the Hamiltonian for
Ga1−xMnxN. In all figures we calculate the DOS of the

system using DCA and the typical DOS using TMDCA.
The self-consistent loop is described in Appendix B. It
is similar to that in Ref. 17 generalized to the Blackman
formalism as in Ref. 18, and with some modifications to
deal with non-local off-diagonal disorder. We first cal-
culate the DOS of both spin species for x = 0.05. As
shown in Fig. 2, the impurity band only contains the
spin up species as the spin down species has no im-
purity band around the chemical potential and is al-
ways fully filled. This can be understood by looking
at the leading order diagonal disorder potential in Ta-
ble. I, where Tmm

jjj = 2488 meV and Jmm
jjj = 1752 meV,

so the disorder potential felt by the spin down channel
Tmm
jjj − Jmm

jjj = 736 meV is much weaker than that felt
by the spin up channel Tmm

jjj + Jmm
jjj = 4240 meV. Since

we are interested in the localization of the states near
the chemical potential, we will only focus on the spin up
channel in our calculation below.

-10 0

ω (eV)

-1

0

1

D
O

S

DOS x=0
DOS x=0.05 spin up
DOS x=0.05 spin down
chemical potential

FIG. 2. The DOS of Ga1−xMnxN with x = 0.05 for both spin
species (calculated with DCA and a cluster of size Nc = 32)
compared with the DOS of the pure GaN (calculated directly
from the downfolded first-principle Hamiltonian).The chem-
ical potential is calculated assuming each Mn impurity con-
tributes one hole to the system.

Next, we check the convergence of the DCA and the
TMDCA with cluster size and find that the DOS and
typical DOS calculated for clusters of size Nc = 16 and
32 are quite close indicating that the result is nearly con-
verged for Nc = 32 as shown in Fig. 3.
Then to study localization, we calculate the evolution

of the typical DOS and average DOS around the chem-
ical potential as the Mn concentration x increases. To
determine the chemical potential, indicated by ω = 0, we
suppose that each Mn impurity contributes one hole in
the system. Then the total electron density in the effec-

tive Ñ -sp3 basis is 8−x, and since spin down species are
always fully filled, the density of the spin up species is
4 − x. Then we use the DCA to calculate the average
DOS and determine the position of the chemical poten-
tial. As shown in Fig. 4, the typical DOS of the impu-
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FIG. 3. The spin-up DOS and TDOS of Ga1−xMnxN with
x = 0.05 for two cluster sizes Nc = 16 and Nc = 32. The
inset shows the same plot around the impurity band region.

rity band vanishes when x < 0.03, which means that the
midgap states induced by the impurities are completely
localized. As x increases, the impurity band starts to
hybridize with the valence band and the TDOS of the
impurity band gradually increases indicating the occur-
rence of delocalized states in the impurity band. While
the chemical potential still lies above, or on, the localiza-
tion edge within our numerical accuracy, the system is
still insulating. In Fig. 5 the chemical potential starts to
cross the localization edge for x > 0.25 indicating a tran-
sition to the metallic state. This means that Ga1−xMnxN
is always insulating due to Anderson localization within
the compositional limit which is about 10% consistent
with the experimental results49. For x < 0.03, since the
impurity band is completely localized, the carriers are
trapped and are not able to mediate the double exchange
interactions between local spins to form long-range fer-
romagnetic order. In terms of our mean field theory, the
host Green function is no longer polarized. The possible
ferromagnetic phase may come from the super exchange
as pointed out in Ref. 33 and 34. For x > 0.03, a non-
magnetic dopant such as Zn, or e.g., the application of a
gate bias, could move the chemical potential down, lead-
ing to a metallic phase with ferromagnetism induced by
double exchange as well as superexchange33,34 possibly
enhancing the Curie temperature significantly.

In this work, we focus on the Anderson localization
of electrons in (Ga,Mn)N, rather than the mechanism
of its ferromagnetism. So we do not directly compute
the magnetic properties of Ga1−xMnxN (and, as such,
neither we evaluate the superexchange). Instead we as-
sume the Mn moments to be aligned ferromagnetically
and investigate from first principles the Anderson lo-
calization in the impurity band. This is important be-
cause Ref. 45–48 proposed that the Anderson localization
suppresses the double-exchange mechanism of ferromag-
netism in this class of materials. The generalized first-

principles spin-Fermion Hamiltonian of Ref. 50 provides
an impurity potential which has both spin-dependent and
spin-independent components. The assumption of ferro-
magnetism implies that we are underestimating the ef-
fects of disorder, since we only include chemical but not
magnetic disorder. Nevertheless, we find that for Mn
concentrations less than 3% the impurity band is fully
localized and, therefore, the ferromagnetism is unlikely
due to the double exchange mechanism. This supports
the dominance of ferromagnetic superexchange for con-
centrations less than 3%.

The generalized first-principles spin-Fermion Hamilto-
nian of Ref. 50 used in the current work does not incorpo-
rate superexchange processes described in Ref. 33 and 34.
One may wonder, whether such high order perturbative
corrections could suppress the Anderson localization. We
have two reasons to think this is not the case. First of all,
experimentally it is found that Ga1−xMnxN is an insula-
tor with variable-range hopping behavior49, a Hall-Mark
of Anderson localization. Secondly, in the current model
we have assumed the moments to be perfectly ordered
which underestimates the effects of disorder, since only
chemical disorder but not magnetic disorder is consid-
ered. So we expect the finding of the Anderson localiza-
tion is robust against the inclusion of superexchange. It
will be interesting to study the Anderson localization in
the presence of superexchange. To include superexchange
we would need to redo the analysis in Ref. 50 without re-
moving the Mn-d charge degrees of freedom. However,
to determine localization in such an interacting and dis-
ordered multi-band model is a formidable task, beyond
the scope of the current manuscript.

-20 -15 -10 -5 0 5
0

0.2

0.4

0.6

0.8

1
-20 -15 -10 -5 0 5
0

0.2

0.4

0.6

0.8

1
DOS
TDOS
chemical potential

-20 -15 -10 -5 0 5

ω (eV)

0

0.2

0.4

0.6

0.8

1

D
O

S,
T

D
O

S

-20 -15 -10 -5 0 5
0

0.2

0.4

0.6

0.8

1
x=0.07,Nc=32 x=0.05,Nc=32

x=0.03,Nc=32 x=0.02,Nc=32

FIG. 4. DOS(blue) and typical DOS(red) of Ga1−xMnxN
for various Mn concentrations: x=0.02, 0.03, 0.05, 0.1, with
Nc=32, showing that the impurity band is completely local-
ized for x ≤ 0.03. The chemical potential is set to be zero
and denoted as the dash line. Inset: Zoom in of the DOS and
TDOS around the chemical potential.



6

-20 -15 -10 -5 0
0

0.1

0.2

0.3

0.4

0.5

0.6

-20 -15 -10 -5 0 5
0

0.1

0.2

0.3

0.4

0.5

-20 -15 -10 -5 0 5

ω (eV)

0

0.1

0.2

0.3

0.4

0.5D
O

S,
T

D
O

S

-20 -15 -10 -5 0 5
0

0.1

0.2

0.3

0.4

0.5
x=0.3 x=0.25

x=0.2 x=0.15

FIG. 5. DOS(blue) and typical DOS(red) of Ga1−xMnxN
for higher Mn concentrations: x=0.15, 0.2, 0.25, 0.3, with
Nc=32, showing a transition to the metallic state happens
around x = 0.25. The chemical potential is set to be zero and
denoted as the dash line.

IV. CONCLUSION

We combine the multiband TMDCA with the Black-
man formalism to study multiband systems with both di-
agonal and off-diagonal disorder. We extend the Black-
man formalism to describe off-diagonal disorder poten-
tials which are not pairwise. We also introduce a new
TMDCA ansatz to overcome the numerical instability
problem caused by the Hilbert transformation. We tested
our new ansatz with the single-band Anderson model,
where it reproduces previous results for large cluster
sizes. Our developed method will allow first-principles
studies of many functional materials in which Ander-
son localization plays an important role. We apply our
new generalized multiband TMDCA ansatz to the di-
luted magnetic semiconductor Ga1−xMnxN, using a first-
principles tight-binding spin-fermion model, and predict
that the impurity band is completely localized for a Mn
concentration of less than 3% and, since the chemical po-
tential lies at or above the localization edge, the system is
always insulating within the compositional limit of 10%.
This implies that ferromagnetism in Ga1−xMnxN for x
≤ 0.03 cannot be mediated by double exchange, which
would require itinerant carriers in the impurity band. For
larger concentrations, chemical doping or the application
of a gate bias could move the chemical potential down,
leading to a metallic phase with ferromagnetism induced
by double exchange as well as superexchange33,34 possi-
bly enhancing the Curie temperature significantly.
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Appendix A: Extraction of the impurity potential
from the first-principles effective Hamiltonian and
its incorporation into the Blackman formalism

We start from the first-principles effective Hamiltonian
of Eq. (1) and (2), where ∆j contains the impurity poten-
tial induced by the impurity located at site j. Since for
each impurity, the induced impurity potential in neigh-
boring sites has the same form, we can rewrite the pa-
rameters in Eq. (2) as:

Tmm′

jii′ = Tmm′

i−j,i′−j (A1)

Jmm′

jii′ = Jmm′

i−j,i′−j (A2)

Here, since the spin-independent and spin-dependent pa-
rameters have similar structures, we only show the trans-
formation for the spin-independent parameter. The spin-
dependent component can be inferred by analogy.
To investigate the structure of the impurity potential,

we first look at the terms induced by a single impurity
located at the origin ∆0, and further split it into three
parts:

∆0 =
∑

i,i′,m,m′,σ

Tmm′

ii′ c+imσci′m′σ

=
∑

i,m,m′,σ

Tmm′

ii c+imσcim′σ +
∑

i6=0,m,m′,σ

Tmm′

0i c+0mσcim′σ

+
∑

i,i′ 6=0,i6=i′,m,m′,σ

Tmm′

ii′ c+imσci′m′σ + h.c.

(A3)

The first term is diagonal disorder which in general ex-
tends to a finite region from the origin. The second term
is the off-diagonal disorder associated with hopping be-
tween the impurity site and a host site. The disorder
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induced by this term can be properly described in the
Blackman formalism. The last term is the off-diagonal
disorder associated with the hopping between two host
sites. The disorder caused by this term can not be de-
scribed properly in the original Blackman formalism, so
a slight modification is made to include these terms in
our calculation.
To extend the Blackman formalism we first write Heff

for a specific disorder configuration, with impurities la-
beled by l,

Heff = H0 +
∑

l

∆l =
∑

i,m,m′,σ

ǫmm′

iσ c+imσcim′σ

+
∑

i6=j,m,m′,σ

Wmm′

i,j,σ c+imσcjm′σ

(A4)

where,

ǫmm′

iσ = tmm′

iiσ +
∑

l

Tmm′

lii , (A5)

Wmm′

i,j,σ = tmm′

ij +
∑

l

Tmm′

lij

= tmm′

ij +
∑

l=i,or,j

Tmm′

lij +
∑

l6=i,l6=j

Tmm′

lij .
(A6)

Here, the first term is independent of the disorder con-
figuration. The third term depends on the disorder con-
figuration but is independent of the chemical occupation
of sites i and j. The second term only depends on the
chemical occupation of sites i and j. If we denote the
site as A if it is occupied by the host atom and B if it
is occupied by the impurity atom, then we can see there
are only four possible values for the second term:

∑

l=i,or,j

Tmm′

lij =






0, if i ∈ A, j ∈ A

Tmm′

jij , if i ∈ A, j ∈ B

Tmm′

iij , if i ∈ B, j ∈ A

Tmm′

jij + Tmm′

iij , if i ∈ B, j ∈ B,

(A7)
so in the Blackman formalism, the hopping term
Wmm′

i,j,σ can be written as 2 by 2 block matrix:

Wmm′

i,j,σ = tmm′

ij

[
1 1

1 1

]
+

[
0 Tmm′

jij

Tmm′

iij Tmm′

jij + Tmm′

iij

]

+
∑

l6=i,l6=j

Tmm′

lij

[
1 1

1 1

]
.

(A8)

Here, we use underscore to denote the 2 by 2 matrix in
Blackman formalism and we use overbar to denote the
quantities that are coarse-grained in the cluster. We can
see that the first two terms are configuration independent

and translationally invariant in the Blackman formalism,
because

Tmm′

jij = Tmm′

i−j,0 (A9)

Tmm′

iij = Tmm′

0,j−i, (A10)

so we can let

W
1,mm′

i,j,σ =

[
tmm′

ij tmm′

ij + Tmm′

i−j,0

tmm′

ij + Tmm′

0,j−i tmm′

ij + Tmm′

i−j,0 + Tmm′

0,j−i

]
,

(A11)

W
2,mm′

i,j,σ =
∑

l6=i,l6=j

Tmm′

lij

[
1 1

1 1

]
=

∑

l6=i,l6=j

Tmm′

i−l,j−l

[
1 1

1 1

]
,

(A12)
so that

Wmm′

i,j,σ = W
1,mm′

i,j,σ +W
2,mm′

i,j,σ . (A13)

Then, Wmm′

i,j,σ is coarse-grained in the DCA cluster
with periodic boundary conditions to obtain the clus-

ter parameters W
mm′

I,J,σ which are used for the DCA and
TMDCA calculations in the Blackman formalism.
Here, since W

1,mm′

i,j,σ is translationally invariant in the
Blackman formalism, it can be coarse-grained easily in
the same manner as the regular kinetic energy terms:

W
1,mm′

k,σ =
∑

i

W
1,mm′

i,j,σ eik·(ri−rj), (A14)

W
1,mm′

K,σ =
Nc

N

∑

k

W
1,mm′

K+k,σ, (A15)

W
1,mm′

I,J,σ =
1

Nc

∑

K

W
1,mm′

K,σ e−iK·(rI−rJ ). (A16)

But W 2,mm′

i,j,σ still depends on the disorder configuration,
and is not translationally invariant, so it needs to be
coarse-grained differently. We carry out the the coarse-
graining according to the following procedure:

W
2,mm′

k,k′,σ =
∑

i,j

W
2,mm′

i,j,σ ei(k·ri−k′·rj), (A17)

W
2,mm′

K,K′,σ = (
Nc

N
)2

∑

k,k′

W
2,mm′

K+k,K′+k′,σ, (A18)

W
2,mm′

I,J,σ = (
1

Nc

)2
∑

K,K′

W
2,mm′

K,K′,σe
−i(K·RI−K′·RJ ). (A19)

The diagonal disorder component from Eq. (A5) includes

also an extended contribution, Tmm′

lii = Tmm′

i−l,i−l, which
needs to be coarsed grain. We implement the following
procedure:

Tmm′

k =
∑

i

Tmm′

ii eik·ri , (A20)
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T
mm′

K =
Nc

N

∑

k

Tmm′

K+k, (A21)

T
mm′

II =
1

Nc

∑

K

Tmm′

K e−iK·RI . (A22)

Then the coarse-grained version of Eq. (A5) is just

ǫmm′

Iσ = tmm′

IIσ +
∑

L

T
mm′

I−L,I−L

= ǫmm′

0σ + V
mm′

I ,

(A23)

where

V
mm′

I =
∑

L

T
mm′

I−L,I−L (A24)

is the diagonal disorder potential in the cluster. Since
tmm′

IIσ is local and translationally invariant, it is not mod-

ified by coarse graining, so we set it to ǫmm′

0σ . For the
spin-dependent part, the same procedure can be carried
out completely by analogy.

Appendix B: Self-consistency loop of the multiband
DCA/TMDCA in the Blackman formalism

From the procedure above, we get the parameters
needed for the DCA/TMDCA calculation, which are

ǫmm′

Iσ = ǫmm′

0σ + V
mm′

I,σ for the diagonal component and

W
1,mm′

I,J,σ and W
2,mm′

I,J,σ for the off-diagonal component of
the disorder potential. The self-consistent loop can be
described as below.
We first introduce the effective medium hybridization

function ∆(K, ω), which is a matrix in the orbital and
spin basis with each component a 2 × 2 matrix in the
Blackman formalism,

∆m,m′

σ (K, ω) =

[
∆m,m′

σ,AA(K,ω) ∆m,m′

σ,AB(K,ω)

∆m,m′

σ,BA(K,ω) ∆m,m′

σ,BB(K,ω)

]
. (B1)

Then we stochastically sample the disorder configura-
tions, and for each configuration, we calculate the cluster
Green function,

GI,J = (ωIrIos − (ǫ0 − V )Ir −W
1
−W

2
−∆)−1

I,J, (B2)

where Ir and Ios are the identity matrices in the cluster
real space and the spin orbital basis respectively, with
matrix elements δRR′ and δσσ

′

mm′ . All the quantities in
the bracket are matrices in spin orbital and cluster real
space with:

∆m,m′

IJ,σ = FT [∆m,m′

σ,αβ (K, ω)], if I ∈ α, J ∈ β, (B3)

W
1(2),m,m′

IJ,σ = W
1(2),m,m′

IJ,σ,αβ , if I ∈ α, J ∈ β, (B4)
where α and β denote the A,B components and FT de-
notes the Fourier transformation.
In the next step, we perform a disorder averaging and

reexpand the averaged Green function into a 2Nc × 2Nc

block matrix, with each component a matrix in the spin
and orbital bases,

Gc(ω)IJ =

[
〈Gc,AA(ω)〉IJ 〈Gc,AB(ω)〉IJ
〈Gc,BA(ω)〉IJ 〈Gc,BB(ω)〉IJ

]
, (B5)

with

(Gc,αβ)IJ = (Gc)IJ, if I ∈ A, J ∈ B. (B6)

After the disorder average, the translational symmetry
is restored, and we then Fourier transform it to K space
and construct the K-dependent cluster Green function,

Gc(K,ω) =

[
〈Gc,AA(K,ω)〉 〈Gc,AB(K,ω)〉

〈Gc,BA(K,ω)〉 〈Gc,BB(K,ω)〉

]
. (B7)

For the DCA we use this cluster Green function for
the remaining calculation, and for the TMDCA, we use
the ansatz described in Eq. (4) to construct the typi-
cal Green function Gtyp(K, ω) to proceed. Note that for
TMDCA the disorder average is done on the quantity

Gc

1
Nc

∑
i,m ρmm

ii

.

Once the cluster problem is solved, we calculate the
coarse-grained Green function as,

G(K, ω) =

[
GAA(K, ω) GAB(K, ω)

GBA(K, ω) GBB(K, ω)

]

=
Nc

N

∑

k

(Gc(typ)(K, ω)−1 +∆(K, ω) +WK −Wk)
−1.

(B8)

The DCA (TMDCA) self-consistency condition re-
quires that the disorder averaged cluster Green function
equals the coarse-grained lattice Green function

Gc(typ)(K, ω) = G(K, ω). (B9)

Then, we close our self-consistency loop by updating
the hybridization function matrix using linear mixing

∆n(K, ω) = ∆o(K, ω) + ξ[G−1
c (K, ω)−G

−1
(K, ω)],

(B10)
where the subscript “o” and “n” denote old and new re-
spectively, and ξ is a linear mixing factor 0 < ξ < 1.
The procedure above is repeated until the hybridiza-
tion function matrix converges to the desirable accuracy
∆n(K, ω) = ∆o(K, ω).
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