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We investigate the effects of fluctuations on the dynamics of an isolated quantum system rep-
resented by a φ4 field theory with O(N) symmetry after a quench in d > 2 spatial dimensions.
A perturbative renormalization-group approach involving a dimensional expansion in ε = 4 − d is
employed in order to study the evolution within a prethermal regime controlled by elastic dephas-
ing. In particular, we focus on a quench from a disordered initial state to the critical point, which
introduces an effective temporal boundary in the evolution. At this boundary, the relevant fields
acquire an anomalous scaling dimension, while the evolution of both the order parameter and its
correlation and response functions display universal aging. Since the relevant excitations propagate
ballistically, a light cone in real space emerges. At longer times, the onset of inelastic scattering
appears as secularly growing self-generated dissipation in the effective Keldysh field theory, with the
strength of the dissipative vertices providing an estimate for the time needed to leave the prethermal
regime.

PACS numbers: 05.70.Ln, 64.60.Ht, 64.70.Tg

I. INTRODUCTION

Experimental progress in cold atomic gases1–4
and pump-probe spectroscopy of strongly correlated
materials5,6, has revived interest in understanding how
an isolated quantum many-body system, driven far from
equilibrium by an initial perturbation such as an abrupt
change of a global parameter of its Hamiltonian (quench)
H, evolves in time7–9. After almost ten years of in-
tense theoretical and experimental investigation, the
post-quench dynamics of the system, initially prepared
in the ground state of the pre-quench Hamiltonian H0,
can be schematically described in the following way. In
the generic case of a non-integrable post-quench Hamil-
tonian, the system relaxes towards a Gibbs thermal
state10–18 in the sense that the expectation value of a
generic local observable can alternatively be determined
(in the thermodynamic limit) by an effective thermal
ensemble ρ. If, instead, the post-quench Hamiltonian
is integrable and therefore it is characterized by an ex-
tensive number of mutually commuting (local or quasi-
local) integrals of motion which constrain the dynam-
ics, then the eventual asymptotic state is described by
the so-called generalized Gibbs ensemble19–27 (GGE).
The intermediate case in which the post-quench Hamil-
tonian H is obtained by weakly perturbing (in a non-
integrable fashion) an integrable one, displays, after an
initial post-quench transient, a quasi-stationary prether-
mal regime28–38 determined by the integrable part of H
and approximately described by the corresponding GGE.
At longer times, the effect of the perturbation becomes
predominant, causing the crossover towards the even-
tual thermal state. The effective strength of the non-
integrable perturbation determines the actual duration
of this prethermalization. However, a prethermal regime
may appear because of a variety of possibly different
physical phenomena, resulting in what are collectively re-

ferred to as non-thermal fixed points39–41, among which
we mention the generation of turbulence42–44, of topolog-
ical defects45–47, and the presence of conservation laws
which slow down the transport of particles and energy48.

Remarkably, a novel class of critical-like phenomena
may occur before the system thermalizes. These are
characterized by a prethermal regime49–59 where the non-
equilibrium or dynamical “phase transitions” (DPTs) are
signalled by a change, upon varying a parameter of the
quench, in the qualitative features of the time evolution of
physical observables. Qualitatively different temporal be-
havior play the role of different “phases”. These DPTs are
also of fundamental interest because they might be char-
acterized by a scale-invariant behavior with some uni-
versal features which are independent of the microscopic
details of the system, making them resemble critical phe-
nomena encountered in equilibrium and non-equilibrium
statistical physics. So far, these transitions have been in-
vestigated within a mean-field approximation50–52,54,60,
while exact results are available for certain solvable mod-
els55–57,59,61–63, all characterized by the absence of ther-
malization and therefore by a neverending prethermal
regime.

In the present work, instead, we explore the dynamical
behavior and the DPT beyond the mean-field approxi-
mation, i.e., we account for the effects of fluctuations —
following the analysis of Ref. 58, — which are relevant in
spatial dimensionality d smaller than the upper critical
dimensionality dc of the system. In particular, we detail
a perturbative renormalization group (RG) study of the
dynamics of the system described in Sec. II and perform
a dimensional expansion in the deviation ε ≡ dc − d.
While most of the available analytic methods and effi-
cient algorithms for numerical simulations applies to one-
dimensional systems7, the analysis presented here is not
tied to any specific dimensionality d and therefore one
can explore its role in determining the features of the ob-
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served transition. For the particular model we investigate
here, it turns out that the lower critical dimensionality
dl is equal to 2, and therefore our results are expected
to be qualitatively correct for d > dl = 2, as discussed
further below.

As anticipated in Ref. 58, we identify a novel tempo-
ral scaling due to the coarse-grained features of the initial
condition affecting the behavior of the system in the early
stage of its dynamics, but for times longer than the mi-
croscopic scale. Technically this implies that the fields
at the time of the quench acquire an anomalous scaling
dimension because of the sharp temporal boundary in-
troduced by the quench. Close to the dynamical critical
point, this leads to the phenomenon of quantum aging,
analogous to the one observed in classical systems after a
quench to equilibrium64,65 and non-equilibrium66 critical
points.

This aging is characterized by the emergence of the
following scaling behavior in the correlation and response
functions GK and GR, respectively, at two times t and t′
after the quench, as a function of the wavevector k,

GK(k, t, t′) =
1

k2−2θN
GK(kt, kt′), (1a)

GR(k, t, t′) =
1

k

(
t′

t

)θN
GR(kt, kt′), (1b)

with GK(x, y) ∼ (xy)1−θN for x, y � 1 and GK(x, y) ∼ 1
for x, y � 1, while GR(x, y) ∼ x for y � x � 1. The
leading algebraic behaviour is described by the new uni-
versal exponent θN , called initial-slip exponent, which we
calculate at the leading order in the dimensional expan-
sion. The scaling forms (1a) and (1b), which emerge here
within a perturbative RG analysis, were also confirmed
by the exact solution of the model in the limit N → ∞
of the O(N) model59.

The analysis presented here parallel the one for clas-
sical dissipative systems67, open quantum systems68–71,
and imaginary time evolution of quantum systems72,
but with important differences. First, while our results
describe the approach to a prethermal state, those of
Refs. 67, 69, and 70 characterize the evolution towards
the eventual equilibrium thermal state resulting from
coupling the system to an ideal thermal bath. As a con-
sequence of this difference, an anomalous scaling occurs
here in the k-dependence of correlation functions, which
is discussed in Sec. III B. Second, the relevant collec-
tive excitations of the system investigated here propa-
gate ballistically and therefore a light cone is present in
the spatio-temporal correlation36,73,74 and response75–77
functions, which are analyzed in Sec. III C and which
contrast with the diffusive collective excitations of open
classical67 and quantum68–70 systems, as determined by
the presence of the thermal bath. Another relevant conse-
quence of this ballistic character is that the effects of the
initial condition, i.e., of the “temporal boundary” propa-
gate into the “temporal bulk”, rendering the distinction
between “bulk” and “boundary” less marked than in the

case of dissipative classical systems, where the memory of
the initial condition is generally lost exponentially fast in
time. Third, a major related difference with the classical
case is that the quantum dynamics has to preserve the
canonical commutation relations, which imposes a con-
straint on the scaling dimensions of the relevant fields
and therefore affects the scaling forms of GR,K .

Although most of the qualitative features discussed
here are expected to be quite generic to isolated quan-
tum systems, we focus for concreteness on the quench of
one described by an N -component order parameter with
Hamiltonian H(r, u) characterized by an O(N) symme-
try. The system is initially prepared in the symmetric
ground state of the same Hamiltonian as the one which
rules its subsequent time evolution, but with different
values of the parameters r and u, which control the dis-
tance from the DPT and the strength of the interaction,
respectively. Various properties of this quench protocol
have been the object of study73,74,78,79, as summarized
in Sec. II. Based on the perturbative renormalization
group approach mentioned above and used in Ref. 58,
we demonstrate here that a DPT occurs in the pre-
thermal regime after the quench and we characterize its
universal features. We argue that this DPT is closely
related to the one predicted in the limit N → ∞ of the
present model55–57. In particular, by deriving the equiva-
lent Wilson (Sec. V) and Callan-Symanzik-like (Sec. VI)
flow equations for the relevant couplings and correlation
functions, respectively, we highlight both similarities and
differences between the DPT investigated here and the
phase transition occurring within this model in thermo-
dynamic equilibrium.

Remarkably, when the pre-quench value Ω2
0 of the pa-

rameter r is very large on the scale specified further be-
low, Ω0 plays the role of an effective temperature for the
post-quench system and, accordingly, it induces a dimen-
sional crossover on the DPT in complete analogy to what
happens in equilibrium quantum phase transitions upon
increasing the temperature80–82. In particular, due to
this finite effective temperature, the system is taken out
of the quantum critical regime82 and therefore its upper
critical dimensionality dc is the same as for the classical
critical system, i.e., dc = 4.

The rest of the presentation is organized as follows: in
Sec. II we introduce the model and discuss the relevant
dynamical quantities of the Gaussian theory with Hamil-
tonian H(r, u = 0) after a quench of the parameter r.
In this context, we highlight in Sec. IID the emergence
of a light cone in the response and correlation function
after a quench at the Gaussian (dynamical) critical point
r = 0. In Sec. III we account perturbatively for the
effects of interactions, identifying the logarithmic correc-
tions associated with the relevant correlation functions.
We present the scaling forms although the RG resumma-
tion required to justify the scaling forms are presented
later, in Sec. VI. We also show in Sec. III that these
scaling forms are verified non-perturbatively in the limit
N → ∞ of the present model. In particular, the result-
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ing expressions of the response and correlation functions
in momentum space at long wavelengths are presented in
Sec. IIIA, of the momentum distribution in Sec. III B,
while those of the same functions in real space are dis-
cussed in Sec. III C, together with the emerging light
cone. Section IV presents results for the time evolution
of the average order parameter when a small symmetry-
breaking field is added to the pre-quench Hamiltonian,
which are obtained using both perturbation theory and
the self-consistent Hartree-Fock approximation which is
exact for N →∞.

The perturbative analysis mentioned above is then
complemented by the construction of appropriate RG
equations based on both the Wilson approach in Sec. V
— which highlights the eventual emergence of dissipative
terms — and the Callan-Symanzik-like flow equation for
the relevant correlation functions in Sec. VI. The sum-
mary and conclusions are then presented in Sec. VII,
while intermediate and technical details of the analysis
are relegated to a the various Appendices.

As a cautionary note, we emphasize here that the
present work (together with Refs. 58 and 59) provides
convincing evidence of the emergence of scaling behav-
ior in the post-quench dynamics of quantum systems.
However, a comprehensive picture of the structure of
the ultraviolet singularities of the underlying model on
the continuum is far from being achieved, especially be-
yond the perturbative order considered here. In fact,
while the emergence of scaling laws in quantum sta-
tistical systems in equilibrium both at zero and finite
temperature83, as well as in the static and dynamic be-
havior of classical statistical systems, both in the bulk
and at surfaces84–86 is based on a detailed understanding
of these properties (and of the renormalizability of the
associated continuum theory), the present case is suffi-
ciently complicated that this would require a dedicated
study, going well beyond the purposes of this investiga-
tion. We emphasize that the present study is already
a challenging first step in this direction. Despite the
peculiarities of the quantum quench, some similarities
(spelled out in Secs. II B, II C and in Ref. 58) between
the present case and the well-studied one of quantum sys-
tems at finite temperature81,82,87, as well as with the ana-
lytic continuation73,74,77 of equilibrium classical systems
confined within a film geometry,83,88,89 suggests that the
corresponding theories on the continuum might have a
similar structure, though important differences remain
due to the boundary conditions imposed by the quench,
as discussed in Sec. II E.

II. THE MODEL

A. Quench protocol

We consider a system described by a real vector order
parameter φ ≡ φ(x) = (φ1, . . . , φN ) with N components
and the following Hamiltonian in d spatial dimensions,

with O(N) symmetry:

H(r, u) =

∫
x

[
1

2
Π2 +

1

2
(∇φ)2 +

r

2
φ2 +

u

4!N

(
φ2
)2]

,

(2)
where

∫
x
≡
∫

ddx while Π ≡ Π(x) is the momentum
conjugate to φ, which satisfies the canonical commuta-
tion relations [φi(x),Πj(x

′)] = iδ(d)(x−x′)δij . Note that
only scalar products such as φ2 = φ · φ =

∑N
i=1 φ

2
i en-

ter Eq. (2), in order to guarantee its invariance under
O(N) transformations. The coupling u > 0 parametrizes
the strength of interaction, while r controls the distance
from the critical point of DPT, as discussed below. The
quench consists of a sudden change of both r and u at
time t = 0 according to

H(Ω2
0, 0) ≡ H0 → H(r, u), (3)

where we denote the pre-quench value of r as r(t = 0−) =
Ω2

0 for later convenience. We will assume that this value
is positive, so that the system is initially in the disordered
phase and any correlation function involving an odd num-
ber of fields φ vanishes. This protocol is the same as the
one studied in Refs. 58 and 59, while in Refs. 51, 55–57
the interaction strength u had the same finite value be-
fore and after the quench. For both protocols the system
is shown to undergo a DPT at some (protocol-dependent)
critical value r = rc. However, one expects the two tran-
sitions to be essentially the same. Indeed, as pointed
out in Refs. 58 and 59, a non-zero interaction in the pre-
quench state renormalizes only the value of Ω2

0, leaving
unchanged the short-range nature of the correlations in
the initial state, which actually determines the features
of the DPT, as we argue below: accordingly, the two pro-
tocols discussed above are essentially equivalent in this
respect. This fact can be regarded as a consequence of
the universality associated with the DPT: as shown in
Sec. VIC, the scaling forms and the value of the critical
exponents characterizing the correlation functions are in-
dependent of the actual value of Ω0.

B. Gaussian model: correlation functions in
momentum space

In this section we summarize the analysis of the quan-
tum quench in a bosonic free field theory73,74,78 which
corresponds to the special case u = 0 of the quench we are
interested in and which provides the basis for the pertur-
bative calculations discussed in Sec III. As is clear from
the analysis presented below, for the resulting Hamilto-
nian H(r, 0) to have a spectrum bounded from below it
is necessary to assume r ≥ 0. Introducing the Fourier
transform in momentum space of the fields φ and Π as
φ(x) =

∫
k
φk eik·x and Π(x) =

∫
k

Πk eik·x, respectively,
where

∫
k
≡
∫

ddk/(2π)d, Eq. (2) can be written as

H(r, 0) =
1

2

∫
k

(
|Πk|2 + ω2

k |φk|
2
)
, (4)
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where

ωk ≡
√
k2 + r (5)

is the dispersion relation, while |Πk|2 ≡ Πk ·Π†k = Πk ·
Π−k and analogous for φ. The Heisenberg equations
of motion for the operators after the quench Ω2

0 → r,
derived from H(r, 0), is therefore φ̈k + ω2

kφk = 0, with
solution

φk(t) = φk(0) cos(ωkt) + Πk(0)
sin(ωkt)

ωk
. (6)

In order to calculate the expectation values of the com-
ponents φj,k(0) and Πj,k(0) (with j = 1, . . . , N) on the
initial state, it is convenient to introduce the standard
bosonic annihilation and creation operators bj,k and b†j,k,
respectively, defined as

φj,k =
1√
2ωk

(
bj,k + b†j,−k

)
,

Πj,k = −i
√
ωk
2

(
bj,k − b†j,−k

)
,

(7)

with [bj,k, b
†
j′,k′ ] = δjj′δk,k′ the standard bosonic com-

mutation relations and δk,−k′ ≡ (2π)d δ(d)(k + k′). Once
expressed in terms of these operators, Eq. (4) becomes

H(r, 0) =

N∑
j=1

∫
k

ωk b
†
j,kbj,k, (8)

up to an inconsequential additive constant. Assuming
the pre-quench state to be in equilibrium at a temper-
ature T = β−1, with Hamiltonian H0 = H(Ω2

0, 0), the
density matrix of the system is given by ρ0 = Z−1e−βH0 ,
where Z = tr(e−βH0). Accordingly, one can evaluate the
following statistical averages over ρ0 by introducing the
pre-quench operators b0j,k and b0,†j,k as in Eq. (7):

〈φi,k(0)φj,k′(0)〉 = δk,−k′δij
1

2ω0k
coth(βω0k/2),

(9a)

〈Πi,k(0)Πj,k′(0)〉 = δk,−k′δij
ω0k

2
coth(βω0k/2), (9b)

〈{φi,k(0),Πj,k′(0)}〉 = 0, (9c)

and

ω0k =
√
k2 + Ω2

0 (10)

is the pre-quench dispersion relation. Since the ini-
tial state does not break the O(N) symmetry one has
〈φj,k(0)〉 = 〈Πj,k(0)〉 = 0 and therefore Eq. (6) implies
that 〈φj,k(t)〉 = 0 at all times t. The correlation functions
of the field φ during the evolution can be easily deter-
mined on the basis of Eqs. (6), (9a), and (9b). Hereafter,

we focus on the retarded and Keldysh Green’s functions,
defined respectively as

iGjl,R(|x− x′|, t, t′) = ϑ(t− t′)〈[φj(x, t), φl(x′, t′)]〉,
(11a)

iGjl,K(|x− x′|, t, t′) = 〈{φj(x, t), φl(x′, t′)}〉, (11b)

where ϑ(t < 0) = 0 and ϑ(t ≥ 0) = 1. Note that, as a
consequence of the invariance of the Hamiltonian under
spatial translations and rotations, GR/K depend only on
the distance |x−x′| between the points x and x′ at which
the fields are evaluated. Accordingly, it is convenient to
consider their Fourier transforms which are related to the
Fourier components of the field φk via

δk,−k′ iGjl,R(k, t, t′) = ϑ(t− t′)〈[φj,k(t), φl,k′(t
′)]〉,

(12)
δk,−k′ iGjl,K(k, t, t′) = 〈{φj,k(t), φl,k′(t

′)}〉. (13)

In the absence of symmetry breaking, the O(N) symme-
try implies that these functions do not vanish only for
j = l, i.e., Gjl,R/K = δjlGR/K . Accordingly, in what
follows, their dependence on the field components is no
longer indicated. The Gaussian Green’s functions (hence-
forth denoted by a subscript 0) in momentum space can
be immediately determined by using the expression of
the time evolution of the field φj,k in Eq. (6) and the
averages over the initial condition in Eqs. (9a) and (9b),
which yield

G0R(k, t, t′) = −ϑ(t− t′) sin(ωk(t− t′))
ωk

, (14a)

G0K(k, t, t′) = −icoth(βω0k/2)

ωk
[K+ cos(ωk(t− t′))

+K− cos(ωk(t+ t′))], (14b)

where

K± =
1

2

(
ωk
ω0k
± ω0k

ωk

)
, (15)

with ωk and ω0k given in Eqs. (5) and (10), respectively.
While the retarded Green’s function G0R, within this
Gaussian approximation, does not depend on the initial
state and it is therefore time-translation invariant (TTI),
the Keldysh Green’s function G0K acquires a non-TTI
contribution as a consequence of the quantum quench.
As we discuss in Secs. III, V, and VIC, this contribution
plays an important role in the DPT, as it eventually gen-
erates an algebraic behavior in time. Note that, in the
absence of a quench, ωk = ω0k and therefore K+ = 1 and
K− = 0: correspondingly, the G0K in Eq. (14b) recovers
its equilibrium TTI expression. In addition, if the tem-
perature T of the initial state vanishes T = 0, i.e., the
system is in the ground state of the pre-quench Hamil-
tonian H0, the GR/K in Eqs. (14a) and (14b) at small
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wavevectors k � Ω0 and at r = 0 read

G0R(k, t, t′) = −ϑ(t− t′) sin(k(t− t′))
k

, (16a)

G0K(k, t, t′) = −i Ω0

2k2
[cos(k(t− t′))− cos(k(t+ t′))],

(16b)

which can be cast in the scaling forms in Eqs. (1a) and
(1b) with θN = 0. For later convenience, we note that
these expressions become, at short times t, t′ � k−1,

G0R(k, t, t′) ' −ϑ(t− t′)(t− t′), (17a)
G0K(k, t, t′) ' −iΩ0tt

′. (17b)

The scaling in Eqs. (16a) and (16b) is related to a Gaus-
sian fixed point. In fact, one recognizes from Eqs. (14a)
and (14b) that, for momenta k � Ω0, the correlation
length is simply given by ξ = r−1/2, due to the depen-
dence of this expression on the combination k2 + r. Ac-
cordingly, for r → rc = 0, this correlation length ξ di-
verges, thus signalling the onset of a transition and, cor-
respondingly, the emergence of scale invariance into the
correlation functions. Moreover, recalling the definition
of the critical exponent ν, i.e., ξ ∼ |r− rc|−ν , one imme-
diately realizes that in the present case ν = 1/2, which
is also the value expected at the Gaussian fixed point for
the corresponding equilibrium model82,90,91.

A relevant quantity we consider below is the number
nk of particles with momentum k after the quench, de-
fined as nk = b†kbk in terms of the operators introduced in
Eq. (7), where the index of the field component has been
omitted for clarity. The operator nk can be conveniently
expressed in terms of the field φk and its conjugate mo-
mentum Πk as

nk +
1

2
δk,k =

1

4ωk
({Πk,Π−k}+ ω2

k{φk, φ−k}). (18)

Since each term in this expression is proportional to the
(infinite) volume V =

∫
ddx of the system, we consider

the associated finite momentum density Nk ≡ 〈nk〉/V ,
which can be expressed in terms of the Green’s functions
in momentum space as

Nk +
1

2
=

i

4ωk
[GΠ

K(k, t, t) + ω2
kGK(k, t, t)], (19)

where we introduced iδk,−k′ G
Π
K(t, t′) =

〈{Πk(t),Πk′(t
′)}〉 in analogy with GK in Eq. (11b).

Taking into account the Heisenberg equations of motion
φ̇k = Πk, the equal-time GΠ

K can be expressed as

GΠ
K(k, t, t) = ∂t∂t′GK(k, t, t′)

∣∣∣∣
t=t′
≡ G̈K(k, t, t), (20)

from which it follows that the momentum density Nk can
be expressed in terms of GK only:

Nk +
1

2
=

i

4ωk
[G̈K(k, t, t) + ω2

kGK(k, t, t)]. (21)

The r.h.s. of this equation can be calculated within the
Gaussian approximation (hence the subscript 0) by using
Eq. (14b), which yields

N0k +
1

2
=

1

2
K+ coth(βω0k/2). (22)

Note that N0k does not depend on time, because the
post-quench Hamiltonian H(r, 0) can be written as in
Eq. (8), i.e., as a linear combination of the momentum
densities which are therefore conserved quantities. In
addition, the number of excitations after the quench is
finite even at T = 0 as a consequence of the energy in-
jected into the system upon quenching. In the absence
of a quench, instead, K+ = 1 and Eq. (22) renders the
Bose equilibrium distribution N0k = 1/[exp(βω0k)− 1].

C. Deep quenches limit and effective temperature

In the rest of the discussion, we mostly focus on the
limit of deep quench Ω2

0 � r, i.e., on the case in which
there is a significant difference between the pre- and post-
quench values of the control parameter r. Since the post-
quench value rc of r at which the DPT takes place scales
as58 rc ∼ εΛ2 (see also Sec. III) where Λ is some ultra-
violet cut-off inherent the microscopic structure of the
system, the deep-quench limit can be equivalently ex-
pressed as Ω0 � Λ. Interpreting Λ as being related to
the inverse of the lattice spacing of the underlying micro-
scopic lattice, the condition Ω0 � Λ implies that the cor-
relation length ' Ω−1

0 of fluctuations in the pre-quench
state is smaller than the lattice spacing, i.e., the system
is in a highly disordered state. In turn, as was realized
in Refs. 73, 74, 78, and 79, this disordered initial state
resembles a high-temperature state and, in fact, the mo-
mentum density in Eq. (22) takes the form

N0k '
Teff
ωk

(23)

of a thermal one in the deep-quench limit, with an effec-
tive temperature given by

Teff = Ω0/4. (24)

This similarity is made even more apparent by consid-
ering the fluctuation-dissipation theorem (FDT)92 which
relates in frequency-momentum space the Keldysh and
retarded Green’s functions of a system in thermal equi-
librium at temperature β−1 as

GK(ω, k) = coth(βω/2)[GR(k, ω)−GR(k,−ω)]. (25)

Out of equilibrium, one can define an effective tem-
perature Teff = β−1

eff such that GK/R satisfy the
FDT75,76,93,94, which generically depends on both fre-
quency ω and momentum k as a consequence of the lack
of thermalization. In the present case, considering only



6

the stationary part of Eq. (14b), the Fourier transform
of G0K is related to the one of G0R in Eq. (14a) via

G0K(k, ω) =
Ω0

2ω
[G0R(k, ω)−G0R(k,−ω)], (26)

which takes the form of the FDT in Eq. (25) with the
same (high) temperature T = Teff as defined above in
Eq. (24) from the behavior of N0k. As shown in Sec. V,
the fact that the system appears to be “thermal” in
the deep-quench limit has important consequences on
its critical properties. Indeed, it behaves effectively as
a d-dimensional classical system rather than a d + 1-
dimensional one, the latter expected for a closed quan-
tum system at zero temperature. Accordingly, the ef-
fect of a deep quench on a DPT is heuristically the
same as that of a non-vanishing temperature on a quan-
tum phase transition, where the temperature is so high
that the system falls out of the so-called quantum-critical
regime80–82. However, as anticipated in Sec. I and dis-
cussed below, this DPT is characterized by novel univer-
sal non-equilibrium properties, absent in the transition
at equilibrium.

D. Gaussian model: correlation functions in real
space and light-cone dynamics for a critical quench

In this section we discuss the properties of the Green’s
functions in real space GR/K(x, t, t′), with x = |x1−x2|,
highlighting the emergence of a light cone in the dy-
namics in both correlation73 and response76,77 functions,
which has been observed experimentally95,96 in the cor-
relation function of a one-dimensional quantum gas. The
emergence of a light cone is due73,76,77 to the fact that the
entangled quasi-particle pairs generated by the quench
propagate ballistically with a velocity v, causing a quali-
tative crossover in the behavior of the Green’s functions
from short times, at which they behave as in the initial
state, to long times at which the effect of the quench dom-
inate; this is accompanied by an enhancement of these
functions right on the light cone.

SinceGR/K(x, t, t′) depend separately on the two times
t and t′, there are two kind of light cones emerging in their
structure: one for x = t + t′ and one for x = t − t′. For
the Keldysh Green’s function GK(x, t, t) at equal times ,
the enhancement at the light cone can be physically in-
terpreted as due to the simultaneous arrival at positions
x1 and x2 of highly entangled excitations generated by
the quench73. For the specific Hamiltonian in Eq. (2)
with u = 0, the present normalization set the velocity of
propagation to v = 1. While in principle the value of v
is affected by the presence of the interaction, this is not
the case up to one loop in perturbation theory, as shown
in the rest of this section. For the retarded Green’s func-
tion GR(x, t, t′) the enhancement at the light cone can
also be again understood from the ballistic propagation
of excitations with velocity v = 1: a perturbation cre-
ated at x = 0 at time t′ cannot be felt at position x until

the condition x = |t− t′| is obeyed. After this time, the
effect of the initial perturbation decreases upon increas-
ing t for a fixed value of x, and so the response function
approaches zero.

Exploiting the spatial isotropy and translational in-
variance, GR/K(x, t, t′) in d spatial dimensions can be
calculated from their Fourier transforms GR/K(k, t, t′) in
Eqs. (14a) and (14b) as

GR,K(x, t, t′) =
1

xd/2−1 (2π)
d/2

∫ Λ

0

dk kd/2

× Jd/2−1(kx)GR,K(k, t, t′),

(27)

where we included a sharp ultra-violet cut-off Λ in the
integral over k and Jα indicates the Bessel function of
the first kind. This expression is obtained by exploiting
the fact the functions GR,K depend only on the modulus
k of the wavevector k: one can then perform a change
of variables using hyperspherical coordinates and then
integrate over the angular variables97.

In this section we focus on the case of a critical quench,
corresponding to a vanishing post-quench value of the
parameter r = 0. Correspondingly, the correlation length
ξ = r−1/2 diverges, causing the emergence of universal
scaling forms and algebraic decays also in the light-cone
structure of the Green’s functions. Let us first consider
spatial dimension d = 4. The Gaussian retarded Green’s
function Gd=4

0R (x, t, t′) follows from Eqs. (27) and (14a):

Gd=4
0R (x, t, t′) = − 1

4π2x3

∫ Λx

0

dy yJ1(y) sin(y(t− t′)/x),

(28)
where we assume, for simplicity, t > t′. Denoting by
τ = t− t′ the difference between the two times, for Λx�
1 and Λτ � 1 we find that G0R exhibits a light cone,
similarly to what was observed in other models75–77:

Gd=4
0R (x� τ) =

Λ3

4π5/2 (Λx)
5/2

sin(Λτ)

× [sin(Λx) + cos(Λx)] ' 0, (29a)

Gd=4
0R (x = τ) = − Λ3

12π5/2 (Λτ)
3/2

, (29b)

Gd=4
0R (x� τ) = − Λ2

4π5/2τ (Λx)
3/2

cos(Λτ) ' 0. (29c)

Inside (x � τ) and outside (x � τ) the light cone, G0R

vanishes on average due to the rapidly oscillating terms,
while exactly on the light cone x = τ = t− t′ it does not,
and actually is characterized by an algebraic temporal
decay ∝ τ−3/2. Accordingly G0R(x, τ) is peaked at x = τ
and vanishes away from this point in a manner which
depends on the ultraviolet (UV) physics.

In Sec. III C we show that this basic behavior is pre-
served even in presence of interactions, provided that the
dynamics is in the collisionless prethermal regime. How-
ever, the algebraic decay at x = |t−t′| will be modified in
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two ways: first, it will depend on whether the initial per-
turbation occurs at a short time or at a long time relative
to a microscopic time scale Λ−1, which is not captured
by the Gaussian quench discussed here. Second, the al-
gebraic decay will acquire corrections described by the
anomalous exponent θN for t′ at short times.

The Gaussian Keldysh Green’s functionGd=4
0K (x, t, t) at

equal times, in real space, and in the deep-quench limit
follows from Eqs. (27) and (16b):

iGd=4
0K (x, t, t) =

Ω0

8π2x

∫ Λ

0

dk [1− cos(2kt)]J1(kx). (30)

Evaluating the integral, the light cone is observed to
emerge for Λx � 1 and Λt � 1, upon crossing the line
x = 2t,

iGd=4
0K (x� 2t) ' O

(
J0(Λx)

x2

)
' 0, (31a)

iGd=4
0K (x = 2t) ' Ω0

8π5/2

Λ2

(Λx)3/2
, (31b)

iGd=4
0K (x� 2t) ' Ω0

8π2

Λ2

(Λx)2
. (31c)

Outside the light cone, i.e., for x � 2t, the behavior of
G0K is primarily determined by the initial state as the ef-
fect of the quench has not yet set in. Since the initial state
is gapped, with two-point correlations decaying rapidly
upon increasing their distance, G0K vanishes outside the
light cone for Λx � 1. Inside the light cone (x � 2t),
instead, a time-independent value is obtained, which is
characterized by an algebraic spatial decay ∝ x−2. Fi-
nally, right on the light cone x = 2t, the correlator G0K

is enhanced, showing a slower algebraic decay ∝ x−3/2.
While above we focused on the case d = 4, it is in-

teresting to study the behavior of G0K in generic spa-
tial dimensionality d, which we compare further below
in Sec. III C with the results of the perturbative dimen-
sional expansion in the presence of interactions. Note
that G0K outside the light con vanishes for the reason
indicated above; thus we discuss here its behavior at and
inside the light cone. Instead of regularizing the momen-
tum integrals via a sharp cut-off as we did in Eq. (27),
we consider below a generic cut-off function f(k/Λ) such
that f(x� 1) = 1, with an exponential decay as x� 1.
In view of the asymptotic form of Bessel functions98, and
noting that they oscillate in phase with G0K(k, t, t) on
the light cone, we find (see Eq. (27))

iG0K(x = 2t) ' Ω0

xd/2−1 (2π)
d/2

∫ ∞
0

dk kd/2
f(k/Λ)

k2
√
kx

∝ 1

xd−2

∫ ∞
0

dy y(d−5)/2f
( y

Λx

)
' 1

xd−2

∫ Λx

0

dy y(d−5)/2 ∝ 1

x(d−1)/2
. (32)

Inside the light cone x� 2t we find, instead,

iG0K(x� 2t) ' Ω0

xd/2−1 (2π)
d/2

×
∫ ∞

0

dk kd/2f(k/Λ)Jd/2−1(kx)
1

k2

∝ 1

xd−2

∫ ∞
0

dy y−2+d/2Jd/2−1(y)f
( y

Λx

)
∝ 1

xd−2
,

(33)

where we replaced sin2(kt) appearing in G0K(k, t, t) (see
Eq. (16b)) with its temporal mean value 1/2 and in the
last line the cut-off function f has been replaced by 1
because the rapidly oscillating Bessel function suppresses
the integral at large arguments. In summary, for a deep
quench to the critical point of the Gaussian theory in d
spatial dimensions one finds

iG0K(x� 2t) ' 0, (34a)

iG0K(x = 2t) ∝ 1

x(d−1)/2
, (34b)

iG0K(x� 2t) ∝ 1

xd−2
. (34c)

The response function on the other hand can be simply
derived by using Eqs. (16a) and (27),

G0R(x = t− t′) ∝ 1

x(d−1)/2
(35)

and vanishes away from x = t− t′ as discussed above.
As anticipated above and shown in Sec. III C, these ex-

pressions acquire sizable corrections when a finite value
of the post-quench interaction u is included, with cor-
rections taking the form of an anomalous scaling which
modifies the exponents appearing in Eqs. (34) and (35).

E. Keldysh action for a quench

In the sections which follow we show how the interac-
tion modifies the dynamics after a quench compared to
those of the Gaussian model discussed above. To this
end, we use perturbation theory and renormalization-
group techniques, the formulation of which is particularly
simple within the Keldysh functional formalism99,100.
For later convenience, in this section we briefly recall how
a quench can be describe within it.

1. Construction of the formalism

For simplicity, we assume that the system is prepared
in a thermal state described by the density matrix ρ0

introduced after Eq. (8), where now H0 is a generic pre-
quench Hamiltonian, not necessarily quadratic. After the
quench, the dynamics of the system is ruled by the post-
quench Hamiltonian H obtained from H0 by changing
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some parameters at time t = 0. Accordingly, the expec-
tation value of any operator O can be expressed in the
following functional form100:

〈O(t)〉 =

∫
Dφ O[φf (t)] eiSK , (36)

where SK = SK [φI ,φf ,φb] is the Keldysh action, which
is a functional of the fields φf , φb and φI , referred
to, respectively, as forward, backward and initial fields;
Dφ ≡ D[φf ,φb,φI ] is the functional measure. Note that
the r.h.s. of Eq. (36) involves N -component vector fields
φf,b,I , with φf replacing the original operator field φ in
the formal expressionO[φ] ofO. The action SK = Ss+Sb
consists of the two parts Ss and Sb corresponding, respec-
tively, to the initial state and the post-quench dynamics,
where

Ss = i

∫ β

0

dτ LE0 (φI), (37a)

Sb =

∫ ∞
0

dτ
[
L(φf )− L(φb)

]
, (37b)

where L(φ) is the Lagrangian associated with the Hamil-
tonian (2), i.e.,

L(φ) =

∫
x

[
1

2
φ̇

2
− 1

2
(∇φ)2 − r

2
φ2 − u

4!N

(
φ2
)2]

,

(38)
while LE0 (φ) is the Euclidean Lagrangian associated with
the pre-quench Hamiltonian, namely

LE0 (φ) =

∫
x

[
1

2
φ̇

2
+

1

2
(∇φ)2 +

Ω2
0

2
φ2

]
. (39)

In order to simplify the notation, hereafter the spatial
and temporal dependence of the fields is not explicitly
indicated. The fields φf , φb and φI in Eq. (36) are not
actually independent but are related by the boundary
conditions 

φf (t) = φb(t),

φb(0) = φI(0),

φf (0) = φI(β).

(40)

Note that if the observable O in Eq. (36) is calculated
at t = 0−, then these boundary conditions reduce to
the periodic one φI(0) = φI(β) usually encountered
in a Matsubara path-integral99. The functional repre-
sentation in Eqs. (36), (37a), and (37b) correspond to
the Schwinger-Keldysh contour100: the usual forward-
backward branches of the contour of integration are sup-
plemented by an initial branch in imaginary time which
appears as a consequence of the initial density matrix
ρ0 represented by Ss in Eq. (37a). The actions Ss and
Sb are referred to as surface and bulk action, respec-
tively, for a reason which will become clear further be-
low. It is convenient to express the forward and backward
fields φf and φb, respectively, in the so-called retarded-
advanced-Keldysh basis100 via φf = (φc + φq)/

√
2 and

φb = (φc − φq)/
√

2, where the fields φc and φq are re-
ferred to as classical and quantum fields, respectively. In
these terms, the retarded and Keldysh Green’s functions
in Eqs. (11a) and (11b) read100

iGR(|x− x′|, t, t′) = 〈φc(x, t)φq(x′, t′)〉, (41)
iGK(|x− x′|, t, t′) = 〈φc(x, t)φc(x′, t′)〉, (42)

where, as before, we do not indicate the indices of the
field components of φc,q because the O(N) symmetry
forces them to be equal for the fields inside the expecta-
tion values. The expression of GR/K given in Eqs. (14b)
and (14a) can alternatively be calculated within the
functional formalism introduced above, as we discuss in
App. A. For the quench protocol described in Sec. II A,
Ss and Sb can be written as

Ss = i

∫
x

∫ β

0

dτ

[
1

2
(φ̇I)

2 +
1

2
(∇φI)2 +

Ω2
0

2
φ2
I

]
, (43)

Sb =

∫
x

∫ +∞

0

dt
[
φ̇q · φ̇c − (∇φq) · (∇φc)− rφq · φc

− 2uc
4!N

(φq · φc)φ
2
c −

2uq
4!N

(φc · φq)φ
2
q

]
.

(44)

Note that the coupling constant u in Eq. (2) is indicated
in Eq. (44) as uc,q: although, in principle, uc = uq = u,
the couplings of the terms (φq ·φc)φ

2
c and (φc ·φq)φ

2
q de-

riving from
(
φ2
)2

may behave differently under RG and
therefore we denote them with different symbols. Given
that Ss is Gaussian, the functional integral in Eq. (36)
with an observableO(t) at time t 6= 0 can be simplified101
by calculating the integral over φI . For convenience, we
first rewrite Eq. (43) in momentum space, where it reads

Ss =
i

2

∫
k

∫ β

0

dτ
(
φ̇

2

I + ω2
0kφ

2
I

)
, (45)

with ω0k given in Eq. (10). In order to integrate out φI ,
we solve the saddle-point equation with the boundary
conditions φI(β) = φf (0) and φI(0) = φb(0), we insert
the solution back in Ss and then we perform the integral
in τ . The resulting action is

Ss = i

∫
k

ω0k

2

[
φ2

0c tanh(βω0k/2) + φ2
0q coth(βω0k/2)

]
,

(46)
where φ0c ≡ φc(t = 0) and φ0q ≡ φq(t = 0). Accord-
ingly, the initial action Ss can be regarded as a functional
which weights the value of φc,q at t = 0, and therefore
it determines the initial conditions for the subsequent
evolution. In order to show this, e.g., for T = 0, one
can consider the saddle-point equations for the action
SK = Sb + Ss, with Sb and Ss given in Eqs. (44) and
(46), respectively, finding

i ω0kφc(0) = φ̇q(0) and i ω0kφq(0) = φ̇c(0), (47)



9

where the time derivatives on the r.h.s. of these equations
come from the integration by parts in the bulk action Sb.
Note that in the generalized boundary conditions (47),
classical and quantum fields are coupled. In addition, for
ω0k → +∞, Dirichlet boundary conditions are effectively
recovered. Since the quench induces a breaking of time-
translational invariance, the Keldysh action in Eq. (36)
can be formally regarded as the action of a semi-infinite
system84–86,102–104 in d+ 1 dimensions in which the bulk
is described by Sb, the d-dimensional surface by Ss, while
t measures the distance from that boundary. Note that
this is just a suggestive analogy as there is a fundamen-
tal difference between these two cases, with far reach-
ing consequences: while in semi-infinite systems the in-
fluence of the boundary generically decays exponentially
upon increasing the distance from the surface, this does
not generically happen in the present non-equilibrium dy-
namics, due to the oscillatory dependence of the propa-
gators G0R/0K in Eq. (14) on time, which is not qual-
itatively altered by the one-loop corrections considered
further below in Sec. III. However, though somehow ar-
tificial, such a separation between bulk and boundary, is
anyhow useful.

2. Structure of the resulting action

Before proceeding with the analysis of the perturbation
theory and of the RG flow of the coupling associated with
Eqs. (43) and (44), we would like to comment briefly
below on the structure of the corresponding field theory,
comparing it with those of theories emerging in similar
contexts.

In the absence of a quench (and therefore with the
appropriate Ss, i.e., with the Euclidean Lagrangian den-
sity associated with the Hamiltonian in Eq. (2)), time-
translational invariance is not broken and it eventually
reduces to an equilibrium thermal field theory100 (char-
acterized by a certain symmetry related to the FDT
in Eq. (25), see, e.g., Ref. 105) at the temperature
β−1 set by the integral along the imaginary time in
Ss. The resulting field theory is effectively a d + 1-
dimensional one (z = 1 the dynamical exponent), but
confined within a film of thickness β and periodic bound-
ary conditions in the direction across the film. Because of
these boundary conditions, no breaking of translational
invariance occurs and the only complication compared
to a bulk theory arises because the zero mode of the
transverse fluctuations needs to be accounted for non-
perturbatively83,88; as a result, some quantities display
a non-analytic dependence87,106,107 on the interaction
strength u = uc = uq, while the theory has an upper
critical dimensionality dc = 4 for β−1 6= 0, with a subtle
dimensional crossover as β−1 → 0.

In the presence of a quench, the situation becomes
more subtle due to the breaking of time-translational
invariance, and the consequent loss of a number of re-
lationships between the scaling dimensions of the fields

φc,q,I which, as discussed further below in Sec. VA, may
result in different effective theories depending also on
the initial state of the quench. Note that this is never
the case both in semi-infinite equilibrium systems85,86
or non-equilibrium bulk systems after a temperature
quench64,67, as the boundary condition does not affect
the effective theory in the bulk. In the limit of the deep
quench we focus on here, power counting indicates, for ex-
ample, that the resulting effective theory has uq = 0, with
an upper critical dimensionality dc = 4, somehow in anal-
ogy to the equilibrium case at finite temperature men-
tioned above. Note, however, that in the present case,
the formal mapping onto a film of a certain thickness
does not apply in the form which is valid for equilibrium
systems and thus the problem with the zero mode might
not arise, as the perturbative calculations in Sec. III sug-
gest.

However, a similar mapping was introduced in Refs. 73
and 74 for determining the post-quench evolution of ob-
servables such as a correlation function and later for a
response function in Ref. 77, where a detailed compari-
son with the Keldysh formalism discussed above was also
presented. Within this formalism, the evolution of corre-
lation functions of a certain observable is obtained from
the analytic continuation of the corresponding correla-
tion function in the system augmented of one bounded
spatial dimension, i.e., in a film, with boundary condi-
tions imposed by the initial state of the quench. The
analytic continuation of the coordinate across the film to
imaginary values then plays the role of the real time of
the evolution. However, this mapping is seemingly lim-
ited to the case of dynamics long after the quench and
therefore is unable to describe the phenomena described
here, though an investigation of the relationship between
these two approaches would be certainly fruitful, and is
well beyond the scope of the present work.
F. Keldysh Green’s function as a propagation of

the initial state

In the absence of an initial condition (e.g., assuming
the quench to occur at t = −∞), the bulk action Sb
in Eq. (44) is characterized by having only the retarded
Green’s function G0R as the Gaussian propagator. This
can be readily seen from the absence of a term φ2

q in the
bulk action (44) when uq,c = 0. (In passing we note that
this is the reason why an infinitesimally small term ∝ φ2

q

which satisfies the fluctuation-dissipation theorem100 has
to be added to this action in order to recover the equilib-
rium Keldysh Green’s function GK .) In the presence of
the quench at t = 0, instead, correlations appear already
in the Gaussian theory because of the “forward propa-
gation” of those which are present in the initial state.
In fact, the Keldysh Green’s function can be generically
written as

iGK(1, 2) = 〈φc(1)φc(2) e−
1
2

∫
k(ω0kφ

2
0q−φ̇

2
0q/ω0k)〉b, (48)

where n ≡ (kn, tn) and 〈. . . 〉b denotes the average taken
on the bulk action only, i.e., without the quench. This
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expression follows from Eq. (36), while the argument of
the exponential from Eqs. (46) and (47), where, for the
purpose of illustration, we assumed an initial state with
β−1 = 0. Within the Gaussian approximation uc,q =
0 and in the deep-quench limit the second term in the
exponential of Eq. (48) is negligible compared to the first
one, such that this relation takes the simpler form

iGK(k, t, t′) = Ω0GR(k, t, 0)GR(k, t′, 0), (49)

which follows from applying Wick’s theorem and which
suggests that, indeed, GK can be simply regarded as the
forward propagation in time via GR of the correlations in
the initial state. Actually, one can show from the Dyson
equations100 of the theory (see App. B) that Eq. (49)
holds beyond the Gaussian approximation, provided that
the Keldysh component of the self-energy vanishes. In
the present case, however, such a component is gener-
ated in the perturbative expansion at two loops via the
sunset diagram and therefore Eq. (49) applies only up
to one loop. The physical interpretation of this fact is
that, from the RG point of view, the non-vanishing dia-
grams contributing to the Keldysh Green’s function GK
also generate an interaction vertex ∝ φ2

q in the bulk ac-
tion Sb, which are then responsible for the emergence of
a GK within the bulk. More generally, such a vertex in
the bulk is also expected to destabilize the pre-thermal
state and eventually induce thermalization within the
system94,108,109: in this sense, the validity of Eq. (49) can
be regarded as the hallmark of the pre-thermal regime.
Note that in the limit N →∞ of the present model, the
Keldysh component of the self-energy vanishes to all or-
ders in perturbation theory, which renders the previous
relation an exact identity59.

III. PERTURBATION THEORY

In this Section we consider the perturbative effect of
the quenched interaction on the Gaussian theory de-
scribed in Sec. II B. The interaction ∝ (φ2)2 in the
post-quench Hamiltonian (2) generates the two vertices
uc(φq · φc)φ

2
c and uq(φc · φq)φ

2
q in the action (44) of

the Keldysh formalism, which we refer to as classical
and quantum vertices, respectively. Though, in principle,
uc,q = u we allow uc 6= uq in view of the possibility that
these two couplings flow differently under RG, as it ac-
tually happens, being uq irrelevant for d > 2, see Sec. V.
At one loop, these two vertices cause: (a) a renormal-
ization of the post-quench parameter r, which, compared
to the Gaussian approximation, shifts its critical value
to rc 6= 0; (b) a logarithmic dependence of GR/K(k, t, t′)
on times t, t′ and momenta k, suggesting the emergence
of a corresponding algebraic behavior once the perturba-
tive series is resummed. These effects are found in the
deep-quench limit for d = 4, which is recognized to be
the upper critical dimensionality of the system in Sec. V.
Although Eq. (49) applies to the one-loop calculation
considered here, it is anyhow instructive to determine

separately the correction to both GR and GK , which is
done in Sec. III A. Based on these results, we analyze in
Sec. III B the momentum distribution, while in Sec. III C
we investigate the Green’s functions in real space, high-
lighting the effects on the light cone which we discussed
in Sec. IID within the Gaussian approximation.

A. Green’s function in momentum space

The one-loop corrections to iGR/K are due to the tad-
pole diagrams associated with the two interaction ver-
tices. However, the absence of a Gaussian propagator
of the form 〈φqφq〉 prevents the quantum vertex (which
is anyhow irrelevant, see Sec. V) from contributing and
therefore the only contribution is due to the classical ver-
tex 2uc(φq · φc)φ

2
c/(4!N) via the tadpole:

T (t) = . (50)

Here and in the diagrams which follow, a wiggly line is as-
sociated with the field φq, while a normal one to the field
φc. Accordingly, a Gaussian retarded Green’s function
corresponds to a line which starts normal and and be-
comes wiggly, and viceversa, while the Gaussian Keldysh
Green’s function is represented by a normal line. This
tadpole involves the integral of iG0K(k, t, t) over the mo-
mentum k (corresponding to the closed normal line in
the diagram), which has to be calculated with a suitable
large-k cutoff Λ. In the case of a deep quench, the time-
dependent tadpole T (t) can be written as

T (t) = −iuc(N + 2)

12N

∫
d4k

(2π)4
f(ωk/Λ)iG0K(k, t, t)

≡ −i[B0 +B(t)], (51)

where, by using Eq. (16b),

B0 ≡
uc(N + 2)Ω0

24N

∫
d4k

(2π)4

1

ω2
k

f(ωk/Λ) (52)

and

B(t) ≡ −uc(N + 2)Ω0

24N

∫
d4k

(2π)4

cos(2ωkt)

ω2
k

f(ωk/Λ), (53)

while the function f(x) implements the ultra-violet cut-
off as discussed in Sec. IID. In the following, we assume
the convenient smooth function f(x) = e−x, which is
preferable to a (yet widely used in the literature) sharp
cut-off f(x) = ϑ(1 − x) as the latter, contrary to the
former, is known to produce spurious sub-leading oscil-
latory factors in time59 and sub-leading long-range cor-
relations in space (see, e.g., Ref. 110), which can mask
the truly universal behaviour. We also verified that the
eventual leading scaling behavior is not affected by a dif-
ferent choice of the (smooth) function f , providing a fur-
ther, simple check of its universality. For simplicity, we
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focus below on the case in which the post-quench pa-
rameter r is tuned at the value r = rc, such that any
macroscopic length-scale is removed from the correlation
functions, which therefore becomes self-similar. In this
sense, rc corresponds to a critical point where the system
becomes scale invariant. As we expect rc to be perturba-
tively small in the coupling constant uc (at least within
the dimensional expansion), one can actually set r = 0 in
the perturbative expression for the one-loop correction.
Accordingly, from Eqs. (52) and (53), one finds

B0 = 4θNΛ2, B(t) = θN (2Λ)2 (2Λt)2 − 1

[1 + (2Λt)2]2
, (54)

where we introduced, for later convenience, the constant

θN =
1

8π2

N + 2

96N
Ω0uc. (55)

While B0 in Eq. (54) has no finite limit for Λ → ∞
and therefore its specific value depends on the specific
form of the cut-off function f in Eq. (52), B(t) becomes
independent of it for Λt� 1, with

B(t� Λ−1) ' θN
t2
. (56)

In order to determine the one-loop correction δGR to GR,
the tadpole T (t) in Eq. (51) has to be integrated with two
Gaussian retarded functions G0R, i.e.,

δGR(q, t, t′) = t t′

=

∫ ∞
0

dτ G0R(q, t, τ)iT (τ)G0R(q, τ, t′).

(57)

Let us first discuss the contribution to δGR due to the
time-independent part B0 of the tadpole T , which gen-
erates an effective shift of the parameter r. In fact, this
can be seen by reverting the argument, i.e., by consider-
ing the effect that a perturbatively small shift δr of the
parameter r has on GR(q, t, t′) for t > t′. Since δr cou-
ples to −iφc · φq in the exponential factor appearing in
Eq. (36) (see also Eq. (44)) one has, up to first order in
δr,

GR(q, t, t′)
∣∣
r+δr

= GR(q, t, t′)
∣∣
r

+ δr

∫ ∞
0

dτ GR(q, t, τ)
∣∣
r
GR(q, τ, t′)

∣∣
r
,

(58)

where GR has been expressed as the expectation value in
Eq. (41). Comparing Eq. (57) with Eq. (58) one can see
that the contribution of B0 is the same as that one of a
shift δr of the parameter r, i.e.,

r 7→ r +B0 +O(u2). (59)

Accordingly, the resulting critical value rc of r becomes
rc = −B0 +O(u2).

We consider next the term containing the time-
dependent part B(τ) of the tadpole T (τ) in Eq. (57).
Because of the causality of the retarded Green’s functions
G0R in the integrand of this equation, the integration do-
main in τ runs from t′ to t, where henceforth we assume
t > t′. Within this domain, B(τ) is well approximated
by Eq. (56) as soon as t, t′ � Λ−1 and, correspond-
ingly, the integral can be easily calculated. Focussing on
a quench to the critical point r = rc, the correction δGR
to the retarded Green’s function GR beyond its Gaussian
expression can be written as

δGR(q, t, t′) = −G0R(q, t, t′)θNFR(qt, qt′), (60)

with the scaling function

FR(x, y) =
sin(x+ y)

sin(x− y)
[Ci(2x)− Ci(2y)]

− cos(x+ y)

sin(x− y)
[Si(2x)− Si(2y)],

(61)

where the sine integral Si(x) and cosine integral Ci(x)
are defined, respectively, as

Si(x) =

∫ x

0

dt
sin t

t
, Ci(x) = −

∫ ∞
x

dt
cos t

t
. (62)

The scaling function FR(x, y) is a consequence of the
absence of length- and time-scales at the critical point
r = rc. At short times t, t′ � q−1, the expansion of the
cosine integral Ci(x) ' lnx renders a logarithmic term
and, correspondingly, the leading order of Eq. (60) reads:

δGR(q, t > t′) = θN (t+ t′) ln(t/t′). (63)

When these two times are well separated, i.e., t′ � t �
q−1, the total retarded Green’s functionGR = G0R+δGR
reads, to leading order,

GR(q, t, t′) = −t
[
1− θN ln(t/t′) +O(u2)

]
, (64)

where we used the fact that, at criticality, G0R(q, t, t′) '
(t − t′) for t′ < t � q−1, see Eq. (17a). Equation (64)
suggests that the perturbative series can be resummed
such that these logarithms result into an algebraic time
dependence

GR(q = 0, t� t′) ' −t (t′/t)
θN , (65)

as is actually proven in Sec. VIC with the aid of the
RG approach, which, inter alia, fixes the value of the
still arbitrary coupling constant uc in Eq. (55), providing
a value of θN only as a function of the dimensionality
d. In the analysis above we have assumed that both
times t and t′ involved in GR are much longer than the
microscopic time scale ' Λ−1. In the opposite case in
which the shorter time t′ is at the “temporal boundary”,
i.e., t′ � Λ−1 � t or, equivalently, t′ = 0, it turns out
that GR up to one loop (see App. C)

GR(q, t, 0) ∝ −t [1− θN ln(Λt)] , (66)
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has a logarithmic dependence on Λt and therefore shows
a formal divergence as Λ grows. This divergence can be
regularized only by means of a renormalization, i.e., of a
redefinition of the fields appearing in the surface action
(see Sec. VI) which is responsible for the emergence of the
algebraic scaling at small times suggested by Eq. (64).

Consider now the Keldysh Green’s function GK : the
one-loop contributions to this function can be expressed
in terms of the same tadpole T (t) as the one in Eq. (50)
contributing to the retarded Green’s function GR, the
only difference being in the final integrations. In partic-
ular, iGK receives two contributions

δiGK(q, t, t′) =

= t t′ + t t′

=

∫ ∞
0

dτ iG0R(q, t, τ)T (τ)iG0K(q, τ, t′) + (t↔ t′),

(67)

accordingly to the notation explained after Eq. (50). Tak-
ing into account the decomposition of T in Eq. (51) one
recognizes, as in the case of GR, that the term in δiGK
which is proportional to B0 is similar to the one which
would be generated by a shift δr of the parameter r in
G0K and therefore it can be absorbed in a redefinition of
this parameter as in Eq. (59).

The explicit calculation (reported in App. D) of the
most singular correction δiGK in Eq. (67) renders, to
leading order in q/Λ� 1 and for t, t′ � Λ−1,

δiGK(q, t, t′) = iG0K(q, t, t′) θN [2 ln(q/Λ)− FK(qt, qt′)] ,
(68)

where θN is given in Eq. (55), while FK(x, y) is a scaling
function defined as

FK(x, y) = Ci(2x) + Ci(2y). (69)

Note that the first contribution on the r.h.s. of Eq. (68)
contains a term which grows logarithmically as Λ in-
creases. Differently from the case of the retarded Green’s
function [see Eq. (66)], the divergence for Λ→∞ occurs
even for finite values of t and t′. This is not surprising,
because GK is proportional to a product of two retarded
functions GR(t, 0) with one vanishing time argument [see
Eq. (49)], each of them carrying a logarithmic divergence,
see Eq. (66). At short times t, t′ � q−1, the scaling func-
tion FK in Eq. (68) reads FK(x � 1, y � 1) ' ln(xy),
with the logarithm coming from the series expansion of
the cosine integral Ci for small arguments [see Eq. (62)].
Accordingly, the leading behaviour of the total Keldysh
Green’s function GK = G0K + δGK at short times is
given by

iGK(q, t, t′) = iG0K(q, t, t′)
[
1− θN ln(Λ2tt′)

]
. (70)

As for the retarded Green’s function in Eq. (66), this
expression suggests that the dependence on time beyond
perturbation theory is actually algebraic, of the form

iGK(q = 0, t, t′) ∼ (tt′)
1−θN , (71)

where G0K(q, t, t′) at criticality and for t, t′ � q−1

is given by Eq. (17b). The re-summation of the loga-
rithms emerging in perturbation theory will be justified
in Secs. V and VI on the basis of the renormalization-
group approach. In the opposite regime of long times
t � q−1 (or, alternatively, large wavevectors t−1 � q �
Λ), the equal-time Keldysh Green’s function GK(q, t, t)
(and, consequently, the momentum density in Eq. (21))
acquires an anomalous dependence on the momentum q,
as can be seen from the re-summation of the logarithm
in Eq. (68):

iGK(q � t−1, t, t) ∝ q−2+2θN , (72)

where we took into account that FK(x � 1, y � 1) '
sin(2x)/(2x) + sin(2y)/(2y). Accordingly, at long times,
the stationary part of the Keldysh Green’s function ac-
quires the anomalous scaling (72): however, this anoma-
lous scaling is not related to the anomalous dimension
of the field φc(t), as it happens in equilibrium systems
where the renormalization of φc(t) induces the anoma-
lous dimension η111. Instead, the reason for the scaling
observed here turns out to be the renormalization of the
initial quantum field φ0q: this becomes clear by com-
paring Eq. (49) with Eq. (66). The initial-slip exponent
θN thus characterizes not only the short-time critical be-
haviour of the Green’s functions, but also their long-time
form, in contrast to what happens in classical diffusive
systems64. This fact can be regarded as a peculiarity of
the prethermal state, which retains memory of the ini-
tial state as a consequence of the fact that the dynamics
induced by the post-quench Hamiltonian is analytically
solvable.

B. Momentum distribution

The one-loop correction to the Gaussian momentum
density N0k in Eq. (22) can be straightforwardly calcu-
lated on the basis of the definition (21), taking into ac-
count the perturbative correction δGK to the Keldysh
Green’s function GK in Eq. (68). Accordingly, the total
momentum density Nk = N0k + δNk at small momenta
k � Λ and microscopically long times t� Λ−1 reads

Nk(t) +
1

2
=

Ω0

4k
{1 + 2θN [ln(k/Λ)− FN (kt)]} , (73)

where the scaling function FN (x) is defined as

FN (x) = Ci(2x)− sin(2x)

2x
, (74)

with FN (x � 1) ' lnx, while FN (x � 1) '
− cos(2x)/(2x)2. As discussed above in Sec. III A, the
presence of logarithmic corrections suggests that the ex-
act momentum density exhibits an algebraic dependence
on momentum and/or time. In fact, after a resumma-
tion of the leading logarithms — motivated by the RG
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approach presented in Secs. V and VI — the momentum
density reads

Nk(t) +
1

2
' Ω0

4

1

Λ

(
Λ

k

)1−2θN

F(kt), (75)

where, consistently with the perturbative expansion,
F(x) ≡ exp[−2θNFN (x)] is a scaling function such that
(see Eq. (74))

F(x) =

{
x−2θN for x� 1,

1 for x� 1.
(76)

Accordingly, at a certain time t, the momentum distri-
bution Nk(t) + 1/2 displays different algebraic behaviors
as a function of k, i.e., the unperturbed one ∼ k−1 for
k � t−1 and the anomalous one ∼ k−1+2θN for k � t−1,
with the crossover occurring at k ∼ t−1.

C. Green’s functions in real space: light-cone
dynamics

Based on the perturbative expressions reported in the
previous section, we focus here on the Green’s functions
GR,K in real space and determine the corrections to their
Gaussian expressions G0

R,K reported in Sec. IID. Up
to the first order in the perturbative and dimensional
expansion they can be written as,

GR,K = G0R,K+δGδrR,K+δGuR,K+δGεR,K+O(u2
c , εuc, ε

2)
(77)

where δGδrR,K is the correction from the renormalization
of the parameter r, i.e., from the constant part B0 of the
tadpole in Eq. (51), δGuR,K contains the universal part
coming from the time-dependent partB(t) of the tadpole,
while δGεR,K comes from expanding G0R,K in Eq. (27) up
to the first order in the dimensional expansion, with ε =
4−d. Some details of the calculation are given in App. E.
In what follows we assume that the systems is poised at
the critical value r = rc discussed after Eq. (59), which
cancels exactly the term δGδrR,K in Eq. (77), therefore
neglected below.

For the retarded Green’s function we find, from
Eq. (27), that corrections arise only on the light cone,
namely (see App. E)

δGεR(x = t− t′, t, t′) = G0R(x = t− t′, t, t′) ε
2

lnx (78)

while, from the Fourier transform of Eq. (60) in hyper-
spherical coordinates, one finds

δGuR(x, t, t′) =
θN

4π2x3

∫ Λx

0

dy yJ1(y)

×
{

sin

(
y(t+ t′)

x

)[
Ci

(
2ty

x

)
− Ci

(
2t′y

x

)]
− cos

(
y(t+ t′)

x

)[
Si

(
2ty

x

)
− Si

(
2t′y

x

)]}
,

(79)

where θN is given by Eq. (55). For t′ → 0, a logarith-
mic singularity emerges in the previous expression due
to Ci(2t′y/x) (while Si(2t′y/x) vanishes), which may be
rewritten as:

GR(x, t� t′) ' G0R(x, t� t′) [1 + θN ln (Λt′)] . (80)

Combined with Eq. (78), Eq. (80) and the expression of
G0R given in Eq. (29b), this implies

GR(x = t− t′,Λt′ � 1) ∝ t−3/2+ε/2, (81a)

GR(x = t− t′,Λt′ � 1) ∝ t−3/2+ε/2t′θN . (81b)

Accordingly, the presence of interaction affects only the
behaviour of GR on the light cone x = t−t′, provided the
initial perturbation was applied at a very short time t′,
modifying the Gaussian scaling (29b) through an anoma-
lous scaling with respect to t′. Note, however, that the
scaling law ∝ t′θN is visible only for t′ � Λ−1, i.e., only
before a non-universal microscopic time controlled by lat-
tice effects, and therefore its presence is expected to be
masked by non-universal contributions which dominate
at such short time scales.

Turning to GK(x, t, t′), for simplicity we focus here
only on its behavior at equal times t′ = t: this allows
us to study the structure of GK as far as the light cone
at x = t + t′ = 2t is concerned. Outside this light cone,
i.e., for 2t � x, iGK vanishes as it is essentially deter-
mined by the pre-quench state which is characterized by
very short-range correlation. Accordingly, we consider
the expression of iGK only on and inside the light cone.
In particular, on the light cone we find (see App. E for
details)

δGεK(x = 2t, t, t) = G0K(x = 2t, t, t)
ε

2
lnx, (82)

while inside it (see App. E),

δGεK(x� 2t, t, t) = G0K(x� 2t, t, t) ε lnx. (83)

The loop correction δGuK to GK(x, t, t) follows from
the Fourier transform in hyperspherical coordinates of
Eqs. (68) and (69), and takes the form

iδGuK(x, t, t) = 2θN
Ω0

8π2x

∫ Λ

0

dq J1(qx)

×
{

[1− cos(2qt)] [−Ci(2qt) + ln(q/Λ)]

+ sin(2qt)Si(2qt)

}
. (84)

From this expression it is straightforward to see that at
long times, inside the light cone (see App. E)

iδGuK(x� 2t, t, t) = −2θNG0K(x� 2t, t, t). (85)

On the light cone x = 2t, instead, there are no logarith-
mic corrections to δGuK , as shown in App. E. Combining
Eqs. (83) and Eq. (85) with G0K in Eqs. (31c) we obtain
the expression of the scaling behavior of GK inside the
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FIG. 1. (Color online). GR(x, t, t′) after a quench to the
dynamical critical point for the O(N) model with N → ∞
and spatial dimension d = 3, with an UV cut-off Λ = π/2.
Left panel: GR(x, t, t′) as a function of x and t for t′ = 0.1.
The numerical value of GR is expressed as indicated by the
color code in the legend. Right panel: plot of GR(x, t, t′) on a
double logarithmic scale as a function of t′ for various values of
x = t. The coloured solid lines correspond to sections with t =
80 (lower, orange line), t = 40 (lower-middle, blue line), t =
20 (upper-middle, red line), and t = 10 (upper, green line),
respectively. The solid black line corresponds to a rescaling
of the solid coloured line with t, i.e., to tGR(x, t, t′), over
which the coloured solid lines collapse. For small values of t′,
GR(x, t, t′) displays an algebraic growth ∝ t′0.25, as indicated
by the corresponding dashed line, which is in agreement with
Eq. (81b).

light cone, while combining Eq. (82) with Eq. (31b), we
obtain that one for the scaling on the light cone. The
corresponding final expressions are (see also Eq. (31a)):

iGK(x� 2t) ' 0, (86a)

iGK(x = 2t) ' t−3/2+ε/2, (86b)
iGK(x� 2t) ' x−2+ε−2θN . (86c)

In summary, interactions modify the correlation function
GK(x, t, t) as follows: on the light cone x = 2t, GK still
decays ∝ 1/x(d−1)/2 upon increasing x, as in the Gaus-
sian case (see Eq. (34b)), while inside the light cone,
i.e., for x � 2t, this decay changes qualitatively com-
pared to that case (see Eq. (34c)) and becomes faster
∝ 1/xd−2+2θN . The latter is consistent with the slower
decay58 of the momentum distribution iGK(q � t−1)
upon increasing q, compared to its Gaussian expression,
found in the previous section, see Eq. (72). It is also inter-
esting to note that while in quenches of one-dimensional
systems (d = 1), which belong to the Luttinger liquid
universality class, interactions do modify the scaling of
GK on the light cone36, this is not the case for the present
system, at least up to the first order in perturbation the-
ory.

In order to test the validity of the scaling behavior
summarized above (see Eqs. (81) and (86)) beyond per-
turbation theory, we consider the O(N) model in the
exactly solvable limit N → ∞ which has been con-
sidered, e.g., in Ref. 59. In particular, after a deep
quench to the critical point, GR(x, t, t′) and iGK(x, t, t)
can be calculated, respectively, via a Fourier transform
of 2Im [fk(t)f∗k(t′)] and 2|fk(t)|2, where the evolution of

iGK(x,t,t)

0

0.005

0.010

0.015

0.020

��� ��� � � � ��

��-�

��-�

��-�

�

��
�
(�
��
��
)

FIG. 2. (Color online). GK(x, t, t) after a quench to the
dynamical critical critical point for theO(N) model withN →
∞ and spatial dimension d = 3, with an UV cut-off Λ = π/2.
Left panel: GK(x, t, t) as a function of x and t. The numerical
value of GK is expressed as indicated by the color code in the
legend. The dashed lines correspond to the sections x = t/2
(upper, blue line), x = t (middle, red line) and x = 2t (lower,
green line), respectively, which are highlighted in the right
panel. Right panel: plot of GK(x, t, t) on a double logarithmic
scale as a function of x along the sections of the (x, t)-plane
highlighted in the left panel, i.e., the dashed lines correspond
to the sections x = t/2 (lower, blue line), x = t (middle, red
line) and x = 2t (upper, green line), respectively. Along the
first two and the last sections, GK(x, t, t) displays an algebraic
decay ∝ x−3/2 and ∝ x−1, respectively, as indicated by the
corresponding lower and upper dashed lines. This behaviour
is in agreement with Eqs. (86b) and (86c).

the complex coefficients fk is determined numerically, ac-
cording to Eqs. (13), (7) and (11) of Ref. 59.

In Fig. 1 we report the resulting GR(x, t, t′) in spatial
dimension d = 3, as a function of x and t (with fixed
t′ � t) on the left panel, and as a function of t′ on the
lightcone x = t− t′ ' t on the right one. The light cone
of GR(x, t, t′) is clearly visible in the left panel: in fact,
upon varying x for fixed t, t′ � t, GR(x, t, t′) vanishes
for x� t and x� t, while it grows as it approaches the
light cone. The colored solid curves on the right panel,
instead, show that GR(x = t, t, t′) grows algebraically as
GR(x = t, t, t′) ∝ t′θN for small values of t′ and various
values of t, in agreement with Eq. (81b), with the proper
value ε = 1 and θN → θ∞ = 1/4 (see, c.f., Eq. (107))
in d = 3. Moreover, by rescaling the colored solid curves
by t, i.e., by plotting tGR(x = t, t, t′) as a function of t′
with fixed t, all the curves collapse on the master curve
indicated by the solid black line, in agreement with the
algebraic dependence on t predicted by Eq. (81b). Anal-
ogous agreement with the scaling behaviors in Eq. (81) is
found for d 6= 3, showing that these relations hold beyond
perturbation theory.

In Fig. 2 we report GK(x, t, t) for the same model in
spatial dimensionality d = 3, as a function of x and t on
the left panel, while on the right panel iGK is shown as a
function of x along the cuts in the (x, t)-plane indicated
by the corresponding dashed lines on the left panel. The
light cone of iGK(x, t, t) is clearly visible in the left panel:
in fact, iGK(x, t, t) vanishes for x > 2t, while it grows
as it approaches either this light cone or the line x = 0
(where the white color indicates large values compared to
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those displayed in the rest of the plot and indicated by
the color code) from within the region with x < 2t, and it
vanishes upon increasing x and t. The curves on the right
panel, instead, show that GK(x, t, t) ∝ x−3/2 (lowermost
and intermediate solid lines) as x grows within the light
cone, i.e., with x = t/2 and x = t, whileGK(x, t, t) ∝ x−1

(uppermost line) exactly on the light cone x = 2t, in
agreement with Eqs. (86b) and (86c), respectively, with
the proper value ε = 1 and θN → θ∞ = 1/4 (see, c.f.,
Eq. (107)) in d = 3. Analogous agreement with the scal-
ing behaviors in Eq. (86) is found for d 6= 3, showing that
these relations hold beyond perturbation theory.

IV. MAGNETIZATION DYNAMICS

In the previous sections we focused on the temporal
evolution of two-time quantities after a quench, assum-
ing that the O(N) symmetry of the initial state is not
broken by the dynamics. However, as it happens in clas-
sical systems (see, e.g., Ref. 64), universal features are ex-
pected to emerge also in the evolution of one-time quan-
tities such as the order parameter, when the symmetry
of the initial state is broken by a suitable small external
field h(x), which is then switched off at t > 0. As we
show below, the short-time behavior of the mean order
parameter M(x, t) (henceforth referred to as the magne-
tization) actually provides one additional direct measure
of the short-time exponent θN encountered in the pre-
vious sections. In Secs. IVA and IVB below, we study
the evolution of M in perturbation theory and by solving
the Hartree-Fock equations (which are exact in the limit
N →∞), respectively.

A. Magnetization dynamics from perturbation
theory

The inclusion of a symmetry-breaking field in the pre-
quench Hamiltonian H0 induces a non-vanishing value of
the order parameter M(x, t) ≡ 〈φ(x, t)〉, which evolves
after the quench. If the post-quench Hamiltonian H is
tuned to its critical point, one expects this evolution to
be characterized by universal exponents. More precisely,
in this section we investigate the effect of modifyingH0 =
H(Ω2

0, 0) in Eq. (2) as:

H0 =

∫
x

[
1

2
Π2 +

1

2
(∇φ)2 +

Ω2
0

2
φ2 − h · φ

]
, (87)

where h ≡ h(x) is the external field which breaks explic-
itly the O(N) symmetry of H0 and therefore of the initial
state. Within the Keldysh formalism, this corresponds to
a change in the initial action (46), which now reads, in

momentum space:

Ss = i

∫
k

ω0k

2

[(
φ0c,k −

√
2

hk

ω2
0k

)2

tanh(βω0k/2)

+φ2
0q,k coth(βω0k/2)− 2β

|hk|
2

ω3
0k

]
, (88)

where hk indicates the Fourier transform of h(x) and
ω0k is given in Eq. (10). Recalling that the integration
by parts of φ̇q ·φ̇c in the bulk action (44) generates a term
proportional to φ̇0q ·φ0c in the initial action Ss, one can
easily see from the change of variables φ0c,k → φ0c,k +√

2hk/ω
2
0k that taking the functional average 〈. . . 〉h with

h 6= 0 is equivalent to calculating it with h = 0, but with
a modified weight, i.e.,

〈. . . 〉h = 〈. . . e−i
√

2
∫
k
hk·φ̇0q,k/ω

2
0k〉h=0. (89)

This means that any average in the presence of the field
h can be calculated as in its absence by considering the
insertion of the operator shown in the r.h.s. of Eq. (89).
Let us first consider the Gaussian approximation, i.e.,
set u = 0. Using either Eq. (89) or by repeating the
calculations of Sec. II B with the pre-quench Hamiltonian
(87), one finds that

〈φk(t)〉 =
hk

ω2
0k

cos(ωkt). (90)

Moreover, while GR is not affected by h 6= 0, the Keldysh
Green’s function is modified because of the presence of a
non-vanishing 〈φk(t)〉 as:

〈{φi,k(t), φj,k′(t
′)}〉 = δi,j δk,−k′iGK(k, t, t′)

+ 2〈φi,k(t)〉〈φj,k′(t′)〉,
(91)

where GK(k, t, t′) is the same as in Eq. (14b), i.e., the
Keldysh Green’s function corresponding to 〈φk(t)〉 = 0.
In the following, we assume the initial external field h
to be spatially homogeneous and aligned with the first
component of the field, i.e.,

hi(x) = δi,1M0Ω2
0. (92)

Note that the residual symmetry of the initial state un-
der O(N − 1) transformations involving the components
i = 2, . . . , N of the field which are transverse to h (collec-
tively indicated by⊥) implies that the only non-vanishing
post-quench component of the magnetization is the one
along i = 1 (referred to as longitudinal and indicated by
‖), i.e.,

Mi(x, t) = δi,1M(t). (93)

Accordingly, from Eq. (90), one finds

M(t) = M0 cos(
√
rt), (94)
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which shows that the order parameterM oscillates indef-
initely with angular frequency

√
r and that at the Gaus-

sian critical point r = 0 it does not evolve.
Beyond the Gaussian approximation u = 0 considered

above, one has to take into account the presence of inter-
action in the post-quench Hamiltonian, which affects the
temporal evolution of M in Eq. (93). Focussing, for con-
creteness, on the critical point r = rc (with rc 6= 0 due to
the presence of interaction, see Sec. III A, in particular
Eq. (59)) and on a deep quench, the same perturbative
expansion illustrated in Sec. III renders, at one loop, a
correction M(t) = M0 + δM(t) with

δM(t) =

∫ t

0

dt′G0R(k = 0, t, t′)

×
[
B(t′)M0 +

2uc
4!N

M3
0

]
,

(95)

where only the time-dependent part B(t′) of the tadpole
iT (t′) in Eq. (51) contributes to Eq. (95) because the
time-independent contribution B0 is cancelled by assum-
ing r = rc, as explained for the correlation functions in
Sec. III A. Taking into account the explicit expression of
B(t) in Eq. (54) and of G0R in Eq. (16a) it is easy to
find that δM exhibits a logarithmic dependence on t for
Λt� 1, and a quadratic growth in time:

δM(t) 'M0θN ln(Λt)−M0
uc

4!N
(M0t)

2, (96)

where θN is given in Eq. (55). This expression indicates
that the dynamics of the magnetization M(t) is charac-
terized by two regimes: for t� ti ' 1/(M0

√
uc) the term

proportional to t2 is negligible, and therefore δM is dom-
inated by the logarithmic term. This suggest that, after
a proper resummation of the logarithms (which is justi-
fied further below in Sec. VI), the magnetization grows
algebraically as a function of time as

M(t) ∝M0(Λt)θN . (97)

On the other hand, when t & ti the second term in
the r.h.s. of Eq. (96) becomes dominant, signalling a
crossover to a different dynamical regime. Notice that,
for these two regimes to be distinguishable, one must re-
quire that Λti � 1, i.e., Λ � M0

√
uc. In Sec. VID, we

assess the existence of these two dynamical regimes by
showing that a general scaling form can be derived for
the magnetizationM after a quench to the critical point,
which involves the scaling variable associated withM0 as
in Eq. (172).

B. Magnetization dynamics from a self-consistent
Hartree-Fock approximation

In the previous subsection, the post-quench dynamics
of the model in Eq. (88) has been studied via a pertur-
bative dimensional expansion around the upper critical

dimensionality d = dc. Within this approach, the tem-
poral evolution of M(x, t) turns out to be compatible
with the algebraic law in Eq. (97), which is actually de-
rived in Sec. VID on the basis of suitable RG equations.
However, in order to check the emergence of such an alge-
braic behavior beyond perturbation theory, we consider
here the case N →∞ of the present model which, as dis-
cussed in detail in Ref. 59 for h = 0, is exactly solvable
beyond perturbation theory, i.e., for a generic value of
the spatial dimensionality d. In fact, in this limit, the
Hartree-Fock or self-consistent approximation where the
(φ2)

2
interaction is approximated by a quadratic “mean-

field” term ∝ φ2〈φ2〉 becomes exact. The latter corre-
sponds to an effective, time-dependent square “mass” r(t)
which is calculated self-consistently, see, e.g., Refs. 55–
57, and 59. As in Sec. IVA, the initial magnetic field
h is taken along the direction of the first component of
the field, see Eq. (92), and therefore the post-quench or-
der parameter is given by Eq. (93) with M(0) =

√
NM0,

where the multiplicative factor
√
N is needed in order to

have a well-defined limit N →∞, as discussed below.
The one-loop equations governing the time evolution

of the system are55:[
∂2
t + r(t)− u

3
M2(t)

]
M(t) = 0, (98a)[

∂2
t + q2 + r(t)

− u

6N
iG
‖
K(x = 0, t, t)

]
G
‖
K(q, t, t′) = 0, (98b)[

∂2
t + q2 + r(t)− u

3
M2(t)

]
G⊥K(q, t, t′) = 0, (98c)

r(t) = r +
u

2

[
M2(t) +

1

2N
iG
‖
K(x = 0, t, t)

+
N − 1

6N
iG⊥K(x = 0, t, t)

]
, (98d)

where G‖K and G⊥K are the Keldysh Green’s functions
of the longitudinal and of a generic transverse compo-
nent of the field, respectively, while r(t) is the time-
dependent effective parameter self-consistently deter-
mined from Eq. (98d)

To solve this system of equations we need to specify
initial conditions for the magnetization and the Green’s
functions. Since, from the Heisenberg equations of mo-
tion φ̇ = Π, with φ and Π the components of the
fields and its conjugate momentum along h, and since
in the initial state 〈Π(t = 0)〉 = 0, one concludes that
Ṁ(t)|t=0 = 0. The initial conditions for the G‖,⊥K (q, t, t′),
∂tG

‖,⊥
K (q, t, t′) and ∂t∂t′G⊥K(q, t, t′) are55:

G
‖,⊥
K (q, t = 0, t′ = 0) =

1√
q2 + r‖,⊥(0)

, (99a)

∂tG
‖,⊥
K (q, t = 0, t′ = 0) = 0, (99b)

∂t∂t′G
‖,⊥
K (q, t = 0, t′ = 0) =

√
q2 + r‖,⊥(0), (99c)
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where we introduced

r‖(0) = r(0), (100a)

r⊥(0) = r(0)− u

3
M2

0 . (100b)

The set of Eqs. (98) is not analytically solvable and in
general one has to resort to approximations or to a nu-
merical evaluation. However, in the limit N → ∞, one
can see from Eqs. (98) that the quadratic term ∝M2(t)
can be neglected for times t� ti, with ti defined by the
condition

r +
u

12
iG⊥K(x = 0, ti, ti) '

u

3
M2(ti); (101)

with these assumptions, Eqs. (98) simplify to:[
∂2
t + r(t)

]
M(t) = 0, (102a)[

∂2
t + q2 + r(t)

]
G
‖,⊥
K (q, t, t′) = 0, (102b)

r(t) = r +
u

12
iG⊥K(x = 0, t, t). (102c)

The critical value rc of the parameter r can be obtained
via the ansatz suggested in Ref. 57, namely:

rc = − u
4!

∫
q

e−q/Λ
2q2 + Ω0

q2
√
q2 + Ω0

, (103)

where the integral is regularized through the smooth cut-
off function exp(−q/Λ). This regularization is used to
evaluate all the integrals over momentum in the self-
consistent Eqs. (102): the choice of a smooth cutoff is
crucial in order to avoid spurious non-universal oscilla-
tions which would mask the real universal behaviour of
the dynamical quantities59. For r = rc, the effective pa-
rameter r(t) at long times Λt � 1 has (up to rapidly
oscillatory terms) the following universal behavior59

r(t) =
a

t2
, (104)

in which the value of a can be obtained analytically and
for 2 < d < 4 is given by59

a =
d

4

(
1− d

4

)
. (105)

By inserting this expression into Eq. (102a), we then ob-
tain

M(t� Λ−1) ∝ (Λt)θ∞ , (106)

where59

θ∞ = 1− d

4
, (107)

which agrees with Eq. (55) in the limit N → ∞ and
up to the first order in ε = 4 − d after the fixed-point
value of the coupling constant uc is introduced in that
expression, according to what we discuss further below in

FIG. 3. Magnetization M(t) as a function of time t (on a
double logarithmic scale) for various values of the spatial di-
mensionality d = 2.5, 3, 3.5, and 4, from top to bottom. The
solid lines indicate the numerical solution of the self-consistent
equations (102) with r = rc and M0 = 0.005. The dashed
lines, instead, indicate the corresponding algebraic increase
∝ tθ∞ (see Eq. (106)) with θ∞ reported in Eq. (107). These
numerical solutions correspond to the case Ω0 = 25, Λ = 1
and to an exponential cutoff function e−q introduced for the
regularization of the integrals as in Eq. (103) (see also the
discussion in Ref. 59).

Sec. VB (see, in particular, Eq. (127)). Accordingly, for
times smaller than ti estimated below (but much longer
than the microscopic scale Λ−1), the order parameter
increase is controlled by the universal exponent θ∞. The
time dependence of M(t) obtained from the numerical
solution of Eqs. (102a), (102b), and (102c) with r = rc
and various values of the spatial dimensionality d are
shown in Fig. 3, where they are also compared with the
analytical prediction in Eq. (106).

In order to estimate the timescale ti beyond which
Eqs. (102) are no longer valid, we analyse Eq. (101).
First, note that, as d → 4, M(t) ' A(Λt)θ∞ becomes
almost independent of t and equal toM0 (see Fig. 3) and
therefore A 'M0. Hence, for d sufficiently close to 4 we
may safely approximate M(t) ' M0(Λt)θ∞ . Using this
approximation in Eq. (101) and solving for ti with the
aid of Eq. (104), we obtain, to leading order in θ∞, the
following expression for ti:

Λti '
√

3Λ

M0

√
a

u
∝ 1

M0
. (108)

This estimate of ti is compatible for d → 4 with the
scaling derived from the RG analysis in Sec. VID, see
Eq. (172) .
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V. RENORMALIZATION GROUP: WILSON
APPROACH

In the previous sections we discussed the emergence of
scaling behaviors on the basis of the results of pertur-
bative calculations at the lowest order in the interaction
strength, with the sole exception of the exact results pre-
sented in Sec. IVB. Here and in Sec. VI, instead, we
demonstrate that such scaling behaviors follow from the
existence of a fixed point in the renormalization-group
(RG) flow which we determine within the Wilson and
Callan-Symanzik approach, respectively. In particular,
this allows us to determine the fixed-point value of uc on
which θN in Eq. (55) depends and which is not fixed by
the perturbative calculations above.

A. Canonical dimensions

In order to determine the canonical dimensions of
the relevant coupling constants and parameters in the
Keldysh actions (43) and (44) which describe the non-
equilibrium dynamics of the model, we consider the scal-
ing of the corresponding Gaussian theory in the case of
a deep quench Ω0 � Λ, with a vanishing temperature
T = 0 of the initial state. Accordingly, the only opera-
tors appearing in the initial action Ss in Eq. (46) are:

ω0k φ
2
c,q =

[
Ω0 +

k2

2Ω0
+O(k4/Ω3

0)

]
φ2
c,q. (109)

Since we consider Ω0 � Λ and the leading term in the
expansion of ω0k (see Eq. (10)) is the most relevant in
the RG sense, we can approximate ω0k ' Ω0. However,
as the classical and quantum fields φc,q can in principle
have different flows under RG, we allow the coefficients of
the corresponding terms φ2

c and φ2
q in the initial action to

be different, denoting them by Ω0c and Ω0q, respectively.
In order to study the canonical scaling of the model,

we introduce an arbitrary momentum scale µ, such that
space and time coordinates scale as x ∼ µ−1 and t ∼ µ−z,
where z is the dynamical critical exponent with z = 1
within the Gaussian approximation. While in thermal
equilibrium, the canonical dimensions of the fields and
of the couplings follow immediately from requiring the
action to be dimensionless, this requirement is no longer
sufficient in the present case, given the large number of
fields involved in the total Keldysh action Ss + Sb. Ac-
cordingly, in order to fix these dimensions we impose the
following two conditions: (i) the canonical dimensions of
the fields at the surface t = 0 are the same as in the
bulk t > 0 and (ii) Ω0q is dimensionless. Condition (i) —
which do not necessarily hold beyond the Gaussian ap-
proximation — basically amounts at requiring the con-
tinuity of the fields during the quench and, in fact, it is
the functional translation of the operatorial conditions
φ(0−) = φ(0+) and Π(0−) = Π(0+)59,73,74. Condition
(ii), instead, is based on the fact that Ω0q plays the role of

an effective temperature — see the discussion in Sec. II C
— and temperatures are known to be scale-invariant in
equilibrium quantum systems outside the quantum criti-
cal regime80. Using these conditions, from Eqs. (44) and
(43) one finds the scaling of the fields

φc(x) ∼ µ(d−2)/2, φq(x) ∼ µd/2, (110)

and of the couplings

Ω0c ∼ µ2, r ∼ µ2, uc ∼ µ4−d, uq ∼ µ2−d, (111)

from which it follows that the upper critical dimension-
ality is d = dc = 4. Notice that the quantum vertex
uq is irrelevant for d > 2. This conclusion is consistent
with the dimensional crossover presented and discussed in
Sec. II C: the upper critical dimensionality, which is 3 for
a quantum system in equilibrium at T = 0, is increased to
4 by the effect of a deep quench. Note, in addition, that
the positive canonical dimension of the classical initial
“mass” Ω0c implies that it grows indefinitely under RG
and therefore its stable fixed-point value is Ω0c = +∞.

B. One-loop corrections

In order to account for the effects of the interaction,
in this subsection we derive the RG equations in pertur-
bation theory up to one loop, based on a momentum-
shell integration112. It turns out that this is sufficient
to highlight the emergence of an initial-slip exponent,
while additional effects, such as the emergence of dissi-
pative terms and thermalization, can be captured only
by including contributions at two or more loops, which
account for inelastic processes94,108,109,113.

We assume that the actions in Eqs. (43) and (44) are
defined in momentum space with momenta of modulus
k < Λ, where Λ is a cutoff set by the inverse of some
microscopic length scale, e.g., a possible lattice spacing.
In order to implement the RG transformation in momen-
tum space90,91 we decompose each field φ(k) ∈ {φc,φq}
as a sum of a “slow” and a “fast” component φ<(k) and
φ>(k), respectively, i.e., as φ = φ< + φ>, where φ<(k)
involves only modes with 0 ≤ k < Λ − dΛ, while φ>(k)
involves the remaining ones within the momentum shell
Λ − dΛ ≤ k ≤ Λ of small thickness dΛ = δ`Λ, with
0 < δ`� 1. Then, the fast fields are integrated out from
the action: this generates new terms which renormalize
the bare couplings of the action of the remaining slow
fields. Here we do this integration perturbatively in the
coupling constant and therefore the exponential factor in
Eq. (36) is first split into the Gaussian and interaction
parts SG +Sint, then expanded up to second order in the
interaction terms, with the remaining expectation values
of the fast fields calculated with respect to their Gaussian
action SG. Finally, the result is re-exponentiated using a
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cumulant expansion:∫
D[φ>, φ<] ei(SG+Sint)

'
∫
D[φ>, φ<] eiSG

[
1 + i Sint −

1

2
S2

int

]
'
∫
Dφ< exp

{
iS<G + i 〈Sint〉> −

1

2
〈S2

int〉c>
}
,

(112)

where S<G = SG[φ<] is the Gaussian action calculated on
the slow fields, 〈. . . 〉> denotes the functional integration
with respect to SG[φ>], while the superscript c indicate
the connected average. For the case we are interested in,

Sint =− 2uc
4!N

∫
x,t>0

(φq · φc)|φc|2

− 2uq
4!N

∫
x,t>0

(φq · φc)|φq|2.
(113)

After the integration, coordinates and fields are rescaled
in order to restore the initial value of the cutoff:

x→ bx, t→ bzt, φi → bζiφi, φ0,i → bζ0,iφ0,i,
(114)

where i = c, q and b = Λ/(Λ − dΛ) ' 1 + δ`. The field
scaling dimensions ζi and ζ0,i — the Gaussian values of
which can be read directly from Eq. (110) — generically
acquire an anomalous contribution due to the interac-
tions. The resulting action for the slow fields (which,
after rescaling are renamed as the original fields φ) then
acquires contributions from both integration and rescal-
ing and the expression of the new effective parameters
(denoted below by ′) in the action in terms of the origi-
nal ones constitute the so-called RG recursion relations.

In passing, we mention that, strictly speaking, the
functional integral on the l.h.s. of Eq. (112) is actually
equal to one and therefore the renormalization procedure
outlined above — which in equilibrium is typically imple-
mented on the partition function of the statistical system
under study — would look unnecessary. However, this is
no longer the case if one either adds externals sources for
the field (as done, e.g., in App. A) or, equivalently, im-
plements integration and rescaling directly on correlation
functions.

Assuming, for the sake of clarity, a vanishing temper-
ature T = 0 in the initial state, we find the following RG
recursion relations (see App. F for details) at the lowest
order in perturbation theory

r′ = b2 (r + ucI1) , (115a)

u′c = b2−2ζc uc (1− ucI2) , (115b)

u′q = b2−2ζq uq (1− uqI2) , (115c)

where the integrals I1,2 can be decomposed in time-
independent and time-dependent parts as I1,2(t) = Ib1,2 +

Is1,2(t), with the time-independent terms

Ib
1 = δ` c1,N

Λd

ωΛ
K+, (116a)

Ib
2 = δ` c2,N

Λd

ω4
Λ

ω0Λ, (116b)

while the time-dependent ones are

Is
1(t) = δ` c1,N

Λd

ωΛ
K− cos(2ωΛt), (117a)

Is
2(t) = δ` c2,N

Λd

ω3
Λ

[
K− 2ωΛ t sin(2ωΛt)

−ω0Λ

ωΛ
cos(2ωΛt)

]
, (117b)

where K±, ωΛ = ωk=Λ and ω0Λ = ω0,k=Λ, with ωk and
ω0k given in Eqs. (5) and (10), respectively. Notice that,
in terms of Ω0q and Ω0c, the functions K± now reads (see
also App. A)

K±(k) =
1

2

√ k2 + r

k2 + Ω2
0c

±

√
k2 + Ω2

0q

k2 + r

 . (118)

In the expressions above we introduced the coefficients

c1,N =
N + 2

12N
ad and c2,N =

N + 8

24N
ad, (119)

where ad = Ωd/(2π)d, with Ωd = 2πd/2/Γ(d/2) is the
d-dimensional solid angle, Γ(x) being the gamma func-
tion. Note that I1,2 are time-dependent quantities as a
consequence of the non-TTI term of G0K in Eq. (14b).

In order to cast the RG equations in a convenient dif-
ferential form, we take into account that b ' 1 + δ`, with
δ` � 1 and we keep from Eq. (115) only the first order
in δ`. Neglecting for the time being the time-dependent
terms Is1 and Is2 (see further below for a discussion), we
find the differential equations:

dr

d`
= 2r + uc

c1,N
2

Λd

ωΛ

√ Λ2 + r

Λ2 + Ω2
0c

+

√
Λ2 + Ω2

0q

Λ2 + r

 ,
(120a)

duc
d`

= uc

[
(dc − d)− c2,N uc

Λd

ω4
Λ

√
Λ2 + Ω2

0q

]
, (120b)

duq
d`

= uq

[
(dq − d)− c2,N uc

Λd

ω4
Λ

√
Λ2 + Ω2

0q

]
. (120c)

For later convenience, we defined here the classical and
quantum “upper critical dimensions” dc and dq, respec-
tively, as dc,q = 2 + d− 2ζc,q.

While Eqs. (120) are valid in the generic case, hence-
forth we focus on a deep quench. As noted in Sec. VA,
Ω0c has a stable fixed point at Ω∗0,c = +∞ for a deep
quench and, correspondingly, the first term in brackets
in Eq. (120a) vanishes. Moreover, from the Gaussian
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scaling we find dc = 4, dq = 2, and therefore the quan-
tum vertex is irrelevant for d > 2 and can be neglected.
Finally, using the fact that Ω0q � Λ, Eqs. (120a) and
(120b) become

dr

d`
= 2r + ucΩ0q

c1,N
2

Λ4−ε

Λ2 + r
, (121a)

duc
d`

= uc
[
ε− ucΩ0qc2,NΛ−ε

]
, (121b)

where ε = 4 − d, while c1,N and c2,N can be calculated
here for d = 4. These flow equations admit a nontrivial
fixed point Qdy(Ω0q) in the (r, uc)-plane, which, at the
lowest order in the dimensional expansion, is given by

Qdy(Ω0) =

(
−εΛ2 c1,N

4c2,N
,

ε

Ω0qc2,N

)
=

(
−εΛ

2(N + 2)

2(N + 8)
, ε

192π2N

Ω0q(N + 8)

)
, (122)

which corresponds to the dynamical transition discussed
in Sec. I. This point turns out to be stable for ε > 0,
while it becomes unstable for ε < 0, i.e, d > dc such that,
as it happens in equilibrium, the resulting theory is effec-
tively Gaussian. Right before Eqs. (120) we mentioned
that these equations have been determined by neglect-
ing the time-dependent parts Is1,2 of the integrals I1,2 in
Eqs. (115). These parts are responsible for rapid oscilla-
tions on the temporal scale ∼ ω−1

Λ ' Λ−1 set by the mi-
croscopic structure of the model, which however do not
contribute to time averages of the slow fields on much
longer time scales. We emphasize that these terms are
not universal as they strongly depend on the regulariza-
tion. For instance, if a soft cut-off was used instead of a
sharp one, these fast-oscillating terms would be replaced
by functions which decay smoothly to zero on a tempo-
ral scale ' Λ−1 (cf. Ref 59), and therefore they would
clearly not contribute to Eqs. (120).

Equations (120a) and (120b) are remarkably similar
to those for the same model in equilibrium at a finite
temperature T = β−1 (see, e.g., Ref. 80) which, in turn,
admit a non-trivial fixed point Qeq(T )81,82. In fact, both
of them can be cast in the form

dr

d`
= 2r +

c1,N
2

uF (r), (123a)

du

d`
= u [(dc − d) + c2,N uF

′(0)] , (123b)

where u indicates, in equilibrium, the coupling constant
of the model in Eq. (2), while out of equilibrium, it stands
for uc. For a quench, F (r) reads

F neq(r) =
Λd√

Λ2 + r

√ Λ2 + r

Λ2 + Ω2
0c

+

√
Λ2 + Ω2

0q

Λ2 + r

 ,

(124)
while in equilibrium,

F eq(r) =
Λd√

Λ2 + r
2 coth

(
β
√

Λ2 + r/2
)
. (125)

The relationship between the thermal and the dynamical
fixed points Qeq and Qdy has been extensively discussed
in Ref. 58. Note that the upper critical dimension is
dc = 3 both in the case of a vanishing initial mass (i.e.,
Ω2

0q = Ω2
0c = r) and of the equilibrium theory at tem-

perature T = 0; instead, the upper critical dimension is
dc = 4 for both the case of a deep quench and of equilib-
rium at a finite temperature. These similarities provide
further support to the observations made in Sec. II C that
the stationary state after the quench resembles an equi-
librium state, with the initial value Ω0q of the parameter
r in the former case playing the role of an effective tem-
perature in the latter. Accordingly, the deep quench is
responsible for a change of the upper critical dimension-
ality of the dynamical transition, in the very same way
as a finite temperature modifies the upper critical dimen-
sionality for an equilibrium quantum phase transition.

Although the analysis here reported only applies in
dimensions above the lower critical one dl, this “dimen-
sional crossover” induced by the quench appears to be a
generic feature of non-equilibrium isolated quantum sys-
tems. In fact, the same effect was shown to appear for a
quench in the integrable one-dimensional Ising chain in
transverse field114–116, where the eventual (non-thermal)
stationary state does not display any critical behaviour.
Correspondingly, the equilibrium Ising chain in a trans-
verse field82 displays a quantum phase transition at T = 0
(as it can be mapped on a classical Ising model in two
spatial dimensions), while no phase transition occurs for
T > 0 (as the corresponding classical Ising model would
be in one spatial dimension). In addition, a recent exper-
iment117 on a one-dimensional Bose gas with two compo-
nents suggested the absence of scaling behaviour in the
long-time dynamics of the system. In this case, the dy-
namics was shown to be captured by the effective Hamil-
tonian (2) with N = 1, which, at equilibrium, is charac-
terized by a quantum phase transition at T = 0 which
however disappears for T > 0. Accordingly, we do not
expect any DPT in this case.

A remarkable consequence of the structure of RG equa-
tions (123) is that the value of the critical exponent ν
— which can be obtained as the eigenvalue of the lin-
earized RG flow around the fixed point90,91 u = u∗ =
−ε/[c2,NF ′(0)] +O(ε2) — is independent of the specific
form of F (r) and it is given by ν−1 = 2−c1,N ε/(2c2,N )+
O(ε2), i.e., by

ν =
1

2
+
N + 2

N + 8

ε

4
+O(ε2), (126)

with ε = dc−d. Accordingly, both the dynamical and the
equilibrium transitions are characterized by the same ex-
ponent ν, a fact which was already noticed in Ref. 57 for
the O(N) model in the limit N →∞. However, one may
wonder if also the other independent critical exponent
of the equilibrium theory, i.e., the anomalous dimension
η, is the same as the one of the dynamical phase tran-
sition. The answer to this question is far from being
trivial, since the computation of η requires a two-loop
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calculation which would also generate dissipative terms,
responsible also for the destabilization of the prethermal
state.

The analysis presented above reveals the existence of
the fixed point Qdy (see Eq. (122)) of the RG flow,
which is approached upon considering increasingly long-
distance properties whenever the value of the parameter
r in Eq. (2) equals a certain critical value rc, which de-
pends, inter alia, on uc and which corresponds to the
stable manifold of the fixed point Qdy. Accordingly, the
coupling constant uc which appears in the perturbative
calculations discussed in Sec. III with an unknown value
can be substituted with its fixed-point value u∗c corre-
sponding to Qdy. In particular, inserting Eq. (122) into
Eq. (55), and noting that Ω0q = Ω0, the initial-slip ex-
ponent eventually reads:

θN =
ε

4

N + 2

N + 8
+O(ε2). (127)

The value of θN in the limit N → ∞ agrees with the
exact results presented in Ref. 59 and reported here in
Eq. (107).

C. Dissipative and secular terms

The integration procedure outlined in Sec. VB gener-
ates a number of terms in addition to those which are
present in the action before integration. Physically, as
the system evolves in time, inelastic collisions induce a
thermalization process, and the system starts acting as
a bath for itself. It is then natural to wonder whether
dissipative terms might emerge108. In particular, they
would be encoded of the form ig1φ

2
q, igA2 (φq · φc)2 and

igB2 φ2
qφ

2
c in the bulk action, which indeed correspond

to having, respectively, additive (g1) and multiplicative
(gA,B2 ) Gaussian noise acting on the system100. Based on
the canonical power counting associated with the deep
quench (see Sec. VB, with dc = 4), these couplings turn
out to scale as

g1 ∼ µ, gA2 ∼ gB2 ∼ µ3−d; (128)

accordingly g1 is expected to be relevant in all spatial di-
mensions while gA,B2 are relevant only for d < 3. If these
terms are generated under RG, their effect is to change
significantly the properties of the resulting action and to
induce a crossover towards a different fixed point, with
a different canonical scaling. However, in order for g1 to
be generated one needs to consider at least a two-loop
contribution and therefore one is allowed to neglect it in
our one-loop analysis. On the other hand, corrections to
gA,B2 are generated at one loop (see App. F) as

δS
(2)
(diss) = i

∫
x,t

[
δgA2 (t)

(
φ<c · φ

<
q

)2
+ δgB2 (t)(φ<c )2(φ<q )2

]
,

(129)

with

δgA2 (t) = δ`
ad
144

N + 6

N2

Λd

ω2
Λ

[
u2
c

(
K2

+ +K2
−
)
− ucuq

]
t,

(130a)

δgB2 (t) = δ`
ad
72

1

N2

Λd

ω2
Λ

[
u2
c

(
K2

+ +K2
−
)
− ucuq

]
t,

(130b)

with K± given in Eq. (118) and ad after Eq. (119). In
the absence of a quench of the parameter r, i.e., with
r = Ω2

0 one has K+ = 1, K− = 0 and uc = uq; ac-
cordingly, the dissipative vertices δgA,B2 (t) vanish at this
order in perturbation theory, because the quench of the
coupling constant u (occurring from a vanishing to a non-
vanishing value) does not affect the Gaussian propagators
and has consequences only at higher-order terms in per-
turbation theory. The dissipation is also absent in the
limit N →∞, as it can be seen from the scaling ∝ N−1

of the terms in Eq. (130): this implies that the prethermal
state is actually the true steady-state of the model after
the quench, in agreement with the fact that the Hamilto-
nian H becomes solvable in this limit59. In all the other
cases, the dissipative correction increases upon increas-
ing the time t and accordingly, though formally irrelevant
for d > 3, δgA,B2 (t) grows indefinitely, spoiling the pertur-
bative expansion. This kind of divergence is due to the
presence of the so-called secular terms in the simple per-
turbative expansion which has been done here. Although
several techniques exist to avoid these terms15,118–120, we
emphasize that they affect significantly only the long-
time dynamics, while being essentially inconsequential as
far as the short-time behaviour we are considering here is
concerned. An estimate of the time at which the contri-
butions of Eq. (130) become important can be obtained
by requiring them to be of the same order as the other
couplings present in the action. Considering, for simplic-
ity, the values of r, uc and uq at their fixed points in the
deep-quench limit (122), one can readily derive the RG
equations for gA,B2 from Eq. (130). Then, by identifying
the dimensionless RG flow parameter ` with the time t
elapsed since the quench, i.e., by setting ` = ln(Λt), one
finds

Λd−3 dgA2
d(Λt)

= ε2
N + 6

(N + 8)2

2

ad
, (131)

Λd−3 dgB2
d(Λt)

= ε2
1

(N + 8)2

1

ad
. (132)

Accordingly, for large N , the dissipative couplings
gA,B2 (t) become of order one at time scales Λt∗A ∼ N/ε2

and Λt∗B ∼ N2/ε2, respectively. Note, however, that
corrections to gA,B2 are generated also for d > 4 (i.e.,
ε < 0), when the coupling uc is irrelevant: in fact, uc
still generates anyhow terms which are responsible for
thermalization, providing thus an instance of a sort of
dangerously irrelevant operator108. In this case, the time
scales t∗A and t∗B are modified to Λt∗A ∼ N/(u0

c)
2 and
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Λt∗B ∼ N2/(u0
c)

2, where u0
c indicates the microscopic

value of the coupling constant uc. Accordingly, for large
values of N or small values of max{ε, u0

c}, the dissipative
vertices can be disregarded for quite long times after the
quench.

VI. RENORMALIZATION GROUP:
CALLAN-SYMANZIK APPROACH

In spite of its transparent physical interpretation, the
Wilson RG discussed in the previous section is not very
practical for carrying out actual calculations. In fact, as
we showed in Section V, it still leaves a certain degree of
arbitrariness in fixing the dimensions of all the fields and
therefore one has to supplement the analysis with addi-
tional physical arguments, as we did in order to fix the
upper critical dimensionality to dc = 4. More severely,
Wilson RG is limited in providing predictions of some
critical exponents beyond one loop121 and therefore dif-
ferent techniques have been developed for extending the
RG analysis. In view of these difficulties, in this section
we discuss the issue of the emergence of the short-time
universal scaling within an alternative renormalization
scheme, inspired by the well-established field-theoretical
approach (see, e.g., Ref. 111). The idea is to regularize
the correlation functions of the relevant fields by redefin-
ing the couplings and the fields so as to remove the terms
in perturbation theory which would be divergent upon
increasing the ultraviolet cutoff Λ, suitably introduced
into the original (bare) action. As a result, the effective
action as well as all the correlation functions generated
by it, once expressed in terms of these renormalized cou-
plings and fields, is free of divergences. This renormalized
action depends on the arbitrary scale µ which defines the
momentum scale of the effective theory. Using the fact
that the original correlation functions — determined by
the bare action — are actually independent of µ, one can
derive a Callan-Symanzik flow equation for the correla-
tion functions which involves also the RG equations for
the relevant couplings of the theory. Note that, because
of the the breaking of TTI induced by the quench, it is
no longer viable to define a Fourier transform of the cor-
relation functions and consequently the Callan-Symanzik
equations discussed below will be derived for the corre-
lation functions rather than the vertex functions which
are usually introduced when TTI is not broken.

A. Renormalization of the initial fields

As anticipated above, the divergences upon increasing
the cutoff Λ which emerge in perturbation theory, can
be cancelled by a suitable renormalization of coupling
constants and fields: in practice, this is achieved by cal-
culating the relevant correlation functions at particular
values of the times and momenta — the so-called nor-
malization point (NP) — of the involved fields and by

absorbing the resulting divergences in a redefinition of
coupling and fields. In particular, we define the NP as
times t = µ−1 and vanishing momenta q = 0 for all fields
involved in the correlation function. For simplicity, we
focus below on the critical point r = rc, which, as shown
in Sec. III, is shifted away from its Gaussian value rc = 0
because of the interaction.

We consider first the retarded Green’s function
GR(k, t, t′) = 〈φc(t)φq(t′)〉, where, for the sake of sim-
plicity, the indices of the field components have been
suppressed and the fields inside the correlators are con-
sequently assumed to refer to the same component For
simplicity, the dependence on k is understood on the l.h.s.
of the previous equality. As shown in App. C, GR is finite
in the formal limit Λ→∞ as long as both times t > t′ do
not vanish, while it grows ∝ ln(Λt) when the earlier time
t′ vanishes, i.e., when the involved quantum field is the
one at the boundary φ0q. In fact, at the normalization
point,

〈φc(t)φ0q〉
∣∣
NP = [1− θN ln(Λ/µ)]× finite terms, (133)

where by “finite terms” we mean an expression which is
finite as Λ → ∞. In order to reabsorb the logarithmic
divergence in Eq. (133), we redefine the initial quantum
field as φq0 = Z

1/2
0 φR0q, where φRq0 is the corresponding

renormalized field and the renormalization constant Z0 is
determined such that the renormalized retarded Green’s
function GRR(t, 0) ≡ 〈φc(t)φR0q〉 = Z

−1/2
0 GR(t, 0), remains

finite as Λ→∞. This requires

Z
1/2
0 = 1− θN ln(Λ/µ), (134)

up to the lowest order in perturbation theory considered
in this work. Since Eq. (49) holds up to the same order,
the renormalized Keldysh Green’s function GRK can be
simply defined as:

GRK(k, t, t′) = Ω0qG
R
R(k, t, 0)GRR(k, t′, 0) = Z−1

0 GK(k, t, t′).
(135)

As shown in Sec. III A, the perturbative correction to
GK(k, t, t′) generates a term ∝ ln(Λ/µ) for generic val-
ues of the times t and t′. After the introduction of the
renormalization constant as in Eq. (135), this logarithmic
dependence is actually removed from GRK .

B. Renormalization of the coupling constant

In addition to the renormalizations introduced above,
which render finite GRK,R, one has also to consider that
the coupling constant uc is renormalized by the interac-
tions and that this renormalization is essential for de-
termining the RG flow of the whole system. In order to
determine it, we study the perturbative corrections to the
four-point function 〈φcj(1)φql(2)φqm(3)φqn(4)〉 to second
order in uc, where, with a more convenient notation,
φcj,qj(n) denotes the j-component of the N -component
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field φc,q calculated at the space-time point n ≡ (xn, tn).
Taking into account the possible diagrams, one finds:

〈φcj(1)φql(2)φqm(3)φqn(4)〉

=

1 3

2 4

+

1 3

2 4

= 〈φcj(1)φql(2)φqm(3)φqn(4)

[
1− i 2uc

4!N

∫
1′

(φq · φc)φ
2
c

−1

2

(
2uc
4!N

)2 ∫
1′

(φq · φc)φ
2
c

∫
2′

(φq · φc)φ
2
c

]
〉0

≡ I0 + I1 + I2, (136)

where the integrations run on the points indicated as
1′ and 2′ at which the arguments of the corresponding
integrands are calculated, while Im indicates the con-
tribution of order umc to that expansion. Note that I0
vanishes because, as a consequence of Wick’s theorem,
it is proportional to a two-point correlation of quantum
fields 〈φqφq〉0 = 0. The first order term I1, instead, can
be written as

I1 = −i 2uc
4!N

∫
1′
〈φcj(1)φql(2)φqm(3)φqn(4)(φq · φc)φ

2
c(1
′)〉0

= −i uc
6N

Fjlmn

×
∫

1′
G0R(1, 1′)G0R(1′, 2)G0R(1′, 3)G0R(1′, 4),

(137)

where Fjlmn = δjlδmn+δjmδln+δjnδlm. The calculation
of I2 is slightly more involved and it is reported in App. G
(see Eq. (F9)). Among the many terms generated by the
repeated use of Wick’s theorem, we need to retain only
those which renormalize the local vertex. After discard-
ing the terms which do not fulfil this requirement, one
finds (see Eq. (G2))

I2 =
N + 8

36N
Fjlmn u

2
c

×
∫

1′
G0R(1, 1′)G0R(1′, 2)G0R(1′, 3)G0R(1′, 4)

×
∫

2′
G0K(1′, 2′)G0R(1′, 2′).

(138)

Accordingly, adding I1 to I2, the four-point correlation
function reads:

〈φcj(1)φql(2)φqm(3)φqn(4)〉 = −i uc
6N

Fjlmn

×
∫

1′
G0R(1, 1′)G0R(1′, 2)G0R(1′, 3)G0R(1′, 4)(1 + J),

(139)

where the integral J , for d = 4 and Λt� 1 (see App. G),
is given by (see Eqs. (G3) and (G4))

J =
N + 8

6N
uc

∫
x

∫ t

0

dt′ iG0K(x, t, t′)G0R(x, t− t′)

= −N + 8

24N
a4ucΩ0q ln(Λt).

(140)

Accordingly, by evaluating the four-point function in
Eq. (136) at the normalization point, one finds

〈φcφqφqφq〉
∣∣∣∣
NP

= uc

[
1− ucΩ0q

N + 8

24N
a4 ln(Λ/µ)

]
× finite terms. (141)

In order to render this correlation function finite as
Λ → ∞, one introduces the dimensionless renormalized
coupling constant gR as

a4

16
Ω0quc = µ4−dZggR, (142)

where the factor a4Ω0q/16 (with a4 ≡ ad=4, as defined
below Eq. (119)) is introduced for later convenience.
Note that up to this order in perturbation theory, it is
not necessary to introduce a renormalization of the bulk
classical and quantum fields. Accordingly, one concludes
that Zg has to be chosen in such a way as to cancel the
logarithmic dependence in Eq. (141) and therefore

Zg = 1 + ucΩ0q
N + 8

24N
a4 ln(Λ/µ). (143)

C. Renormalization-group (Callan-Symanzik)
equations

Within the renormalization scheme discussed above,
one can infer the renormalization-group equations by ex-
ploiting the arbitrariness of the scale µ which was intro-
duced in order to renormalize the critical model. In fact,
the original (bare) action is actually independent of the
(infrared) scale µ and therefore the logarithmic derivative
with respect to µ of the corresponding bare coupling con-
stants and correlation functions, once expressed in terms
of the renormalized ones, has to vanish when taken with
fixed bare coupling constants and cutoff Λ. By taking
the logarithmic derivative µ∂/∂µ of Eq. (142) one finds

µ
∂gR
∂µ
≡ β(gR) = −ε gR +

2

3

N + 8

N
g2
R, (144)

where we used the fact that, from Eq. (142),
a4Ω0qucµ

d−4/16 = gR + O(g2
R), and we introduced ε ≡

4 − d. Henceforth, the derivative with respect to µ is
always understood as taken with fixed bare parameters.
This β-function determines the flow of the coupling con-
stant as the critical theory is approached for µ → 0 and
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it is characterized by a fixed-point value g∗R such that
β(g∗R) = 0, with

g∗R =
3

2

N

N + 8
ε+O(ε2), (145)

which is infrared (IR) stable for d < 4, while the Gaussian
fixed point g∗R = 0 becomes stable for d > 4.

In order to highlight the consequences of the existence
of this fixed point on the correlation functions, we con-
sider one which involvesNc andNq classical and quantum
fields in the bulk (i.e., with non-vanishing times), respec-
tively, and N0 initial quantum fields, which we schemat-
ically indicate as

G{N} ≡ 〈[φc]Nc [φq]
Nq [φ0q]

N0〉 = ZNc/2
c ZNq/2

q Z
N0/2
0 GR{N}.

(146)
Here {N} = (Nc, Nq, N0), GR{N} indicates the same quan-
tity G{N} expressed in terms of the renormalized fields,
while Zc,q are the renormalization constants of the bulk
fields with Zc,q = 1 up to the order in perturbation the-
ory which we are presently interested in. Note that any
correlation function which involves a classical field taken
at the boundary t = 0 vanishes in a deep quench because
of the effective initial conditions on the classical field, see
Eq. (47). By requiring that the logarithmic derivative of
the l.h.s. of Eq. (146) with respect to the renormalization
scale µ vanishes when taken at fixed bare parameters, and
by expressing the r.h.s. in terms of renormalized quanti-
ties, one finds the Callan-Symanzik equation83{

µ∂µ +
Nc
2
γc +

Nq
2
γq +

N0

2
γ0 + β∂g

}
GR{N} = 0,

(147)

where we introduced the functions

γc,q,0 ≡ µ∂µ lnZc,q,0|bare. (148)

At the lowest order in perturbation theory one has γc,q =
0, while

γ0 =
N + 2

3N
gR +O(g2

R), (149)

which follows from Eq. (134). Equation (147) can be
solved in full generality by employing the method of char-
acteristics and, in conjunction with dimensional analysis,
renders the scaling behaviour of the renormalized corre-
lation function GR{N}. Note that, in principle, GR{N} still
depends on the cut-off Λ. However, dimensional analysis
done by using µ as the reference scale implies that GR{N}
actually depends on Λ/µ, which diverges as one explores
the long-time and large-scale properties of the theory by
letting µ→ 0. However, the renormalizations introduced
above in Secs. VIA and VIB were in fact determined such
that this limit (formally Λ → ∞) renders finite quanti-
ties. Accordingly, the leading scaling behaviour of the
renormalized quantities can actually be obtained by re-
moving their dependence on Λ, i.e., by assuming Λ � µ

For simplicity, we focus here on the scaling behaviour
emerging at the fixed point g∗R (see Eq. (145)) of the
coupling constant. Accordingly, Eq. (147) simplifies as{

µ∂µ +
N0

2
γ∗0

}
GR{N}({k, t};µ) = 0, (150)

where

γ∗0 =
ε

2

N + 2

N + 8
+O(ε2) (151)

indicates the value of γ0 calculated at the fixed point.
In order to exploit the consequences of dimensional anal-
ysis, we define the dimensionless renormalized Green’s
functions ĜR{N} in the momentum-time representation

GR{N}({k, t};µ) = µd
k
{N}ĜR{N} ({k/µ, µt}) , (152)

where {k, t} indicates the set of times and momenta at
which the various fields are calculated, while dk{N} takes
into account the canonical scaling of the fields in mo-
mentum space and of the delta functions which ensure
momentum conservation, i.e.,

dk{N} = d+Ncζ
k
c +Nqζ

k
q +N0ζ

k
q0 + . . . . (153)

Note that the r.h.s. of Eq. (152) is calculated with the
dimensionless parameters corresponding to those appear-
ing on the l.h.s. The factors ζkc , ζkq and ζkq0 denote the
canonical scaling of the classical, quantum in the bulk
and quantum at the surface fields in momentum space
and, from Sec. VA, they read

ζkc = −d+ 2

2
, ζkq = ζkq0 = −d

2
. (154)

The dots in Eq. (153) account for the possibility of in-
cluding derivatives of the fields into the correlation func-
tions (146): they scale differently from the fields and
therefore they would add new contributions to dk{N}. Ac-
cordingly, by inserting Eq. (152) in Eq. (150), one finds{

µ∂µ + dk{N} +
N0

2
γ∗0

}
ĜR{N} ({k/µ, µt}) = 0. (155)

Using the method of characteristics it is possible to trans-
form this partial differential equation into an ordinary
one in terms of an arbitrary dimensionless parameter l:{
l

d

dl
+ dk{N} +

N0

2
γ∗0

}
ĜR{N} ({k/(µl), µl t}) = 0, (156)

the solution of which is simply given by

lN0γ
∗
0/2+dk{N}ĜR{N}

({
k

µl
, µlt

})
= ĜR{N}

({
k

µ
, µt

})
,

(157)
which expresses nothing but the fact that the correlation
function is a homogeneous (i.e., scale-invariant) function



25

of its argument, as expected at the critical point. Special-
izing this general expression to the case of the retarded
function GRR with two fields in the bulk (i.e., GR{N} with
N0 = 0, Nc = Nq = 1) one finds, at sufficiently long
times:

GRR(k, t, t′) = l−1GRR (k/l, lt, lt′) . (158)

When, instead, one of the fields is at the boundary (Nq =
0 and Nc = N0 = 1) one finds

GRR(k, t, 0) = l−1+γ∗0/2GRR (k/l, lt, 0) . (159)

The scaling of GK can be thus inferred on the basis of
Eq. (135) with the aid of Eq. (159), which yield

GRK(k, t, t′) = l−2+γ∗0GRK (k/l, lt, lt′) . (160)

The scaling forms in Eqs. (158), (159), and (160) are con-
sistent with those inferred from the perturbation theory
in Sec. III A, with the identification

θN =
γ∗0
2

=
ε

4

N + 2

N + 8
+O(ε2). (161)

For example, by choosing l ∼ (Λt)−1 � 1 in Eq. (159),
one finds GRR(k, t, 0) = t1−γ

∗
0/2GRR(kt, 1, 0), which is noth-

ing but the resummed version of the perturbative result
reported in Eq. (66).

The Callan-Symanzik equation (147) alone does not
provide information on the two-time scaling suggested
in Eq. (64), which actually emerges as a consequence of
the fact that the smaller time t′ approaches the “surface”
t′ = 0 at which the anomalous dimension of the field
φ0q differs from the one of the quantum field φq in the
bulk. In order to work out the consequences of this fact,
we consider here the equivalent of the standard short-
distance expansion of quantum field theory83,85 adapted
to φq(t′) at short times67, which we assume to be valid
for t′ → 0:

φq(t
′) =

∑
i≥0

σi,q(t
′)Oi, (162)

where Oi indicates operators located at the surface, or-
dered such that their scaling dimension increases upon
increasing i, while σi,q(t

′) are functions of t′. In the
limit t′ → 0, this sum is dominated by the most relevant
term O0, which is φ0q, and therefore we can simply write
Eq. (162) as φq(t′) ' σq(t

′)φ0q, where we dropped the
terms of the expansion which are less singular as t′ → 0.
The scaling form of σq(t′) can be derived by inserting
this expansion in Eq. (157) and by reading out the scal-
ing behavior, which turns out to be

σq(t
′) = l−γ

∗
0/2σq(lt

′), (163)

at the critical point. Finally, by using Eqs. (159) and
(163), one finds:

GR(k, t, t′ → 0) ' σq(t′)GR(k, t, 0)

= t

(
t′

t

)γ∗0/2
GR(kt, 1, 0),

(164)

which is the resummed version of Eq. (64), taking into
account the relationship between γ∗0 and θN in Eq. (161).
Equations (159), (160) and (164) demonstrate that the
resummation of the leading logarithms which emerge in
perturbation theory and which we did somewhat arbi-
trarily in Sec. III, is fully justified by the existence of an
IR-stable fixed point for the flow of the coupling constant.

D. Scaling of magnetization

The approach developed above can be conveniently
used in order to determine the scaling form of the magne-
tization M(t) ≡ M1(t) = 〈φ1(x, t)〉 in the presence of a
symmetry-breaking term in the pre-quench Hamiltonian
H0, which was discussed in Sec. IV either within pertur-
bation theory or in the exactly solvable limit N →∞. In
fact, Eq. (89) (which is valid beyond perturbation the-
ory) can be expanded in powers of M0, assuming a ho-
mogeneous external field h with the components given in
Eq. (92); focussing on the components of the fields along
direction 1 of the initial field h, this yields

M(t) =

+∞∑
n=1

(−i
√

2M0)n

n!

∫
ddx1 · · · ddxn

× 〈φc(x, t)φ̇0q(x1) · · · φ̇0q(xn)〉h=0,

(165)

(the term with n = 0 in the previous expansion vanishes
due to the choice of the initial condition) from which
it follows that the scaling of M(t) is related to that
one of correlation functions containing the initial field
φ̇0q ≡ φ̇q(t = 0). Note that due to spatial translational
invariance, the r.h.s. of Eq. (165) is actually indepen-
dent of x. In fact, the logarithmic dependence on Λ of
the one-loop correction to the magnetization pointed out
in Sec. IV (see, in particular, Eq. (96)) can be suitably
cancelled (according to the approach discussed in this
section) with a renormalization of φ̇0q = Z

1/2

0̇
φ̇R0q, where

a simple calculation gives

Z0̇ = 1 + 2θN ln(Λ/µ). (166)

Note that Z0̇ differs from Z0 in Eq. (134), which means
that the anomalous dimension (defined as in Eq. (148))

γ0̇ ≡ µ∂µ lnZ0̇|bare = −N + 2

3N
gR +O(g2

R) (167)

of φ̇0q is different from that one of φ0q, i.e., from γ0 in
Eq. (149). Accordingly, when γ0̇ is evaluated at the fixed
point g∗R reported in Eq. (145), it renders:

γ∗
0̇

= − ε
2

N + 2

N + 8
+O(ε2) = −2θN . (168)

Following the same line of argument as in Sec. VIC, one
can easily derive a Callan-Symanzik equations for the
correlations functions appearing on the r.h.s. of Eq. (165),
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which are of the form of Eq. (146) but with the fields
φ0q replaced by φ̇0q and, correspondingly, γ0 by γ0̇ in
the equations which follow. At the critical point, one
eventually finds the scaling equation

ld
x
{N}−nθN 〈φc(lt, lx)φ̇0q(lx1) · · · φ̇0q(lxn)〉
= 〈φc(t,x)φ̇0q(x1) · · · φ̇0q(xn)〉,

(169)

where dx{N} accounts for the canonical scaling dimension
of the fields in real space and reads:

dx{N} = Ncζ
x
c +N0̇ζ

x
0̇

= [d− 2 + n(d+ 2)]/2, (170)

for Nc = 1 and N0̇ = n, while ζxc = (d − 2)/2 and
ζx
0̇

= (d + 2)/2 are, respectively, the canonical scaling
dimensions of the fields φc and φ̇q in real space, which
can easily be determined from Sec. VA by noticing that
φ̇0q has the same dimension as µφ0q, where µ is an ar-
bitrary momentum scale, see Eq. (110). Substituting
Eq. (169) into Eq. (165) one obtains, after a change of
variables in the spatial integrals:

M(t) = ld/2−1
+∞∑
n=1

(−i
√

2)n

n!

(
l−d/2+1−θNM0

)n
×
∫

ddx1 · · · dxn〈φc(lt, lx)φ̇0q(lx1) · · · φ̇0q(lxn)〉h=0

(171)

from which, by choosing l = (Λt)−1 at long times t �
Λ−1, we find a scaling form for the magnetization:

M(t) = M0 t
θN M

(
td/2−1+θNM0

)
. (172)

This results entails the existence of a time scale ti ∼
M

1/(d/2−1+θN )
0 at which the increase of the magneti-

zation reported in Eq. (97) (supported by both the
perturbative and non-perturbative analysis presented in
Sec. IV) crosses over to a different behaviour. For d→ 4,
this result is in agreement with the ti estimated in Sec. IV
for the critical quench of the O(N) model for N → ∞
(see Eq. (108)).

VII. CONCLUSIONS

In this work we investigated the effects of fluctuations
on the dynamical transition beyond mean-field theory
which is observed after a quench of the parameters of an
isolated quantum many-body system with O(N) sym-
metry. In particular, we accounted for fluctuations at
the lowest order in the post-quench coupling constant,
extending the analysis of Ref. 58 to the spatio-temporal
structure of response and correlation functions and to the
dynamics of the order parameter, while providing the de-
tails of the results anticipated therein. We found that,
before thermalization eventually occurs as a consequence
of the interaction which is switched on upon quenching,

the system approaches a pre-thermal state within which
it undergoes a dynamical transition. We have character-
ized this transition within a Wilson’s renormalization-
group approach, showing that it is associated with a sta-
ble fixed point of the RG flow of the relevant control pa-
rameters and that it displays remarkable analogies with
the corresponding equilibrium phase transition at finite
temperature. Nevertheless, the breaking of the invari-
ance of the dynamics under time translations caused by
the quench induces a novel algebraic and universal be-
havior at short times with new features compared to the
classical case. This universal short-time behavior is char-
acterized by a new critical exponent θN calculated here to
the leading order in a dimensional expansion [see Sec. V,
Eq. (127)]. This result is found in agreement with the
expression of the one for a critical quench of the O(N)
model in the limit N → ∞ [see Sec. IV, Eq. (107)],
in which the model is exactly solvable. The correla-
tion functions after the quench are characterized by scal-
ing forms which depend on the exponent θN and which
we determined by using Callan-Symanzik equations [see
Sec. VIC, Eq. (156)]. Moreover, when an external field
breaks the O(N) symmetry of the initial state (restored
after the quench), the dynamics of the order parameter
exhibits an algebraic growth, controlled by the initial-
slip exponent θN , up to a certain macroscopic time ti
[see Sec. VID, Eq. (172)].

This slow dynamics, which is referred to as aging, is
very similar to the one occurring in both classical dis-
sipative systems and open quantum system, though it
belongs to a different universality class and is character-
ized by different scaling forms (see Appendix of Ref. 59).
Among these differences, the most marked ones concern
the spatio-temporal dependence of the correlation func-
tions, since they exhibit here a light cone due to ballisti-
cally propagating excitations in the prethermal state [see
Sec. III C and Figs. 1 and 2]. Another difference between
the open and closed quantum system is that for the lat-
ter, entanglement entropy of the unitarily evolving state
is a good measure of quantum correlations, and a recent
study showed how the aging exponent entering here, also
controls the scaling of the entanglement spectrum122.

As a future perspective, the study of the destabiliza-
tion of the prethermal regime and the resulting crossover
towards the full thermalization represents an interesting
question as well as a technical challenge. In fact, as dis-
cussed in Sec. VC, the inclusion of the effect of two-
loop diagrams becomes intractable within the usual per-
turbative techniques because of the appearance of sec-
ular terms, and therefore more elaborate resummation
schemes are required. Moreover, the study of aging in
fermionic systems represents an important issue, also be-
cause the classical limit of these systems is far from triv-
ial, and therefore their genuinely quantum nature is ex-
pected to bear completely new features.
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Appendix A: Functional derivation of Green’s
functions

In this Appendix we show how to derive the Green’s
functions G0K,0R in Eqs. (14a) and (14b) from the Gaus-
sian part of the action (43), (44) considered in Sec. II E.
In order to do this, one introduces additional terms in
the Keldysh action, in which the various fields are cou-
pled linearly to some external sources jc,q and j0c,0q. Ac-
cordingly, any correlation function can be obtained by
differentiating the generating function

ZK [{j}] =

∫
D[φc,φq,φ0c,φ0q] eiS = eW [{j}]. (A1)

where {j} ≡ (jc, jq, j0c, j0q). If one were interested in cal-
culating correlation functions which involve φ̇0c or φ̇0q,
additional sources should be coupled to these fields. It
turns out that the intermediate results of the actual cal-
culation of W do depend on whether one integrates out
first φc or φq, as shown below; however, the final result
is the same.
First let us integrate out φq: in order to do this, we in-
tegrate by parts the time derivatives in the bulk action
in Eq. (44), as

SK = i

∫
k

ω0k

2

[
φ2

0c tanh (βω0k/2) + φ2
0q coth (βω0k/2)

]
− i
∫
k

[
j0c φ0q + j0q φ0c − iφ0q φ̇0c

]
+

∫
k

∫ ∞
0

dt
[
−φq

(
φ̈c + εφ̇c + ω2

kφc − jc

)
+ jq φc

]
.

(A2)

where we set Ω0c = Ω0q = Ω0 for the sake of simplicity
and we defined j0c φ0q = j0c ·φ0q. Note that the integra-
tion by parts generates an additional term −iφ0qφ̇0c in
the part of the action located at t = 0 and that we added
to SK an infinitesimal term proportional to ε > 0. This
term contains the operator φqφ̇c, and therefore it can be
regarded as an infinitesimal dissipation100. The reason
for including it is twofold, as it regularizes the Keldysh
functional while ensuring causality. Notice also that such
a term breaks the exchange symmetry φc ↔ φq of the
bulk action, which holds for jc = jq = 0. The integration
of φq generates a functional delta function the support
of which is on the solution φ̄c of the equation(

∂2
t + ε ∂t + ω2

k

)
φ̄c = jc, (A3)

i.e., on

φ̄c(t) = φ0c e−εt cos(ωkt) + e−εtφ̇0c

sin(ωkt)

ωk

+

∫ t

0

dt′
e−εt sin[ωk(t− t′)]

ωk
jc(t
′), (A4)

where φ0c ≡ φc(t = 0) and φ̇0c ≡ φ̇c(t = 0). Note that
in Eq. (A4) one can safely take the limit ε→ 0. Then, we
expand φc around φ̄c and we integrate out the Gaussian
fluctuations of (φc − φ̄c). Finally, we integrate out the
remaining fields φ0c, φ0q and φ̇c, finding

W [{j}] =

∫
k

{
1

2
j20q iG0K(k, 0, 0)

−
∫
t

[j0q jq(t)G0K(k, t, 0) + j0c jq(t)G0R(k, t, 0)]

−
∫
t,t′

[
jq(t) jc(t

′) iG0R(k, t, t′)

+
1

2
jq(t)jq(t

′)iG0K(k, t, t′)

]}
, (A5)

where
∫
t

=
∫∞

0
dt and G0R, G0K are those defined in

Eqs. (14a) and (14b) and indeed they can be obtained
by taking suitable functional derivatives of this W [{j}],
which establish the connection between these functions
G0K,0R and the correlation functions of the fields. Con-
sider now the case in which φc and φq are integrated in
the reversed order: we rewrite SK as

SK = i

∫
k

ω0k

2

[
φ2

0c tanh (βω0k/2) + φ2
0q coth (βω0k/2)

]
− i
∫
k

[
j0c φ0q + j0q φ0c − iφ0c φ̇0q

]
+

∫
k

∫ ∞
0

dt
[
−φc

(
φ̈q − εφ̇q + ω2

kφq − jq

)
+ jc φq

]
,

(A6)

where the additional term generated in the action located
at t = 0 is different from the one in Eq. (A2). Note that,
as in Eq. (A2) we introduced an infinitesimal term with
ε > 0. The integration of φc generates a delta function
the support of which is on the solution of the equation:

(∂2
t − ε ∂t + ω2

k)φ̄q = jq, (A7)

i.e., on

φ̄q(t) = φ0q eεt cos(ωkt) + φ̇0q eεt
sin(ωkt)

ωk

+

∫ t

0

dt′
sin[ωk(t− t′)]

ωk
jq(t
′), (A8)

Note that, differently from Eq. (A4), the infinitesimal
term ∝ ε generates an exponential factor which makes
φ̄q grow exponentially in time. In order to avoid this
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unphysical divergence, we have to impose φ̄q(t→ +∞) =

0, which fixes the value of φ0q and φ̇0q to

φ0q =

∫ +∞

0

dt
sin(ωkt)

ωk
e−εt jq(t), (A9)

φ̇0q = −
∫ +∞

0

dt cos(ωkt) e−εt jq(t), (A10)

from which Eq. (A8) can be rewritten as

φ̄q(t) = −
∫ +∞

t

dt′
sin[ωk(t− t′)]

ωk
eε(t−t

′) jq(t
′). (A11)

Due to the fact that t′ > t, the limit ε → 0 can now be
safely taken in this last expression. Finally, we expand φq
around φ̄q and integrate out the Gaussian fluctuations,
we replace the values of φ0q and φ̇0q with Eqs. (A9)
and (A10) in the surface action and we eventually inte-
grate out φ0c. The final result is the same W as the one
given in Eq. (A5).

Appendix B: Relationship between GK and GR in a
deep quench

In this Appendix we show that Eq. (49), which con-
nect GK and GR for a deep quench, is valid to all orders
in perturbation theory if the Keldysh self-energy ΣK de-
fined below vanishes. This is the case, e.g., in the limit
N →∞ of the present model, discussed in Ref. 59.

To show this, we recall that the Dyson equation100 for
the post-quench propagator G of a theory in the presence
of interaction can be written symbolically as(

G−1
0 − Σ

)
G = 1, (B1)

in terms of the post-quench Gaussian propagator G0 and
of the self-energy Σ of the system after the quench. In
turn, G and Σ for a Keldysh action have the structure

G =

(
GK GR
GA 0

)
, Σ =

(
0 ΣA

ΣR ΣK

)
, (B2)

and analogous for the Gaussian propagator. The func-
tions ΣK and ΣR are, respectively, the Keldysh and re-
tarded self-energies, which fully encode the effect of the
interaction uc,q. Equation (B1) is actually a shorthand
notation for a set of integral equations of the form (we
drop the dependence on the momentum variables k since
the equations are local in k)

GK(t, t′) =

G0K(t, t′) +

∫
t1,t2

G0R(t, t1)ΣK(t1, t2)GR(t′, t2)

+

∫
t1,t2

G0R(t, t1)ΣR(t2, t1)GK(t2, t
′)

+

∫
t1,t2

G0K(t, t1)ΣR(t1, t2)GR(t′, t2), (B3)

and

GR(t, t′) =

G0R(t, t′) +

∫
t1t2

G0R(t1, t
′)ΣR(t1, t2)GR(t, t2)

= G0R(t, t′) +

∫
t1t2

GR(t1, t
′)ΣR(t1, t2)G0R(t, t2).

(B4)

In the last equality we have expressed the equation in an
equivalent form in which GR and G0R are interchanged,
which corresponds to a different order in the resumma-
tion of the one-particle irreducible diagrams contributing
to Σ. In order to simplify the notation, we do not indi-
cate here the two indices of the components of the fields
involved in these GR,K , G0R,0K and ΣR, as they are all
diagonal in component space. In order to prove Eq. (49),
we assume that ΣK = 0 and that, within the Gaussian
approximation, G0K and G0R are related via

iG0K(t, t′) = Ω0G0R(t, 0)G0R(t′, 0), (B5)

which holds for the case we are interested in, see
Eqs. (14a) and (14b). Then, we prove that the func-
tion iGTK(t, t′) ≡ Ω0GR(t, 0)GR(t′, 0) satisfies the same
equation as GK , and therefore they have to be equal,
i.e., iGK(t, t′) = iGTK(t, t′) = Ω0GR(t, 0)GR(t′, 0), since
the Dyson equation is linear. In fact, by using Eq. (B4),
one can rewrite GTK(t, t′) as:

iGTK(t, t′) = Ω0G0R(t, 0)G0R(t′, 0)

+ Ω0

∫
t1t2

G0R(t, 0)G0R(t1, 0)ΣR(t1, t2)GR(t′, t2)

+ Ω0

∫
t1t2

GR(t′, 0)GR(t1, 0)ΣR(t1, t2)G0R(t, t2).

(B6)

The relation (B5) between G0K and G0R implies, after
an exchange of the integration variables t1 and t2 in the
last integral of the previous equation, that

GTK(t, t′) = G0K(t, t′)

+

∫
t1t2

G0K(t, t1)ΣR(t1, t2)GR(t′, t2)

+

∫
t1t2

G0R(t, t1)ΣR(t2, t1)GTK(t′, t2), (B7)

which is exactly Eq. (B3) satisfied by GK under the as-
sumption that ΣK = 0.

An alternative derivation of the same result is the fol-
lowing: Thinking of Ω0 as a perturbative parameter, one
can now include perturbatively its effects in Σ. In partic-
ular, ΣK then accounts for the Gaussian term ∝ Ω0 while
G0 includes only G0R, which is not proportional to Ω0,
while G0K = 0 — see Eqs. (14a) and (14b). Accordingly,
Eq. (B1) implies the integral equation

GK(t, t′) =

∫
t1,t2

GR(t, t1)GR(t′, t2)ΣK(t1, t2), (B8)
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which holds regardless of whether interactions are present
or not. Note that, in the absence of interactions, Eq. (B8)
implies

Σ0
K(t, t′) = −iΩ0δ(t− t′)δ(t), (B9)

because of Eq. (B5), where Σ0
K can be thought of as a

Keldysh “self-energy” at the zeroth order in the interac-
tions, but which, in fact, simply accounts for the initial
distribution after the quench, and it emerges naturally
from discretizing the Keldysh action in time and from
accounting for the initial density matrix100. Under the
assumption that the interaction introduced by uc 6= 0
does not affect ΣK (a condition which we expressed in the
derivation above as ΣK = 0) — which therefore equals its
Gaussian value Σ0

K — one obtains immediately Eq. (49).

Appendix C: Renormalization of GR in momentum
space at initial times

In this section we show how a logarithmic dependence
on the large cutoff Λ appears in the retarded Green’s
function GR(q, t, t′) in perturbation theory at one-loop
when the earlier time t′ is set at the temporal boundary,
i.e., with t′ = 0. Let us focus on Eq. (57), which ex-
presses the perturbative correction δGR to GR, and as-
sume that the time-independent part B0 of the tadpole
iT (see Eq. (51)) has been reabsorbed in a proper redefi-
nition of the parameter r, according to Eq. (59). Due to
the causal structure of GR, the domain of integration in
Eq. (57) is effectively restricted to the interval t′ ≤ τ ≤ t
and therefore the integral is finite for Λ → +∞ as long
as t′ 6= 0, because the only possible source of singular-
ity associated with B(τ) ∼ τ−2 in Eq. (54) is located at
τ = 0, see Eq. (56). On the other hand, if t′ = 0, Eq. (57)
renders, at the critical point r = rc,

δGR(t, 0) =

∫ t2

0

dtG0R(q, t2, t)B(t)G0R(q, t, 0) ≡ IR(t),

(C1)
in which one cannot take Λ → +∞ in B(τ) from the
outset, but this can be done only after a convenient sub-
traction of the singular term ∼ 1/τ2 has been introduced
in the integral IR(t). Since G0R(q, τ, 0) = −τ + O(τ2)
and G0R(q, t, τ) = GR(q, t, 0) + O(τ), a convenient way
of writing IR(t) and of introducing the subtraction is

IR(t) =

∫ t

0

dτ
[
G0R(q, t, τ)G0R(q, τ, 0)

+G0R(q, t, 0) τ
]
B(τ)−G0R(q, t, 0)

∫ t

0

dτ τB(τ),

(C2)

where the first integral on the r.h.s. is finite for Λ →
+∞, given that the term within square brackets vanishes
∼ τ2 as τ → 0 and therefore regularizes the singularity
that B(τ) develops as Λ grows. The second integral,

instead, can be explicitly calculated by using the explicit
expression of B(t) in Eq. (54) and it gives∫ t

0

dτ τB(τ) = −θN
∫ Λt

0

dτ τ
1− τ2

(τ2 + 1)2

= θN ln(Λt) + finite terms,
(C3)

where θN is given in Eq. (55) and the terms which have
been omitted are finite as Λt increases. Accordingly, a
logarithmic divergence proportional to GR(q, t, 0) occurs
in IR(t) in the limit Λ→ +∞.

Appendix D: Renormalization of GK in momentum
space

In this section we provide some details of the calcu-
lation of the one-loop correction δiGK to the Keldysh
Green’s function iGK of the model after a deep quench,
reported in Eq. (67). As in App. C, the correction
involves the tadpole iT , the time-independent part of
which can be reabsorbed in a redefinition of the parame-
ter r as in Eq. (59). As a result, Eq. (67) can be rewritten,
at the critical point r = rc (see after Eq. (59)), as

δiGK(q, t, t′) = −Ω0

q2
[IK(t) sin(qt′) + IK(t′) sin(qt)],

(D1)
where the integral IK is given by

IK(t) =
1

q

∫ t

0

dτ sin(q(t− τ))B(τ) sin(qτ)

=
1

q

∫ +∞

0

dτ sin(q(t− τ))B(τ) sin(qτ)

− 1

q

∫ +∞

t

dτ sin(q(t− τ))B(τ) sin(qτ)

≡ IK1(t) + IK2(t),

(D2)

where, for later convenience, we introduced the two in-
tegrals IK1,2, which we calculate separately. Given the
expression of B(t) in Eq. (54), IK1 can be calculated an-
alytically and it reads:

IK1(t) = θN

{
−π

2
e−q/Λ cos(qt)− sin(qt)×

×
[
cosh

( q
Λ

)
Chi

( q
Λ

)
− sinh

( q
Λ

)
Shi
( q

Λ

)]}
,

(D3)

where we introduced the hyperbolic cosine and sine inte-
gral, defined as

Chi(x) = γ + lnx+

∫ x

0

dt
cosh t− 1

t
, (D4)

Shi(x) =

∫ x

0

dt
sinh t

t
, (D5)

respectively, where γ ' 0.577 is the Euler-Mascheroni
constant. The integral IK2(t) in Eq. (D2) can be easily
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calculated for t � Λ−1, in which case the function B(t)
is approximated as in Eq. (56) and yields

IK2(t) = θN

{
sin(qt)Ci(2qt) + cos(qt)

[π
2
− Si(2qt)

]}
,

(D6)
where Ci and Si were introduced in Eq. (62). Summing
Eqs. (D3) and (D6) one eventually finds for IK(t) in
Eq. (D2), at the leading order for q/Λ� 1,

IK(t) = −θN {sin(qt) [ln(q/Λ)− Ci(2qt)]
+ cos(qt) Si(2qt)} .

(D7)

This expression can be inserted into Eq. (D1) which,
taking into account Eq. (16a) for the Gaussian Keldysh
Green’s function, gives the explicit form of the correction

δiGK(q, t, t′) = iG0K(q, t, t′) θN [2 ln(q/Λ)− FK(qt, qt′)]

+ δgK(q, t, t′),

where FK(x, y) is a scaling function defined as:

FK(x, y) = Ci(2x) + Ci(2y), (D8)

while δgK(q, t, t′) contains only oscillating and finite cor-
rections:

δgK(q, t, t′) = θN
Ω0

q2
[sin(qt) cos(qt′)Si(2qt′)

+ sin(qt′) cos(qt)Si(2qt)] . (D9)

Appendix E: Corrections to Green’s functions in
real space

In this Appendix we analyze the one-loop perturba-
tive corrections to GR,K in real space and time, in order
to investigate how their structure is modified by fluctu-
ations. The starting point is Eq. (27) which we rewrite
for convenience

GR,K(x, t, t′) =
1

x1−ε/2 (2π)
2−ε/2

∫ ∞
0

dq q2−ε/2

× J1−ε/2(qx)f (q/Λ)GR,K(q, t, t′),

(E1)

in which we introduced the cut-off function f(x), as spec-
ified above Eq. (32). The first correction δGεR,K to the
Gaussian G0R,0K comes from the first-order expansion of
this expression in powers of ε, which involves an expan-
sion of J1−ε/2, given by123

∂νJν(y)|ν=1 =
π

2
Y1(y) +

J0(y)

y
, (E2)

where Y1(y) is the Bessel function of the second kind.
The above expansion does not produce any logarithmic
divergence. For the response function, using the Gaus-
sian retarded Green’s function G0R in Eq. (16a), we may

write,

δGεR(x, t, t′) =

− 1

x1−ε/2 (2π)
2

∫ ∞
0

dqq1−ε/2J1(qx) sin(q(t− t′))f (q/Λ)

+
1

x (2π)
2

∫ ∞
0

dqqJ1(qx) sin(q(t− t′))f(q/Λ). (E3)

Due to the oscillatory nature of the integrands, the two
integrals above provide a non-vanishing contribution only
if the oscillations from the asymptotic form of the Bessel
function J1(qx) as a function of q are in phase with the
oscillations of sin(q(t − t′)), i.e., only for x = t − t′, in
which case one finds

δGεR(x = t− t′) ' − 1

x3−ε (2π)
2

∫ Λx

0

dy
y1−ε/2
√
y

+
1

x3 (2π)
2

∫ Λx

0

dy
y
√
y
∝ xε/2 − 1

x3/2
,

(E4)

where we used the fact that f(y) sharply drops to zero
for y & 1. Expanding this expression in ε, we obtain
δGεR = (ε/2) (lnx)G0R.

Concerning the correction δGεK to GK , we use again
the argument that the term coming from the expansion of
J1−ε/2 does not generate any logarithmic divergence, and
therefore we focus on the remaining terms; for simplicity,
as in Sec. IID, we consider on the case of equal times,
i.e., of GK(x, t, t) for which Eqs. (E1) and (16b) give

iδGεK(x, t, t) =
Ω0

2x1−ε/2 (2π)
2

∫ ∞
0

dqq−ε/2

× J1(qx) [1− cos(2qt)] f (q/Λ)

− Ω0

2x (2π)
2

∫ ∞
0

dqJ1(qx) [1− cos(2qt)] f(q/Λ).

(E5)

On the light cone x = 2t, the oscillations of J1(qx) in the
integrand as a function of q are in phase with those of
1 − cos(2qt) and therefore, after the change of variable
y = qx,

iδGεK(x = 2t, t, t) ' Ω0

2x2−ε (2π)
2

∫ Λx

0

dy
y−ε/2
√
y

− Ω0

2x2 (2π)
2

∫ Λx

0

dy
1
√
y
∝ xε/2 − 1

x3/2
.

(E6)

Accordingly, on the light cone,

δGεK(x = 2t, t, t) = (ε/2) (lnx)G0K . (E7)

Inside the light cone, i.e., for x � 2t, cos(2qt) may
be neglected as it is out of phase with the asymptotic
oscillations of J1, which actually provides an UV cutoff
to the remaining integral:

iδGεK(x� 2t, t, t) ' Ω0

2x2−ε (2π)
2

∫ ∞
0

dyy−ε/2J1(y)

− Ω0

2x2 (2π)
2

∫ ∞
0

dyJ1(y) ∝ xε − 1

x2
.

(E8)
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Accordingly, inside the light cone,

δGεK(x� 2t, t, t) = ε(lnx)G0K . (E9)

Concerning, instead, the interaction corrections δGuR,K
at one-loop (see Eq. (77)), one essentially needs to Fourier
transform the corresponding expressions of δGR,K ob-
tained in Sec. III A, which can be calculated directly for
d = 4:

δGuR,K(x, t, t′) =
1

4π2x

∫ Λ

0

dqq2J1(qx)δGR,K(q, t, t′).

(E10)
Using Eq. (60) for δGR, we obtain Eq. (79) in the main
text. Similarly, using the one-loop interaction correc-
tion to GK given in Eq. (68), we obtain Eq. (84). Ex-
tracting logarithmic corrections from δGuR in Eq. (79) is
straightforward and this is discussed in the main text, see
Sec. III C. Here, instead, we focus on δGuK and outline
how to extract such corrections from the corresponding
expression in Eq. (84). At long times x� 2t,

iδGuK(x� 2t, t, t) ' 2θN
Ω0

8π2x2

∫ ∞
0

dyJ1(y) ln

(
y

Λx

)
' −2θN ln(Λx)G0K + 2θN

Ω0

8π2x2
(−γ + ln 2), (E11)

where we have used the identity123
∫∞

0
dyJ1(y) ln(y) =

−γ + ln 2, where γ ' 0.577 is the Euler-Mascheroni con-
stant. On the light cone x = 2t, instead, it is convenient
to rewrite Eq. (84) as

iδGuK(x = 2t) = −2θN ln(Λx)G0K + 2θN
Ω0

8π2x2
k (Λx)

(E12)
with

k(x) =

∫ x

0

dyJ1(y) (1− cos y) [−Ci(y) + ln y] , (E13)

where we have dropped the sin(x)Si(x) term, as it does
not provide a logarithmic correction. Now integrating
Eq. (E13) by parts, one finds

k(x) = [−Ci(x) + lnx]

∫ x

0

dyJ1(y) (1− cos y)

−
∫ x

0

dy
1− cos y

y

∫ y

0

dy′J1(y′) (1− cos y′) .

(E14)

Moreover, since
∫ y

0
dy′J1(y′)(1−cos y′) ∼ √y for y →∞,

the last term does not give logarithmic corrections. Ac-
cordingly, the logarithmic correction comes only from
the first term on the r.h.s. of Eq. (E14), which is ac-
tually proportional to G0K in real space (see Eq. (30))
and therefore the logarithmic contribution of the second
term Ω0k(Λx� 1)/(8π2x2) ' ln(Λx)G0K on the r.h.s. of
Eq. (E12) cancels the one coming from the first term.
This means that the interaction term, up to this order in
perturbation theory, does not affect the leading algebraic
behavior of GK on the light cone.

Appendix F: Wilson’s RG: one-loop corrections

As discussed in Sec. V, in the Wilson’s RG the effective
action for the slow fields can be obtained by integrating
out the fast fields. After a rescaling of space and time co-
ordinates and fields, one obtains the recursion relations
for the parameters of the (effective) action, as summa-
rized in Eqs. (115). In order to highlight the emergence of
a non-trivial fixed point, we will consider the ε-expansion
around dc = 4, with ε = dc−d. The first-order correction
to the original (bare) action of the slow fields is

δS(1) = −uc
∫
x,t

φc · φq I1(t), (F1)

where, exploiting the spatial translational invariance of
the Keldysh Green’s function,

I1(t) =
N + 2

12N
iG>0K(x = 0, t, t). (F2)

The second-order correction, instead, is given by:

δS(2) = i
1

2
〈S2

int〉c> (F3)

where Sint is given in Eq. (113), while the superscript c
indicates that only connected diagrams have to be con-
sidered. δS(2) contains corrections δS(2)

coh and δS
(2)
diss to

both the coherent and dissipative vertices, respectively,
and is non-local both in time and space. Let us focus
first on the coherent vertices; denoting, for simplicity,
n ≡ (xn, tn), the corrections read:

δS
(2)
coh = −u2

c

N + 8

N2

(
2

4!

)2 N∑
j,l=1

∫
1,2

{
φ2
cl(1)φcj(2)φqj(2)iG0K(1, 2)G0R(2, 1) + φ2

cl(2)φcj(1)φqj(1)iG0K(1, 2)G0R(1, 2)
}

− uquc
(

2

4!

)2
N + 8

N2

N∑
j,l=1

∫
1,2

{
φ2
ql(1)φcj(2)φqj(2)iG0K(1, 2)G0R(2, 1) + φ2

ql(2)φcj(1)φqj(1)iG0K(1, 2)G0R(1, 2)
}

= −uc2
(

2

4

)2
N + 8

N2

N∑
j,l=1

∫
1,2

{
uc φ

2
cl(1)φcj(2)φqj(2) + uq φ

2
ql(1)φcj(2)φqj(2)

}
iG0K(1, 2)G0R(2, 1), (F4)
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where in the last equality we simply relabelled the vari-
ables in the second integral. In order to retain only the
local part of the resulting interaction, we expand the field
φc,q(1) around point 2 as

φc,q(z1) ' φc,q(z2) + (z1 − z2) ·
∂φc,q(z2)

∂z2
+ . . . (F5)

with zi ≡ (xi, ti), and we retain only the first term of
the expansion φc,q(2) ≡ φc,q(z2), as derivatives of higher
order are expected to be irrelevant. Accordingly, the cor-
rection to the local vertices is

δS
(2)
coh = − 2uc

4!N

∫
x,t

[
uc (φq · φc)φ

2
c + uq (φc · φq)φ

2
q

]
I2(t),

(F6)
where

I2(t) =
N + 8

6N

∫
x′,t′

iG0K(x′, t, t′)G0R(x′, t− t′), (F7)

where the spatial translational invariance of GR,K has
been used. Finally, assuming for simplicity T = 0 in the
initial state, by using Eqs. (14a) and (14b), the integrals
I1 and I2 read:

I1 =
N + 2

12N

∫
>

ddk

(2π)d
iG0K(k, t, t)

' N + 2

12N
ad

dΛ

Λ
ΛdiG0K(Λ, t, t)

=
dΛ

Λ

N + 2

12N
ad

Λd

ωΛ
[K+ +K− cos(2ωΛt)] ; (F8)

I2 =
N + 8

6N

∫ t

0

dt′
∫
>

ddk

(2π)d
iG0K(k, t, t′)G0R(k, t− t′)

' N + 8

6N
ad

dΛ

Λ
Λd
∫ t

0

dt′ iG0K(Λ, t, t′)G0R(Λ, t− t′)

= −N + 8

24N
ad

dΛ

Λ

Λd

ω3
Λ

{K−2ωΛ t sin(2ωΛt)

+(K+ −K−)[1− cos(2ωΛt)]} , (F9)

where
∫
>
≡
∫

Λ−dΛ≤|k|≤Λ
and K± are given in Eq. (118)

and their argument is calculated for k = Λ. Finally, the
generated dissipative vertices ∝ |φc|2|φq|2 and ∝ (φc ·
φq)

2 due to the interaction vertices ∝ u2
c and ∝ ucuq can

be calculated analogously. For the latter we find,

δS
(2)
diss

∣∣∣∣
ucuq

= − i
(

2

4!N

)2 N∑
jklm=1

ucuq×∫
1,2

[
2φ<qj(1)φ>cj(1)φ>cl(1)φ<cl(1) + φ<qj(1)φ<cj(1)φ>2

cl (1)
]

[
2φ>qk(2)φ<ck(2)φ>qm(2)φ<qm(2) + φ<qk(2)φ<ck(2)φ>2

qm(2)
]
,

(F10)

where, for convenience, we reinstated the explicit indica-
tion of the fast and the slow components of the involved

fields, with the understanding that one has eventually to
integrate out the fast components, as discussed in Sec. V.
The previous equation is a sum of four terms, where, for
instance, the first one is:

4

(
2

4!N

)2

ucuq

∫
1,2

G2
0R(1, 2)

×
{[

φ<c (2) · φ<q (2)
]2

+
[
φ<c (2)

]2 [
φ<q (2)

]2}
.

(F11)

All the remaining terms can be analogously evaluated.
Summing all terms, including the ucuq and u2

c vertices,
one obtains

δS
(2)
diss = −i 2uc

144N2

∫
1,2

[
uqG

2
0R(1, 2) + ucG

2
0K(1, 2)

]
×
{

(N + 6)

(
φ<c (1) · φ<q (1)

)2

+ 2
∣∣φ<c (1)

∣∣2 ∣∣φ<q (1)
∣∣2}.
(F12)

Performing the integrations, one obtains,

δS
(2)
diss = −iuc

dΛ

Λ

ad
144N2

Λd

ω2
Λ

[
uq − uc

(
K2

+ +K2
−
)] ∫

1

t1

×
{

(N + 6)
[
φ<c (1) · φ<q (1)

]2
+ 2

[
φ<c (1)

]2 [
φ<q (1)

]2}
(F13)

where we neglected the oscillating terms coming from
the integration of GR,K in time. The coefficients K± are
given in Eq. (118) and their argument is calculated for
k = Λ.

Appendix G: Four-point function at one-loop

In this Appendix we calculate explicitly the one-loop
contribution to the four-point function introduced in Sec.
VI. As anticipated in the main text, among the many
terms generated by the repeated use of the Wick’s the-
orem, we need to consider only those which renormalize
the vertex. In particular, several terms which arise in the
perturbative expansion actually renormalize the Green’s
functions rather then the interaction vertex. Those we
are interested in can be written as

I2 = −1

2

(
2uc
4!N

)2 ∫
1′,2′
〈φcj(1)φql(2)φqm(3)φqn(4)

× [φq(1
′) · φc(1′)]φ

2
c(1
′)[φq(2

′) · φc(2′)φ
2
c(2
′)〉0

=
2u2

c

4!N

N + 8

6

∫
1′,2′

[
〈φcj(1)φql(2)φqm(3)φqn(4)

× [φc(1
′) · φq(1′)]φ

2
c(2
′)〉0G0K(1′, 2′)G0R(1′, 2′)

]
,

(G1)

where 〈...〉0 denotes the average over the Gaussian part
of the action (43), while in the last equality we relabelled
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the integration variables. In order to select only the lo-
cal contribution to the vertex, we expand the fields con-
tracted with the external legs around the point indicated
as α (first term) and we retain only the zeroth order term
(cf. Eq. (F5)). Accordingly, we have

I2 =
2u2

c

4!N

N + 8

6

∫
1′
〈φcj(1)φql(2)φqm(3)φqn(4)(φq · φc)φ

2
c〉0

×
∫

2′
G0K(1′, 2′)G0R(1′, 2′)

=
N + 8

36N
Fjlmn u

2
c

∫
1′
G0R(1, 1′)G0R(1′, 2)G0R(1′, 3)

×G0R(1′, 4)

∫
2′
G0K(1′, 2′)G0R(1′, 2′)

≡−iuc
6N

Fjlmn

∫
1′
G0R(1, 1′)G0R(1′, 2)G0R(1′, 3)G0R(1′, 4)J

(G2)

where Fjlmn is defined below Eq. (137), while the last
integral J can be easily calculated:

J =
N + 8

6N
uc

∫
x

∫ t

0

dt′ iG0K (x, t, t′)G0R(x, t− t′)

=
N + 8

6N
uc

∫
q

∫ t

0

dt′ iG0K (q, t, t′)G0R(q, t− t′) e−2q/Λ

= −N + 8

48N
ucΩ0qa4

{
− (Λt)2

1 + (Λt)2
+ ln

[
1 + (Λt)

2
]}

,

(G3)

where e−2q/Λ implements the UV regularization of the
integral over momenta k, and in the last equality we set
d = 4. Finally, taking the limit Λt � 1, we find the
logarithmic dependence on Λ

J = −N + 8

24N
a4ucΩ0q ln(Λt), (G4)

reported in Eq. (140).
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