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We investigate phase separation including elastic coherency effects in the bulk and at surfaces
and find a reduction of the solubility limit in the presence of free surfaces. This mechanism favours
phase separation near free surfaces even in the absence of external stresses. We apply the theory
to hydride formation in nickel, iron and niobium and obtain a reduction of the solubility limit by
up to two orders of magnitude at room temperature in the presence of free surfaces. We develop in
particular a scale-bridging description of the solubility limit in the low temperature regime, where
the long-ranged elastic effects are expressed through a geometrical solubility modification factor,
which expresses the difference to bulk systems. This expression allows to include elastic coherency
effects near surfaces e.g. in ab initio simulations.
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I. INTRODUCTION

Phase transitions are one of the most important as-
pects in physics and materials science, and they largely
influence our entire environment. It is one of the cor-
nerstones of thermodynamics and statistical physics that
macroscopic phase separation is determined by minimi-
sation of certain thermodynamic potentials, depending
on the boundary conditions or constraints of the system.
Classically, this energy minimization is described via the
common tangent construction, which has initiated the
cartography of phase transitions in all kind of materials,
and enables the prediction of phase stability for applied
materials1,2. Usually, elastic effects are not considered
in the prediction of phase coexistence, and despite their
enormous relevance this is still a widely unresolved is-
sue. In particular for coherent interfaces with continu-
ous lattice planes, where the elastic displacement field
changes smoothly across the interface, large mismatch
stresses can arise, leading to a large elastic energy con-
tribution. Important progress has been made by Cahn3,
who demonstrated that in case of identical elastic con-
stants for both precipitate and matrix and isotropic lat-
tice expansion, the common tangent approach remains
valid. More generally, the coherent phase diagram can
be obtained by adding the elastic energy of the system to
the free energies and minimizing the resultant energy4–6.
Schwarz and Khachaturyan7,8 extended this work, fol-
lowing investigations by Roytburd9, and worked out the
concept of the elastic hysteresis, which is a bulk effect.
The resulting gap between the absorption and desorp-
tion plateau pressures, which is predicted for (chemically)
open systems, is frequently found also experimentally,
e.g. for Pd-H systems10,11. Here, in contrast, we focus on
equilibrium situations in closed systems, where instead of
a chemical potential the average concentration is fixed.
The above classical and important investigations focuses

on bulk elastic effects and do not take into account in-
terfacial effects.

Complementary to the bulk and continuum perspective
many investigations have been done on the phase forma-
tion at surfaces, also in combination with elastic effects.
An important example is heteroepitaxal growth in thin
films12, where stresses can arise due to the mismatch be-
tween film and substrate. Cluster expansion methods,
which are powerful methods for predicting alloy phase
diagrams, have also been applied to epitaxial films13,14.
However, in general such techniques do not take into ac-
count the elastic effects, which are induced by surfaces
and interfaces, beyond the nano scale for substitutional
solid solutions15,16. Also related atomic scale approaches
have been used to study surface phase formation. Two-
dimensional alloy formation at surfaces has frequently
been reported in the literature, see e.g. Ref. 17. For sev-
eral systems the formation of a mixture confined to a
single layer at the surface has been found, whereas the
same elements are immiscible in the bulk. Tersoff18,19

inspected this phenomenon on a generic level under the
aspect of elastic effects, which are partially released near
the surfaces using atomistic descriptions. The effective
elastic interaction of individual atoms with the surface
is found to decrease on the scale of a single atomic layer
and strongly competes with surface energy effects, giving
rise to various types of surface patterns which are influ-
enced by anisotropy20. Also, it generically leads to an
increase of the solubility directly at the surface relative
to the bulk. These microscopic considerations however
do not allow to gain insights into phase separation influ-
enced by the presence of surfaces on macroscopic scales,
where bulk effects dominate.

The present article offers a complementary perspec-
tive on phase separation near surfaces and interfaces un-
der the influence of elastic effects, starting from a meso-
scopic continuum approach and connecting it to ab ini-
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tio simulations to predict local phase diagrams. On this
scale, the phenomena reported by Tersoff et al. reduce
to an effective surface contribution with negligible thick-
ness, and which is not further considered here – a com-
plete description will therefore require the superposition
of effects on these different scales. On the present larger
scale phase separation occurs and leads to the appear-
ance of coherency stresses due to lattice mismatches be-
tween precipitates and matrix phase. In agreement with
the thermodynamic picture these stresses are energeti-
cally unfavorable in the bulk and can therefore suppress
phase separation. Near surfaces, but on the scale of the
precipitate sizes and therefore significantly larger than
the atomic scale, the elastic stresses can partially relax,
similarly to the arguments used by Tersoff, and therefore
affect phase separation. Thermodynamically, the incor-
poration of interstitial or substitutional impurity atoms
leads to the formation of solid solution phases for low con-
centrations. Continued insertion of impurity atoms leads
at some concentration to the formation of precipitates
and phase separation, and this concentration is denoted
as solubility limit (or terminal solubility). According to
the above arguments, the solubility limit is expected to
be decreased in the presence of free surface, in compari-
son to the (deep) bulk, even in the absence of interfacial
effects. The quantitative discussion of these equilibrium
effects on different scales is the subject of the present
paper.

Deeper inside the two-phase regions phase separation
can occur in particular via spinodal decomposition, and
elastic coherency also plays a role there. Coherent spin-
odal decomposition21,22 can lead to spontaneous phase
separation in a near surface region although bulk spin-
odal decomposition may still be suppressed. However, it
should be pointed out that spinodal decompositions oc-
curs at impurity concentrations, which are often orders
of magnitude higher than the solubility limit. Similar
to the discussion above, these effects, which are a result
of combined bulk elastic effects near boundaries and ap-
pear also in thermodynamically large systems, have to be
distinguished from finite size effects on phase diagrams,
which result from the finite number of degrees of particles
and the absence of singularities in the relevant thermo-
dynamic potentials, see the discussion e.g. in Ref. 23 and
references therein.

The concepts, which are developed and inspected in
the present paper with different analytical and compu-
tational methods on different scales, are fully generic,
and we apply them in the later part of the manuscript
explicitly to different metal-hydrogen systems, and use
this terminology throughout the article. The motivation
for this specific application are often low solubility limits
in the room temperature regime, which can lead to the
formation of hydrides at low hydrogen concentrations24.
For example, in the room temperature regime the extrap-
olated solubility limit of α-Zr is of the order [H]/[Zr] ∼
10−5, see Ref. 25. In accordance with the above state-
ments a conclusion of the present analysis will be that

the formation of hydrides is therefore more likely near
free surfaces which are formed at cracks. As hydrides are
typically brittle phases, this hydride formation at cracks
can contribute to hydrogen embrittlement26,27. In con-
trast, high concentrations of hydrogen are important for
the use of metals as hydrogen storage materials28.

Surface effects in combination with elasticity near
the critical point have been considered theoretically
by Bausch et al.29 for different geometries, based on
the description of elastic interaction in coherent metal-
hydrogen systems by Wagner and Horner30,31. Fluc-
tuations play a central role near the critical point and
are affected by the elastic effects, in contrast to the low
temperature and concentration regime, which we focus
on in the present article. The knowledge of elasticity
as driving force has also consequences for the kinetics,
and therefore the careful understanding of the thermo-
dynamics is essential. Application of the theoretical de-
scription by Janssen32 has allowed in particular to deter-
mine diffusion coefficients of Nb and Ta using the Gorsky
effect33 by Bauer et al.34,35. As a result, the interac-
tion of bulk elastic and surface effects can lead to sub-
stantially different diffusion behavior of hydrogen in wire
and foil specimens36. Indirect evidence for the role of
surface effects stems from high pressure hydrides of iron
and its alloys37. An anomalous volume increase for high
hydrogen concentrations in Ni0.8Fe0.2Hx leads to an in-
consistency between (surface sensitive) X-ray and (vol-
ume averaged) neutron measurements of bulk and pow-
der materials, resulting in the conclusion of concentration
inhomogeneities and the formation of a high hydrogen
concentration surface phase. An explicit experimental
proof of macrosopic modes and their shape dependence
through elastic effects on phase separation in Nb-H near
the critical point has been given by Zabel and Peisl38 for
coherent39 and incoherent cases40. Griessen and cowork-
ers studied the destabilization of the Mg-H system and
found a strong influence on the plateau pressures for hy-
dride formation in thin magnesium films, which are ei-
ther stress free or clamped41,42. Differences between free
standing and clamped thin films of Pd-H clearly demon-
strate the role of elasticity and boundary conditions43,44.
For Pd nanoparticles, hydrogen intercalation is consistent
with a coherent interface model and differs significantly
from bulk behavior45. Baldi et al.11 attribute size effects
on the hydrogen loading pressure in Pd nanocubes to the
presence of a surface shell of thickness 1 nm which is en-
riched with hydrogen and induces a surface stress. Exper-
imental findings for hydride formation in niobium for dif-
ferent mechanical boundary conditions show drastic vari-
ations of the solubility limits, which are not yet under-
stood systematically10,46,47. This open issue will specifi-
cally be addressed in the present article. This may also
play a role for precipitation in Nb-H and Nb-D, where en-
hanced hydride formation near a surface scratch occurs48,
and which may be a signal of the reduced solubility limit
near surfaces, as the scratch increases the available sur-
face and allows for stress relaxation. This exemplary list
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of experimental and theoretical results demonstrates the
relevance of elastic effects in combination with surfaces
and interfaces for metal hydrogen systems.

The present article is organised as follows, in order to
provide a comprehensive, multi-scale and multi-method
approach to phase separation in the presence of surfaces
and interfaces. We start with the analysis of a contin-
uum model, which is conceptually close to phase field
descriptions49–57. This model allows to gain valuable in-
sights into the problem based on the numerical solution of
the underlying equations. In the later sections, we deduce
this a priori phenomenological model from an atomistic
picture, in particular ab initio simulations, which quanti-
fies the model in the low temperature and concentration
limit. We point out that for many applications this limit
is of major interest, in particular for hydrogen embrit-
tlement, which takes place around room temperatures at
minute hydrogen concentrations. We predict the solubil-
ity limit of hydrogen based on the numerical simulations.
It differs significantly from stress free and coherent bulk
equilibrium solubility limits and introduces the concept
of a surface induced solubility limit.

Before we enter into the matching between continuum
and atomistic scales, we discuss the influence of elastic
effects on interface equilibria in a sharp interface picture.
This complementary approach is necessary to fully inter-
pret the findings of the continuum model.

As a final step, we establish the matching between con-
tinuum and discrete descriptions. This leads to a closed
analytical prediction of the solubility limit using only pa-
rameters, which are directly accessible from ab initio sim-
ulations. Via the detour of bulk coherent phase equilibria
we predict an easy-to-use expression for the near-surface
solubility limit, which shall be of general relevance for
many phase diagram predictions in the low concentra-
tion regime.

II. CONTINUUM MODELING

A. Model description

In order to illustrate the main physical features we
choose a simple Cahn-Hilliard model, which takes into
account elastic coherency effects. The model is based on a
Gibbs free energy density ĝ, where the hat indicates that
this energy density has the dimension energy per volume.
It consists of four contributions, ĝ = ĝo + ĝc + ĝg + ĝel,
which will be explained in the following. The integrated
Gibbs energy reads

G =

∫
ĝdr =

∫
(ĝo + ĝc + ĝg + ĝel) dr, (1)

where the integration is taken over the volume of the sys-
tem. In the spirit of a Lagrangian description of the aris-
ing elastic deformations, the reference state is the non-
deformed, single phase system. We are mainly interested
in situations in which the system can freely expand (NPT

ensemble, i.e. fixed particle numbers, pressure and tem-
perature), specifically with vanishing external pressure,
P = 0. Therefore, the Gibbs energy is the appropriate
thermodynamical equilibrium potential.

First, the two contributions ĝo(xH) and ĝc(xH, T ) de-
termine the phase diagram via a regular solution model,
which has a large miscibility gap in this study. They
depend on the local dimensionless concentration of the
impurities, xH, and on the temperature T . ĝo describes
the enthalpy of mixing and favors the separation into a
hydrogen free phase with xH = 0 and a hydride phase
with xH = 1. The interstitial hydrogen concentration is
defined as the ratio of interstitial hydrogen to the num-
ber of host lattice atoms, xH = NH/NM. The mixing
enthalpy expression

ĝo(xH) = α
N0

Ω0
xH(1− xH), (2)

has only one energy parameter α > 0 in the simpli-
fied model. For the proper normalization we introduce
Ω0 = a3 as the volume of a cubic, hydrogen free unit cell
with (hydrogen and stress free) lattice constant a of the
reference state, and N0 is the number of metal atoms per
unit cell, e.g. N0 = 4 for fcc metals.

For low concentrations ĝo is dominated by the linear
contribution ĝo ' αxHN0/Ω0. In this regime ĝo is pro-
portional to the energy which is needed to inject an iso-
lated hydrogen atom into the metal matrix, i.e. the for-
mation enthalpy in the dilute limit. With the chemi-
cal potential being proportional to the derivative of the
Gibbs energy density with respect to concentration, it
therefore only leads to a constant shift of the chemical po-
tential relative to an (arbitrary) reference potential. For
a fixed total number of hydrogen atoms in the system (in
accordance with the desired NPT ensemble) this linear
term does therefore not influence the phase separation
behavior. For higher concentrations, deviations appear
due to the quadratic term −αx2HN0/Ω0. This contribu-
tion is central, as it is responsible for the phase separation
into a hydrogen poor metal (in the following also denoted
as α phase) and a hydrogen rich hydride phase (β phase).
It captures an effective attractive hydrogen-hydrogen in-
teraction (for α > 0), as this energy contribution low-
ers the energy relative to the energy of isolated hydrogen
atoms, which comes from the aforementioned linear term.
In the context of the metal-hydrogen system, this inter-
action is often considered to be at least partially of elastic
origin, due to the lattice expansion31,36,58. To avoid con-
fusion, we point out that this “elastic term” is concep-
tually different from the explicit elastic term ĝel, which
is discussed below. The latter is related to a mesoscopic
change in the hydrogen concentration, which occurs in
particular at the boundary between a hydride precipitate
and the metal. This term captures the energetic cost
of coherency stresses between the phases with different
equilibrium lattice constants. For a homogeneous sys-
tem, which can freely expand, the explicit elastic energy
ĝel vanishes. This is different for the quadratic contri-
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bution contained in ĝo, which lowers the energy even for
spatially homogeneous concentrations and is responsible
for the phase separation. The distinction between micro-
scopic elastic effects in ĝo and mesoscopic contributions
in ĝel is clarified in Section IV and Appendix C.
ĝc represents the configurational entropy of the alloy

and is written here for an interstitial solid solution and
is given by

ĝc(xH, T ) =
kBTN0

Ω0
[xH log xH + (1− xH) log(1− xH)] .

(3)
Since we focus on low temperatures (below the Debye
temperature), we ignore thermal vibrations. Hence, the
dominant temperature dependence comes from the con-
figurational degrees of freedom. It is based on the as-
sumption that the hydrogen atoms occupy all interstitial
sites with equal probability, neglecting interactions be-
tween them. The expression is accurate in the limiting
cases xH � 1 and 1−xH � 1, when only a small amount
of hydrogen atoms or vacancies is present. Deviations can
be expected inside the concentration interval 0 < xH < 1.
With the present focus on the low concentration regime
xH � 1 the expression (3) is therefore a suitable descrip-
tion. Here, we implicitly assumed that the only relevant
phases in the system are a dilute α phase with xH � 1
and the hydride (β phase) with 1− xH � 1. Notice that
the entropic Gibbs energy contribution ĝc restricts the
concentration to the interval [0 : 1].

A gradient energy term

ĝg =
γ0
2

(∇xH)2 (4)

can be added to establish a smooth order parameter pro-
file between the two phases, which can be beneficial for
numerical purposes. In most of the present work we keep
it negligibly small.

The elastic contribution ĝel, which reflects the lattice
expansion through the hydrogen and coherency stresses
between the metal and hydride, is based on the isotropic
linear theory of elasticity. In the usual way we define
the strain tensor as εij = (∂iuj + ∂jui)/2 using the dis-
placement field ui(r). Moreover, we take into account
that hydrogen widens the host lattice, which leads to a
diagonal eigenstrain ε0ij = χxHδij with the Vegard coef-
ficient χ. For a wide range of metals the assumption of
Vegard’s law, i.e. the linear dependence of the eigenstrain
on the local concentrations, is well satisfied. We exclude
here the appearance of e.g. tetragonal distortions, which
is appropriate for hydrogen in fcc metals, as we aim to
establish a fully isotropic theory. With this, the isotropic
elastic energy density reads

ĝel = G(εij − χxHδij)2 +
1

2
λ(εkk − 3χxH)2, (5)

with G and λ being shear modulus and Lamé coefficient
respectively, which we assume to be concentration and
phase independent, for simplicity. As usual, the Ein-
stein sum convention is applied for repeated indices. For

TABLE I. Parameters for Fe-H in isotropic appoximation.

parameter meaning value

N0 no. of metal atoms per unit cell 4

Ω0 unit cell volume 40.953 Å3

α obstacle potential parameter 0.2039 eV

G bulk modulus 105 GPa

λ Lamé coefficient 288 GPa

χ Vegard coefficient 0.0623

a validation of this energy expression, also in compar-
ison to ab initio simulations, we refer to the extended
discussion in Appendix C. We note that this descrip-
tion is the isotropic variant of the continuum model by
Wagner and Horner30, where for the occupation of hy-
drogen on fcc octahedral sites the force-dipole tensor is
diagonal, containing the expansion of the lattice through
hydrogen58,59.

The integration in Eq. (1) is taken over the volume V
of the body. Since we are interested in the influence of
free boundaries, we assume boundary conditions σin = 0
there, with n being the surface normal direction.

In the present article, we focus on equilibrium proper-
ties, and therefore the path to the Gibbs energy minimum
does not matter. We use nonlocal dynamics

∂xH
∂t

= −K(µ̂H − µ̂0) (6)

with a kinetic coefficient K and the chemical potential
(per unit volume)

µ̂H =
δG
δxH

. (7)

The Lagrange multiplier is added to guarantee global
mass conservation,

∫
V
xHdr = const, hence

µ̂0 =
1

V

∫
V

µ̂Hdr. (8)

Additionally, the elastic equilibrium conditions read
δG/δui = 0, which translate into the usual static elas-
tic equilibrium conditions ∂σij/∂xj = 0 with the stress
tensor

σij = 2G(εij − δijχxH) + λδij(εkk − 3χxH). (9)

The above equations fully describe the system, and the
material parameters are summarised in Table I. They
are extracted from ab initio simulations in Section IV.

B. The phase diagram without elasticity

The bulk Gibbs energy density without the elastic term
ĝel is sketched in Fig. 1. In equilibrium, the concen-
trations are constant in each phase, and the common
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FIG. 1. (Color online) Concentration dependent energy
ĝo(xH) + ĝc(xH, T ). For T = 0 K the configurational term
vanishes, and only ĝo remains. The temperature dependent
solubility limits are given by the positions of the local minima
of the Gibbs energy.
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FIG. 2. (Color online) Phase diagram without stress effects
(solid purple curve). The critical point is at Tc = 1184 K.
Additionally, the solid green curve shows the coherent bulk
phase diagram (see Section II C), and the dashed curves are
the spinodal lines3,60.

tangent construction describes the equilibrium concen-
trations. This construction is particularly simple for our
symmetrical potential, where it appears as a horizon-
tal line, which connects the two minima of the potential
ĝo(xH)+ĝc(xH, T ). Hence the equilibrium concentrations
are here determined simply by [ĝo(xH) + ĝc(xH, T )]′ = 0.
The resulting phase diagram is shown in Fig. 2. The
model is designed for a good description at low temper-
atures. At high temperatures vibrational contributions
are not properly accounted for, and therefore the phase
diagram becomes inaccurate in this temperature regime.

C. The coherent phase diagram

If we additionally take into account the elastic term,
the two-phase region becomes smaller (lower critical tem-

perature and reduced region of phase separation) and
is bound by the coherent binodal. The intuitive ex-
planation for this result is – in contrast to the single
phase situations, which are stress free as the material can
freely expand – that coherency stresses arise if the two
phases coexist. This raises the total energy and therefore
makes the transition to a phase separated phase energet-
ically unfavourable. As a consequence, the miscibility
gap becomes smaller, hence the solubility limits of the
two phases are increased.

It was suggested by Cahn that coherent bulk phase
equilibria with isotropic elasticity, equal elastic constants
and a purely dilatational eigenstrain can still be de-
scribed by a common tangent construction, which is
based on a generalised Gibbs energy3,

ˆ̄g = ĝo + ĝc +
Eχ2x2H
1− ν

. (10)

Here, E = G(3λ+ 2G)/(λ+G) and ν = λ/[2(λ+G)] are
Young’s modulus and Poisson ratio. With this, the phase
equilibrium conditions are given by two conditions. The
first is the equality of generalized chemical potentials,
ˆ̄µH(xα) = ˆ̄µH(xβ), which are defined as

ˆ̄µH(xH) =
∂ ˆ̄g

∂xH
. (11)

We mention here in passing that this chemical potential
has dimension energy per volume, and it is related to the
usual chemical potential, which has dimension energy per
particle as µH = µ̂HΩ0/N0. The second condition is the
equality of grand potentials, ˆ̄ωH(xα) = ˆ̄ωH(xβ) with

ˆ̄ωH(xH) = ˆ̄g − ˆ̄µHxH. (12)

A derivation for the above equilibrium conditions, which
reflect the elastic hysteresis as described by Schwarz and
Khachaturyan7,8, is given in Section III A. Here we point
out that the equilibrium conditions are based on the as-
sumption that the concentrations in the two phases are
spatially constant. This is the case for phase separation
in the bulk, as is demonstrated explicitly in Appendix A
for the special case of the Eshelby problem. This way,
we obtain the coherent phase diagram, which is shown
also in Fig. 2. As expected, the two phase region is here
smaller and fully inside the corresponding region for the
stress free case.

To demonstrate that also the continuum model repro-
duces the coherent phase diagram in the bulk, we con-
sider for example a quasi one-dimensional system. This
is not a limitation, as the elastic energy does not depend
on the shape of the inclusion but only on its volume frac-
tion due to the Bitter-Crum theorem61, and therefore the
one-dimensional system is equivalent to a full three di-
mensional bulk case. In this system, we initialise a strong
concentration gradient in one direction. As a result, we
obtain phase separation in equilibrium, see Fig. 3. We
note that the phase concentrations are spatially constant
in each phase, and they match the values predicted in
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FIG. 3. Phase separation with elastic effects at T = 500 K.
The concentration profiles result from continuum simula-
tions using different values of the interfacial energy pa-
rameter γ0. The (dimensionless) system sizes range from

L(αN0/γ0Ω0)1/2 ≈ 223 to 893, with L being the system
length. For the parameters in the legend and Table I this
corresponds to L = 10−7 m. The solid horizontal lines are
the bulk solubility limits according to the theoretical coher-
ent binodal.

the coherent phase diagram. This demonstrates that the
model indeed reproduces the thermodynamic bulk equi-
librium. Obviously, the interfacial contribution ĝg does
not affect the phase separation in large systems.

D. Phase separation near free surfaces

To study phase separation in the presence of surfaces
with vanishing external stresses (σin = 0), we use a three-
dimensional description. In order to reduce the numeri-
cal efforts, we assume without loss of generality a cylin-
drical symmetry of our problem, as sketched in Fig. 4.
In the simulations we ensure that the cylinder radius R
is sufficiently large, such that the mantle boundaries do
not play a role, and the system can be considered as in-
finitely extended, R → ∞. The elastic Cahn-Hilliard
model is solved using a finite element description and
the FreeFEM package62. Initially, we place a spherical
hydride inside the volume, in proximity to either the
top or bottom surface. This initial hydrogen distribution
determines the average concentration. The evolution is
then modelled according to Eq. (6) until the system has
reached an equilibrium configuration. Energy reduction
leads to an effective attractive interaction between the
inclusion and the free surfaces, and therefore the equilib-
rium precipitate forms an almost semi-spherical inclusion
at this surface, see Fig. 5.

In equilibrium, the chemical potential is spatially con-
stant in the system. This is shown in Fig. 6, along the
axis of symmetry, r = 0. The contributions to the chem-
ical potential are defined as µ̂ = ĝ′(xH) for each of the
terms in Eq. (1). In contrast to the total chemical poten-

FIG. 4. (Color online) Sketch of the geometry for the finite
element simulations of the continuum model. The entire sam-
ple has a cylindrical shape, which is here cut to allow a view
into the interior. All surfaces, top, bottom and mantle are
stress free. A hydride is nucleated near the lower surface,
shown here in red. Energy minimisation then determines the
shape and size of the equilibrium hydride precipitate. The
system has a cylindrical symmetry, which allows to reduce
the problem to a two-dimensional description.

tial µ̂H = µ̂c + µ̂o + µ̂el the individual contributions are
not spatially constant inside the phases and have a jump
at the interface. Notice that the interfacial contribution
vanishes for γ0 = 0.

The most important result is that we find phase sep-
aration in regimes where we would not have expected it
from the bulk phase diagram. In the example in Fig. 5
we see the formation of a hydride at xH = 0.041 at
T = 500 K, whereas from the bulk coherent binodal (see
Fig. 2) we would expect single phase equilibrium states
for xH < 0.29. Apparently, near free surfaces the solubil-
ity limit differs from the bulk coherent prediction and is
between the solubility limit with and without stress ef-
fects. The two phase region near a free interface is then
delimited by a new kind of binodal curve, which we de-
note as the coherent surface binodal, and which will be
determined numerically in the following, and more fun-
damentally in the next sections.

To find this coherent surface binodal, we proceed as
follows. Starting from the phase separated states, as in
Fig. 5, we reduce the concentration sequentially, until
the system reaches a single phase state. Repeating this
procedure for several temperatures allows to extract the
low concentration branch of the coherent surface binodal.
Similarly, we start in the high concentration regime, in
which the system mainly consists of the hydride and only
has a small metallic region. This entails that in Figs. 4
and 5 the role of α and β phase are exchanged. With
increasing average concentration the α volume fraction
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pect ratio is H/R = 1. For the lowest concentration (top left)
at xH = 0.031 the system is in equilibrium in a single phase
state. For xH = 0.041 (top right) a nucleus forms, which is
getting larger for higher concentration, xH = 0.051 (bottom
left) and xH = 0.061 (bottom right).
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FIG. 6. (Color online) The contributions to the chemical po-
tential along the axis of symmetry, r = 0. Whereas the total
chemical potential is spatially constant, the individual con-
tributions are varying inside the individual phases and have
a jump at the interface z = RH. The data stems from an
equilibrium configuration for T = 500 K and average concen-
tration of xH = 0.061 (see also Fig. 5). The numerical noise
results from data interpolation in between the nodes of the
FEM implementation.
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FIG. 7. (Color online) The phase diagram with the coherent
surface binodal in the low temperature rgeime, obtained from
the continuum model (blue data points).

decreases and finally this phase disappears, which delim-
its the two phase region in the high concentration regime.
Since the model is symmetric with respect to an exchange
xH → 1− xH, also the phase diagram has this symmetry
property. Repeating this procedure for different tempera-
tures gives the surface coherent phase diagram, as shown
in Fig. 7.

A noticeable outcome of the simulations is that the
concentrations are no longer constant inside the phases,
and therefore this situation differs from the phase sep-
aration in the bulk. This is demonstrated exemplarily
in Fig. 8 for the concentration profile along the axis of
symmetry, r = 0, as defined in Fig. 4. In this plot, the
equilibrium concentrations given by the bulk coherent
phase diagrams are also shown as dashed lines for com-
parison. The simulations indicate that the equilibrium
concentrations of the bulk coherent phase diagram are lo-
cally reached exactly at both sides of the interface. We
will later verify this observation analytically. Despite the
varying concentrations in the phases at finite temper-
atures, the concentration variations decrease for lower
temperatures and finally vanish in the limit T → 0. The
reason is that the coherent bulk phase diagram shows
zero hydrogen solubility in the metal and similarly the
hydride is free of hydrogen vacancies, see the phase dia-
gram in Fig. 2. This result of constant phase concentra-
tions in the low temperature limit is essential for further
analytical predictions in the following section.

III. ANALYTICAL DESCRIPTION

A. The coherent bulk phase diagram

As a starting point for the further analysis we first
derive from the exact phase coexistence conditions the
solubility limit in the low temperature regime for the
bulk system.

In the isotropic case with equal elastic constants of



8

 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.5  1  1.5  2  2.5  3  3.5

x H

z/RH

T=500 K

 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.5  1  1.5  2  2.5  3

x H

z/RH

T=400 K

 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.5  1  1.5  2  2.5

x H

z/RH

T=300 K

FIG. 8. The hydrogen concentration along the axis of symme-
try, r = 0, as defined in Fig. 4. At the interface between the
phases the local concentrations are given by the bulk coherent
phase diagram, as indicated by the dashed horizontal lines.
Top panel: The data stems from an equilibrium configuration
for T = 500 K and average concentration of xH = 0.061 (see
also Fig. 5). In the center and bottom panel the same is shown
for T = 400 K and T = 300 K. The concentration gradients
inside the phases become smaller at lower temperatures.

the two phases the elastic problem of coherent inclusions
in an infinite or periodic matrix can be solved analyti-
cally. Only the volume fraction of the secondary phase
matters, and the detailed arrangement and shape of the
precipitates is irrelevant according to the Bitter-Crum
theorem61. As a well known consequence, there is no
elastic interaction between two precipitates in this case,
as the change of inclusion separation does not change

their volume fraction. We denote the volume fraction of
the hydride (β phase) by v. In the case that the system
of volume V can expand freely (external pressure zero),
the elastic energy is given by (for an infinite system, one
can look instead at the average energy which is contained
in a subvolume V )

Gbulkel = V v(1− v)(xβ − xα)2χ2 E

1− ν
, (13)

with Young’s modulus E = G(3λ+ 2G)/(λ+G) and the
Poisson ratio ν = λ/[2(λ + G)]. Here it is assumed that
the concentrations xα and xβ are spatially constant in-
side the individual phases. For phase separation in the
bulk, this statement is exact and is corroborated by the
numerical simulations in Fig. 3. For the specific case of a
concentric spherical inclusion in a spherical matrix (Es-
helby problem), the above energy expression can also eas-
ily be calculated, see Appendix A. Also, there we show
that the assumption of spatially constant concentrations
inside each phase is indeed satisfied, as no chemical po-
tential gradients appear. Expression (13) reflects that for
single phase configurations (v = 0 or v = 1) no coherency
stresses arise.

The stress free phases are assumed to be characterised
by Gibbs energies (per host atom) gα(xα) and gβ(xβ),
including the configurational entropy. The temperature
dependence is suppressed in the notation for brevity. We
emphasize that these Gibbs energies shall not contain
long-ranged elastic effects, which are accounted for sepa-
rately. It is assumed that the above energies are taken at
the equilibrium volume, i.e. for stress free situations. The
above formulation generalises the model used in Eqs. (1)-
(3), for which we used a single expression for the Gibbs
energy density for both phases. If we apply the present,
more general, case to the previous situation, we have to
use gα = gβ = (ĝo + ĝc)Ω0/N0. In contrast to the contin-
uum description in the previous section, here we normal-
ize all intensive quantities to the number of metal atoms
and not to the volume (indicated by the hat symbol),
with the conversion rule g = ĝΩ0/N0.

The concentrations in the phases are xα = Nα
H/N

α
M and

xβ = Nβ
H/N

β
M = (NH − Nα

H)/(NM − Nα
M). Here, NM is

the total (and fixed) number of host atoms, NH the total
(and fixed) number of interstitials, as we use a canonical
ensemble. Nα

M is the total number of host atoms which
belong to the α phase, and Nα

H the number of interstitial
atoms in the α phase. Similar quantities are defined in
the β phase. Notice that Nα

M and Nα
H are not fixed and

degrees of freedom for the Gibbs energy minimisation.
The total Gibbs energy reads (bulk contributions only)

G = Gα + Gβ + Gbulkel (14)

with

Gα = Nα
Mgα

(
Nα

H

Nα
M

)
, (15)

Gβ = (NM −Nα
M)gβ

(
NH −Nα

H

NM −Nα
M

)
. (16)
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For the elastic energy we use V = NMΩ0/N0. Here Ω0

is the unit cell volume of the hydrogen free lattice which
serves as Lagrangian reference state, and N0 is the num-
ber of host atoms per unit cell (e.g.N0 = 4 for fcc). The β
phase volume fraction reads v = (NM−Nα

M)/NM. Hence,
the elastic energy for a system, which is free of external
stresses, is expressed through the particle numbers as

Gbulkel =
E

1− ν
χ2NM −Nα

M

NM

Nα
M

NM
×

×
(
NH −Nα

H

NM −Nα
M

− Nα
H

Nα
M

)2
NMΩ0

N0
, (17)

see Eq. (13) above.
In thermodynamic equilibrium the Gibbs energy is

minimised with respect to the internal degrees of free-
dom Nα

H and Nα
M. The first minimisation condition is(

∂G
∂Nα

H

)
NH,NM,Nα

M

= g′α(xα) +
2E

1− ν
χ2 Ω0

N0
xα

−
(
g′β(xβ) +

2E

1− ν
χ2 Ω0

N0
xβ

)
= 0. (18)

Without elastic effects, it reduces to the usual equality
of chemical potentials µH = g′(xH) in the two phases.

The second minimisation condition is(
∂G
∂Nα

M

)
NH,NM,Nα

H

= 0. (19)

It becomes

gα(xα)− xαg′α(xα)− E

1− ν
χ2 Ω0

N0
x2α

−
(
gβ(xβ) + xβg

′
β(xβ)− E

1− ν
χ2 Ω0

N0
x2β

)
= 0. (20)

Without elastic effects, it reduces to the usual equality of
grand potentials ω = g−xHµH in the two phases. By the
Gibbs-Duhem relation g = µM +µHxH with the chemical
potential µM of the metal atoms, µM = (∂G/∂NM)NH

,
hence ω = µM. We can therefore alternatively read
Eq. (20) in the absence of stress effects as equality of
chemical potentials of the host metal atoms in the two
phases. Without elasticity, the equations (18) and (20)
are the usual common tangent construction for binary
two-phase systems.

We can define an auxiliary potential ḡ for each phase,
as suggested by Cahn3,

ḡα(xα,β) = gα,β(xα,β) +
E

1− ν
χ2 Ω0

N0
x2α,β , (21)

such that the generalised chemical potentials become

µ̄α,β(xα,β) = ḡ′α,β(xα,β) (22)

and the generalised grand potentials are

ω̄α,β(xα,β) = ḡα,β(xα,β)− xα,βµ̄α,β . (23)

The above equilibrium conditions (18) and (20) then read

µ̄α(xα) = µ̄β(xβ), ω̄α(xα) = ω̄β(xβ), (24)

which means that they can be interpreted as the result of
a common tangent construction using the potentials ḡα
and ḡβ instead of the stress free Gibbs energies gα and
gβ . We have previously used these results in Section II C,
see Eq. (10).

We can further investigate this generalised common
tangent construction in the regime of small concentra-
tions. The (generalised) Gibbs energies of the pure α
and β phase per host atom are decomposed into a regular
contribution ḡ0α,β and a singular configurational entropy
contribution gc,

ḡα,β(xα,β , T ) = ḡ0α,β(xα,β) + gc(xα,β , T ). (25)

Here, singular means that g′c(xH, T ) diverges for xH → 0,
where the prime denotes differentiation with respect to
concentration. The dominant contribution to gc for the
low concentration regime is gc ' kBTxH ln(xH/x0), in
agreement with Eq. (3). If a two-phase mixture forms,
the averaged Gibbs energy per host atom of the hetero-
geneous system is

ḡhet(xH, T ) = ḡα(xα, T )(1− v) + ḡβ(xβ , T )v. (26)

In the following we distinguish between the concentra-
tions xα and xβ in the two phases and the average con-
centration xH. We consider phase diagrams with zero
solubility in the α phase for T → 0, i.e. xα → x0α = 0.
In the same limit, the β phase solubility tends to x0β .

Hence by the lever rule xH = xα(1− v) + xβv we obtain
v ' xH/x0β for T → 0.

Equality of chemical potentials at the touching point
xH = xα of the common tangent construction demands(

∂ḡhet(xH, T )

∂xH

)
T,xα,xβ ,xH=xα

=

(
∂ḡα(xα, T )

∂xα

)
T

, (27)

which expresses that the common tangent has the same
slope as the Gibbs energy ḡα at the touching point
xH = xα. Since the configurational contribution is regu-
lar (and vanishingly small) in the Gibbs energy and sin-
gular only in the chemical potential near xα ≈ 0, we get
from Eqs. (26) and (27) in the limit T → 0[
−ḡ0α(0) + ḡ0β(x0β)

] 1

x0β
' g0α

′
(0) + kBT ln(xH/x0), (28)

where only the singular contribution is retained in the
last term. This derivation gives for the solubility limit

xH ' x0 exp

(
− ∆Ḡ
kBT

)
(29)
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FIG. 9. (Color online) Comparison of the full phase dia-
gram with and without elasticity (solid curves) with the corre-
sponding asymptotic expressions (29) in the low concentration
regime (dashed curves).

with

∆Ḡ = [−ḡ0β(x0β) + ḡ0α(0)]/x0β + g0α
′
(0). (30)

In the special case without elasticity we have g = ḡ, and
then we recover the standard Arrhenius expression for the
solubility limit in the low concentration and temperature
regime. Hence, we can interpret the energy

∆G = [−g0β(x0β) + g0α(0)]/x0β + g0α
′
(0), (31)

as formation energy, where we omitted the elastic contri-
bution. We will later confirm this interpretation.

With elastic effects we get from Eq. (21) the new for-
mation energy

∆Ḡ = ∆G + ∆Gbulkel (32)

with

∆Gbulkel = − E

1− ν
χ2 Ω0

N0
x0β . (33)

Since the elastic term reduces the formation energy, the
solubility limit is increased. The agreement of the asymp-
totic expression (29) with and without stress and the
numerically calculated phase diagram in the low concen-
tration regime is shown in Fig. 9.

B. Solubility limits near surfaces and interfaces

In this section we predict the coherent surface binodal
analytically in the low temperature regime. Conceptu-
ally, the near surface phase separation behavior is in ac-
cordance with the appearance of surface spinodal modes,
which are also ultimately limited by the chemical instead
of the coherent spinodal near free surfaces22.

A central point is the solution of the mechanical prob-
lem of a coherent inclusion near a free surface or an inter-
face. For that, we have employed both analytical meth-
ods as well as finite element simulations. All calcula-
tions are performed under the same conditions as before,
i.e. linear isotropic elasticity, Vegard’s law with isotropic
lattice expansion, equal elastic constants in both phases
and coherency at the interfaces. Then, the elastic prob-
lem does not have an intrinsic lengthscale, hence the only
relevant lengthscale is the size of the precipitate (pro-
vided that the sample is large). In the proximity of a
free surface we therefore expect to see deviations from
the Bitter-Crum value (13) of the elastic energy, if the
distance h of the precipitate from the surface becomes
comparable or smaller than the characteristic size RH of
the precipitate. We will therefore obtain universal curves
for the elastic energy modification near surfaces, which
depend only on h/RH for a given geometry, the set of
elastic boundary conditions and the Poisson ratio. Here
it should be mentioned that in contrast to the bulk case,
where only the volume fraction v of the precipitates mat-
ters, the geometry here plays a role and leads to different
energies for differently shaped precipitates. We point out
that the energy modification appears as a bulk effect if
the distance from the surface is of the order of the pre-
cipitate radius RH, and is therefore conceptually different
from surface effects, which affect only the topmost surface
layers. This distinction is supported experimentally47,63

e.g. for coherent hydrides with a size of 30-40 nm in thin
films of niobium, for which the ratio of the number of
bulk to surface atoms is of the order 100. In the present
analysis, we focus on bulk effects and leave out surface
contributions.

For a spherical inclusion near a planar free surface
of a semi-infinite (three-dimensional) material, the elas-
tic problem is solved analytically (see Appendix B and
Ref. 64 for details), and the distance dependent part of
the elastic energy scales as [RH/(h+RH)]3. This depen-
dence is shown in Fig. 10 as red solid curve. In the plot
we show the actual elastic energy Gel, relative to the bulk
value Gbulkel , which is given by Eq. (13). The results are
in agreement with finite element simulations (red dots).
This shows that the elastic energy Gel is indeed lower
for a misfitting inclusion near a free surface than in the
bulk, Gbulkel , because the stresses can partially relax. In
particular, the relevant scale for the decay of the surface-
inclusion interaction is the precipitate radius RH. For
h� RH we restore the bulk value (13) for the elastic en-
ergy. We define γ as the elastic energy in the near surface
region in relation to the bulk value, γ = 1−Gel/Gbulkel . A
positive (negative) value corresponds to a reduction (an
increase) of the elastic energy near a surface, compared
to the bulk. This way, the formation of a homogenous
spherical nucleus can lead to a reduction of the energy
down to γ = (1 + ν)/6, when touching the free surface
(h = 0).

Further energy reduction can be obtained if the nu-
cleus forms a spherical cap inside the metallic matrix
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FIG. 10. (Color online) Elastic energy as function of the posi-
tion and shape of a three-dimensional homogenous or hetero-
geneous nucleus, as obtained with the parameters in Table I.
The small sketches illustrate the geometry for the elastic en-
ergy curves in the same color. In all cases, the lower boundary
of the simulation volume is either a free surface with zero trac-
tions or a rigid substrate with fixed displacement boundary
conditions. If the nucleus is deep inside the material, the elas-
tic energy depends only on the volume fraction in isotropic
approximation and is given by the Bitter-Crum expression
(13). In all cases the characteristic scale RH is defined via the
fixed nucleus volume Vβ as Vβ = 4πR3

H/3. When a spherical
inclusion (red) is approaching a free surface, the elastic en-
ergy decays according to a power law (solid red curve). The
limit (13) is also recovered if the precipitate is flat and fully
wets the free surface (h = 0 for the blue and black curve).
For a heterogeneous nucleus, which forms a spherical cap in-
side the sample on the free surface (blue), the elastic energy
attains a minimum energy for a contact angle θ ≈ 90◦. For a
spherical cap forming outside (black), the elastic energy de-
cays to zero for a spherical droplet (h/RH = 2). In contrast,
nucleation near a rigid substrate increases the elastic energy
(purple, brown).

(blue curve). This and all following data are obtained
by the finite element simulations. Variation of the cap
height at fixed nucleus volume leads to an elastic energy
minimisation for a contact angle of θ ≈ 90◦. Notice that
the inclusion radius is defined here as the radius of a full
sphere, which has the same volume as the cap. For com-
plete “wetting” of the free surface by the nucleus (the
limit h/RH → 0) the bulk Bitter-Crum elastic energy
(13) is recovered. One can obtain this result by taking
into account that for the thin wetting film for h/RH = 0
the hydrogen free matrix is fully relaxed, whereas the
hydride layer acquires the same lattice constant as the
substrate. From this, the elastic energy can easily be
calculated and gives the bulk value Gbulkel .

First, we find an influence of the nucleus shape on the
elastic energy in the isotropic elastic approximation in
the presence of surfaces, in contrast to the bulk. This
dependence is the reason for the shape change of an ini-
tially spherical hydride seed when it is attracted by a free
surface in the continuum simulations, see Fig. 5.

Second, (heterogeneous) phase separation at free sur-
faces is favored over (homogeneous) phase separation in
the bulk based already on elasticity alone. The reduc-
tion of elastic energy near surfaces can therefore support
precipitate formation.

Third, for a complete picture of precipitation thermo-
dynamics, additionally the interfacial energy has to be
considered, and the balance of bulk and interfacial terms
determines the size of the critical nucleus. If both are
taken into account, the heterogeneous nucleation energy
barrier is related to the homogeneous one by a catalytic
potency factor f(θ) via ∆Ghet = f(θ)∆Ghom, and f(θ)
depends only on the contact angle65. The latter function
is considered as function of interfacial properties only.
The above results suggest that the heterogeneous nucle-
ation barrier and the contact angles are influenced addi-
tionally by elasticity, which favours independently of the
interfacial energies a wetting angle of θ ≈ 90◦.

If corrugations of the outer surface are permitted
(black curve in Fig. 10), the elastic energy reduces to
zero for a heterogeneous nucleus which is sitting spheri-
cally on the substrate. In this case we obtain a complete
elastic relaxation (γ = 1) and consequently a shift from
the coherent bulk solubility limit in Fig. 9 to the stress
free surface solubility limit.

More generally, the reduction of the elastic energy
leads to the replacement of Gbulkel by Gel in the entire
derivation in section III A. As a result, we have to re-
place

∆Gbulkel → (1− γ)∆Gbulkel (34)

in Eqs. (29) and (32), using the expression (33) for
∆Gbulkel . Hence in the low temperature regime the co-
herent surface binodal is given by

xH ' x0 exp

(
−∆G + (1− γ)Gbulkel

kBT

)
, (35)

which is the central result of the present paper. The
geometrical effect of the proximity of a nucleus to a sur-
face, including shape dependencies, is fully contained in
the dimensionless number γ, which is positive near a free
surface. For values 0 < γ < 1 we arrive at a solubility
limit which is in between the bulk coherent binodal and
the solubility limit without consideration of elasticity.

We can compare this analytical prediction with the
numerically solved continuum model with a free surface,
which has been done in Section II D. There we have found
that the hydride prefers to form an almost spherical cap
at the free surface, see Fig. 5. According to the blue
curve in Fig. 10 this corresponds to a value γ ≈ 0.5 at
h/R ≈ 1.2. From this we obtain Fig. 11, which shows the
agreement between the theoretical expression (35) and
the numerical simulations for low temperatures. This
agreement is further confirmed in an Arrhenius plot for
the low concentration regime, see Fig. 12. In the limit
T → 0 the numerical results converge to the analytical
prediction.
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FIG. 11. (Color online) The same as Fig. 7, where we have
added the asymptotic expression for the solubility limit near
a free surface according to Eq. (35) as dashed blue line. This
prediction is in agreement with the Cahn-Hilliard simulation
results (blue squares).
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FIG. 12. (Color online) The same as Fig. 11 with only the sur-
face solubility limit, as predicted from the asymptotic theory
(dashed line) and the continuum model (squares).

We note that Eq. (35) is a highly useful formula to in-
clude long-ranged elastic coherency effects e.g. in ab initio
calculations of phase diagrams. It allows to include me-
chanical effects, which otherwise would be impossible to
describe in state-of-the art quantum mechanical simula-
tions due to the restricted number of atoms. Applications
of this approach will be demonstrated in Section IV.

We also point out that the elastic deformation state
can be fairly nontrivial, and in particular both phases
are typically deformed. In contrast, an approximation,
where one phase accommodates to the lattice constant
of the other, overestimates the elastic energy.

Whereas the precise prediction of the solubility limits
requires knowledge of ∆G with an accuracy in the meV
range, this quantity drops out when we calculate the ratio
of the solubility limits near a surface, xsurfaceH , and in the
bulk, xbulkH . The first quantity follows from Eq. (35), the
latter can be obtained from the same expression with
γ = 0. Their ratio defines the generic near-surface phase

α	
  

β	
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  β	
  

n	
  

t,	
  s	
  

FIG. 13. Sketch of the geometry for the local equilibrium
consideration.

diagram shift by the solubility modification factor

s =
xsurfaceH

xbulkH

= exp

(
γ∆Gbulkel

kBT

)
, (36)

which is independent of details of the phase diagram,
i.e. the value of ∆G.

C. Local equilibrium conditions

In this section we investigate in more detail the con-
centration gradients, which exist inside the phases, see
also Fig. 8. For this, we derive local equilibrium con-
ditions at the phase boundary between the lattice gas
phase (α) and the hydride (β). In Section III we have
derived phase coexistence conditions for bulk and near
surface regions using a minimisation of the total Gibbs
energy. This evaluation requires in particular the knowl-
edge of the integrated elastic energy, which in general
cannot be determined in closed form in the presence of
surfaces and interfaces. Here we show that these con-
ditions can be derived without solving the global elastic
problem explicitly. We need to determine the fields only
locally, which can be done analytically. The results in
this section are therefore independent of the previous ar-
guments. In the following, all quantities are evaluated
directly either on the α or β side of a coherent interface
between these phases. For brevity of notation, we do not
explicitly write this for the individual quantities in the
following. As a result, we find that the equilibrium con-
centrations right at the interface are given by the bulk
coherent phase diagram, irrespective of potential concen-
tration gradients inside the phases for phase separation
near free surfaces.

The geometry is sketched (in a two-dimensional pro-
jection) in Fig. 13. We consider the energetics in a small
subsystem, which contains part of the interface, as mag-
nified in the right panel. We use n as normal and t and
s as local tangential directions to the interface. Since in
the following we will work with the (local) Helmholtz free
energy as thermodynamic potential, we assume that T ,
as well as the average concentration xH, are fixed in the
considered infinitesimally small sub-system. In the local
picture, the phase concentrations xα and xβ , as well as



13

all strain components in each phase are spatially con-
stant, as we choose the sub-system as in the right panel
of Fig. 13 to be sufficiently small. Moreover, the local
volume is kept fixed, which means that average strains
ε̄ij are prescribed. In the end, these values do not enter
into the equilibrium conditions.

The strain components, which involve a tangential di-
rection, have to obey the no-slip coherency constraint

ε
(α)
tt = ε

(β)
tt = ε̄tt = const, (37)

ε(α)ss = ε(β)ss = ε̄ss = const, (38)

ε
(α)
st = ε

(β)
st = ε̄st = const. (39)

For the other strain components we invoke the stress con-
tinuity at the interface and use the fact that the elastic
constants are equal in both phases. Therefore

σ
(α)
nt = σ

(β)
nt ⇒ ε

(α)
nt = ε

(β)
nt = ε̄nt = const, (40)

σ(α)
ns = σ(β)

ns ⇒ ε(α)ns = ε(β)ns = ε̄ns = const, (41)

σ(α)
nn = σ(β)

nn ⇒ ε(β)nn = ε(α)nn +
1 + ν

1− ν
χ(xβ − xα). (42)

Furthermore, with v being the local volume fraction of
the β phase we have from the volume constraint

ε(β)nn v + ε(α)nn (1− v) = ε̄nn = const. (43)

Hence the latter two relations determine the normal
strain in both phases uniquely. In particular,

ε(α)nn = ε̄nn − v
1 + ν

1− ν
χ(xβ − xα). (44)

The strain component ε
(β)
nn is determined via relation

(43). The conservation law for the concentration reads

vxβ + (1− v)xα = xH = const. (45)

We split the free energy densities into contributions
which do not depend on strain and an elastic term,

f̂ = f̂0(xH, T )+ f̂el(xH, εij). In the continuum model the
first term corresponds therefore to ĝo+ ĝc. For the elastic
term we use isotropic linear elasticity, whereas we do not

further specify f̂0, which can include the case of sepa-
rate functions for the two phases. The elastic free energy
density therefore reads in our local coordinate system

f̂el(xH, εij) = µ
[
(εnn − χxH)2 + (εtt − χxH)2

+(εss − χxH)2 + 2ε2nt + 2ε2ns + 2ε2st

]
+

+λ(εnn + εtt + εss − 3χxH)2 (46)

for each phase (using the appropriate indices α and β).
The energy density of the entire sub-system becomes then

f̂(xα, v) = (1− v)
[
f̂0(xα, T ) + f̂el(xα, ε

(α)
ij )

]
+v
[
f̂0(xβ , T ) + f̂el(xβ , ε

(β)
ij )
]
. (47)

By the above conservation laws we can eliminate the
strains in the individual phases as well as the concen-
tration in the β phase, and consequently the only un-
determined parameters are xα and v. Local equilibrium
demands minimisation with respect to these parameters.
From the minimisation with respect to xα (at fixed vol-
ume fraction v) we obtain the continuity of the chemical
potentials,

µ̂0(xα, T )− µ̂0(xβ , T ) + 2
Eχ2

1− ν
(xα − xβ) = 0, (48)

with

µ̂0(xH, T ) =

(
∂f̂0
xH

)
T

. (49)

This condition motivates to define a chemical potential
for each phase according to

ˆ̄µ(xH, T ) = µ̂0(xH, T ) + 2
Eχ2

1− ν
xH, (50)

such that the equilibrium condition reads

ˆ̄µα(xα, T ) = ˆ̄µβ(xβ , T ), (51)

in agreement with Cahn’s definition, cf. Eqs. (21)-(24).
We note that this condition is the same as we naturally
get from the global thermodynamic description, but here
we used a purely local analysis.

From the second minimisation condition (∂f̂/∂v)xα
=

0 we get the local equality of grand potential densities,

ˆ̄ω(xα, T ) = ˆ̄ω(xβ , T ), (52)

being defined as

ˆ̄ω(xH, T ) = f̂0(xH, T )− xHµ̂0(xH, T )− Eχ2x2H
1− ν

. (53)

These conditions are the same as the ones which we found
before from the global energy approach. We point out
that we do not have to specify the external boundary
conditions to arrive at these results, hence they equally
hold for the infinite (or periodic) system as well as the
finite system with free (or confined) surfaces. Hence the
concentrations at the α−β interface are exactly those de-
termined by the coherent phase diagram. We have previ-
ously found this result in the continuum model (Figs. 8),
and this observation is explained by the present analysis.

Returning to an ensemble with given stress instead of
strain, the above potentials µ̄ and ω̄ (written here per
particle, not per volume) can be obtained from a Gibbs
energy per matrix atom

ḡ = g0(x, T ) +
Eχ2x2HΩ0

N0(1− ν)
, (54)

where g0 is the stress independent part of the Gibbs en-
ergy. From that we get µ̄H = ∂ḡ/∂xH and ω̄ = ḡ− µ̄HxH
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FIG. 14. (Color online) Grand potential ω̄ = ˆ̄ωΩ0/N0 along
different paths (shown in Fig. 15) through the interface at
T = 500 K. The position is normalized to the hydride radius
RH. At the interface, ω̄ exhibits a kink but is continuous,
as predicted by condition (52). Only for the path marked
by number (5), which is directly along the free surface of the
sample, the condition (52) is not fulfilled as the analysis does
not apply in that case.
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FIG. 15. (Color online) Concentration profiles along certain
directions. The different paths mark the directions along
which the grand potential densities ˆ̄ω are plotted in Fig. 14.
The equilibrium nucleus at a free surface at the left bound-
ary is found from the continuum simulations at T = 500 K.
Red regions correspond to the hydride, blue to the lattice gas
phase.

as determining quantities for a local common tangent
construction. We note that the constant background
strain ε̄ij does not appear in the phase equilibrium con-
ditions.

Numerically, the continuity of the grand potential ˆ̄ω
through the interface is demonstrated as one-dimensional
cuts in Fig. 14, along the different paths defined in
Fig. 15. Indeed, in the numerical simulations based
on the continuum model we find a continuous value of ˆ̄ω
at the interface positions, which confirms the analytical

Free	
  surface	
  

RH	
  
d	
  

h	
  

FIG. 16. Two spherical inclusions near a free surface.

predictions. Only directly at the free surface (i.e. for the
green path marked by (5) in Fig. 15) the grand poten-
tial becomes singular and exhibits a jump, because the
local analysis does not apply due to the neglect of the
free boundary conditions.

D. Surface-induced precipitate interaction

One of the well known consequences of the elastic
isotropy, that we assume in this article, is that in an
infinite or periodic system no interaction between pre-
cipitates exists. We mention that deviations from the
isotropy assumptions lead to mutual interactions. Here
we point out that even in the absence of anisotropy the
proximity of surfaces can induce an attractive or repul-
sive interaction.

This effect also raises another point, namely whether
the appearance of a single nucleus is — from point of
view of the elastic energy — the most favorable config-
uration, or whether, due to the effective surface induced
nucleus-nucleus interaction, a breakup into smaller pre-
cipitates may lead to a lower energy, which might affect
the solubility limit.

We have performed a series of elastic energy calcula-
tions using finite element methods, to understand the
energetics of multi-precipitate situations. We simulate
here two-dimensional plane strain situations, as the com-
putational effort is lower. We expect that the results will
only change slightly in three-dimensional situations. The
concentration xH is assumed to be spatially homogeneous
in each phase.

First, two spheres of radius RH are placed at a mu-
tual distance d and at a distance h from a free surface,
see Fig. 16. The calculated elastic energy, relative to the
energy of two isolated spheres in an infinite medium, is
plotted in Fig. 17 as function of the separation d/RH

for different distances h/RH. If the spheres are far away
from the free surface, h/RH � 1, they do not experience
a mutual interaction, in agreement with the Bitter-Crum
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FIG. 18. Two spherical caps near a free surface.

theorem. However, if they are closer to the free surface,
an effective attraction appears. First we note that this
interaction is weak compared to the distance dependence
of the interaction with the free surface. The energy is
lowest for the case h/R = 1, when the spheres touch the
surface. We have compared the two-sphere configura-
tion with that of a single sphere, which also touches the
surface and which is shown for comparison as horizontal
dashed red line in Fig. 17. We note that the volume of
the single sphere is the same as the sum of the volumes
of the two smaller spheres. We see that the energy of
the single sphere is lower that for two separate spheres.
Hence we conclude that it is energetically favorable to
have a single nucleus instead of a breakup into smaller
spheres.

The situation is different if we use a spherical cap in-
stead of full spheres (see Fig. 18). Fig. 19 shows the
interaction energy, normalized to twice the elastic en-
ergy of a single cap at a free surface. In contrast to
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FIG. 19. Interaction of the caps: total elastic energy as func-
tion of the cap separation d/RH, normalized to twice the elas-
tic energy of a single cap at a free surface. The dashed curve
is a fit of the interaction energy as Gel−2Gel,cap ∼ 1/d2, hence
k = 2 in Eq. (55).
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FIG. 20. Total energy as number of caps in a system with
periodic boundary conditions in lateral direction. Gel,cap is
the energy of a single cap (n = 1). The dashed curve is a
linear fit, which agrees with k = 2 in Eq. (56).

the spherical inclusions the interaction is repulsive. This
result may suggest that a splitting of a single cap into
two (or more) is energetically favorable, which would be
an improper conclusion. Two competing effects play a
role here. First, due to the volume reduction of each
precipitate the surface induced interaction gets weaker.
Second, due to the inter-precipitate distance reduction
the strength of the interaction is increased. To study
this competition numerically we split the single cap into
n smaller ones, which in sum have the same volume as
the original one. Fig. 20 shows the energy as function of
the number of caps n, which are equally spaced due to
the mutual repulsion. The energy increases linearly with
the number of caps, hence splitting into several caps is
therefore energetically unfavourable according to elastic-
ity.

We note that the elastic interaction energy Gel,int =
Gel − 2Gel,cap per unit length L in out-of-plane direction
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for two nearby caps with distance d scales as

Gel,int/L ∼ Eε20
Rk+2

H

dk
(55)

for dimensional reasons. From the spatial integration of
the elastic Green’s function for the calculation of the to-
tal energy we expect a dependence on the cap’s area,
hence k = 2. This value of the exponent is indeed found
in Fig. 19, and the above considerations explain the 1/d2

interaction. With the total area of the caps being A
we have nR2

H ∼ A in our two dimensional setup, hence

RH ∼ (A/n)1/2. The lateral distance between neigh-
bouring caps is d ∼ R/n, where we assume that the
horizontal system length is R. The interaction from the
nearest neighbours matters most for the total elastic en-
ergy. Hence, apart from the purely volume-dependent
part without the interaction, we get ∆Gel ∼ nGel,int,
which leads to

∆Gel/L ∼ nk/2Eε20A1+k/2R−k ∼ nk/2. (56)

For k = 2 we therefore obtain a scaling ∆Gel ∼ n, which
we observe in the numerical results in Fig. 20.

We can therefore conclude that the formation of iso-
lated spherical caps at free surfaces is the energetically
most favorable configuration.

IV. ATOMISTIC PERSPECTIVE AND
APPLICATIONS

A. Linking continuum and atomistic descriptions

To link the continuum description to an atomistic and
ab initio perspective we start from the central expressions
(29) and (30) for the bulk solubility limit of the α phase
in the low temperature regime, and remind that x0 is the
ratio of available interstitial sites relative to the number
of metal atoms. There, ḡ are the (modified) Gibbs ener-
gies per metal atom for the different phases as function of
the concentration of the interstitial species x = NH/NM

of the considered phase α or β. The Gibbs energies are
evaluated at T = 0, hence they are equal to enthalpies.
Notice that they are also evaluated for zero external pres-
sure, therefore they also coincide with total energies, for
which we use the letter E . This is important as the long
ranged elastic effects are taken into account separately
and lead to the replacement g → ḡ. The (Gibbs) en-
ergies g are evaluated for the zero pressure equilibrium
situation, as otherwise we would double-count the elastic
energy. For an extended discussion of this issue we refer
to Appendix C.

Let us first consider the case without elastic effects,
hence ḡ → g are the conventional Gibbs energies per
metal atom, and similarly Ḡ → G. In an atomistic simu-
lation we set up sufficiently large supercells which consist
of a number NM of metal and NH interstitial hydrogen
atoms, and perform a full electronic and ionic relaxation

with external pressure P = 0. As will become more clear
below, we need for the necessary atomistic or ab initio
simulations only information about the hydrogen free and
the fully saturated hydride, which are both stress free,
as well as a single interstitial atom in a metallic matrix.
Since the presence of isolated interstitial elements lead to
local deformations, we have to ensure that the metal sys-
tem is large enough, NM � NH, such that no interaction
with the system’s boundaries or periodic images of the
impurities (in case of periodic boundary conditions) play
a role. For practical ab initio simulations such a limit
cannot be reached, and therefore it has to be ensured
that the interactions with the periodic images are suffi-
ciently low, in order not to influence the results. The ob-
tained energies are in the following written as E(NM;NH)
for a system which consist of NM metal and NH hydrogen
atoms. We therefore identify g0α(0) = Eα(NM; 0)/NM and
g0β(x0β) = Eα(NM;x0βNM)/NM and remind of the notation

introduced in Section III A (see in particular Eq. (25)
there). Then ∆G becomes

∆G =
1

x0β

[
−
Eβ(NM;x0βNM)

NM
+
Eα(NM; 0)

NM

]
+ g0α

′
(0).

(57)
The derivative term is written as finite difference,

g0α
′
(0) =

Eα(NM; 1)/NM − Eα(NM; 0)/NM

∆x
(58)

with the concentration difference ∆x = 1/NM, i.e. NM

should be large. Since the energy is extensive, the fol-
lowing property holds for arbitrary scaling factors M

E(NM;NH)/M = E(NM/M ;NH/M). (59)

Also, we have the additivity

E(N1; 0) + E(N2; 0) = E(N1 +N2; 0). (60)

Therefore we get the expected result66

∆G = Eα(NM; 1)−
[
Eβ(1/x0β ; 1) + Eα(NM − 1/x0β ; 0)

]
.

(61)
The first term is the energy of the metallic matrix with
one isolated hydrogen atom inside. It is compared to
the energy term in square brackets, which represents the
phase separated state consisting of the α phase, which is
free of hydrogen and has NM − 1/x0β metal atoms (the
supercell for an ab initio simulation has to be scaled such
that all atom numbers are integers), and of the β phase
with the remaining atoms, such that the concentration
of this phase is x0β .

We can further rewrite this expression as

∆G = Efα − E
f
β (62)

with the formation energy of the “defect” in the dilute α
phase,

Efα = Eα(NM ; 1)− Eα(NM ; 0)− ErefH (0; 1) (63)
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with an arbitrary reference potential ErefH (0; 1) for an
isolated hydrogen atom. Often, this will be expressed
through the T = 0 chemical potential for a hydrogen
molecule at zero pressure67. Hence, the formation energy
is the energy cost if the isolated reference constituents, a
perfect bulk α metal and a single hydrogen atom, form
the α “alloy”. Similarly, for the β phase

Efβ = Eβ(1/x0β ; 1)− Eα(1/x0β ; 0)− ErefH (0; 1) (64)

expresses the energy change for formation of the hy-
dride phase with concentration x0β from the reference
bulk phases of the pure α metal and the hydrogen atom.
The choice of ErefH is arbitrary, as it drops out from the
expression for ∆G.

For the ab initio predicted low temperature phase di-
agram the T = 0 energies are computed. This is valid as
long as lattice vibrations are not yet excited (appreciably
below the Debye temperature), such that only zero point
energies of the vibrational modes have to be added. The
theoretical predictions for the formation enthalpies have
been shown to be in good agreement with experimental
values for various elements, see Ref. 67 for details.

Next, let us include the effect of bulk elasticity for
coherent interfaces. As worked out before in section III A
we have

∆Ḡ = ∆G + ∆Gbulkel (65)

with

∆Gbulkel = − E

1− ν
χ2 Ω0

N0
x0β . (66)

The bulk solubility limit is

xH ' x0 exp

(
− ∆G
kBT

)
exp

(
Eχ2Ω0x

0
β

(1− ν)N0kBT

)
, (67)

which is increased in comparison to the stress free case.
With the first factor being calculated from ab initio de-
termined formation enthalpies, the second exponential
additionally takes into account the long-ranged elastic
coherency effects, as calculated from a continuum per-
spective.

The coherent solubility limit near free surfaces or in-
terfaces contains the additional geometrical factor 1− γ,
hence the solubility limit becomes then

xH ' x0 exp

(
− ∆G
kBT

)
exp

(
Eχ2Ω0x

0
β(1− γ)

(1− ν)N0kBT

)
, (68)

which is in general between the bulk coherent and stress
free solubility limit for free surfaces and higher than the
bulk solubility limit near rigid substrates.

The important result is therefore the identification
of the proper energy terms from an atomistic descrip-
tion. The additional consideration of long ranged elas-
tic effects, which are otherwise difficult to take into ac-
count in an atomistic description alone, become feasible

through the present combination with continuum theory.
Through the additive decomposition of a “chemical” and
the mechanical contribution to the Gibbs energy Ḡ the
expression for the solubility limit factorizes. This means
that even without the knowledge of the chemical contri-
bution ∆G still the elastic contribution can be calculated
as a modification factor of the solubility limit.

B. Solubility limit prediction

1. Nb-H

For the Nb-H and Nb-D system the solubility of the
bulk bcc α phase in the low temperature regime is ex-
perimentally well described by

xbulkH = x0 exp(−∆Hp/kBT ) (69)

with ∆Hp = 0.12 eV and x0 = 5.35, which is in agree-
ment with the occupation of tetrahedral sites in the bcc
lattice (see Ref. 68 and references therein), hence also
N0 = 2. The β phase is an ordered interstitial solid so-
lution of hydrogen with concentrations about x0β ≈ 0.7,

with a face centred orthorhombic structure (a/c ≈ 1.4).
From experimental observations46 it has been concluded
that the hydride precipitates remain coherent in thin
films up to a size of about 30 nm. Since the tetrago-
nal distortion is not taken into account in our isotropic
approximation, we mainly aim at a qualitative under-
standing.

Experimental values for material parameters are sum-
marised in Ref. 69. For the lattice constant of pure α Nb
we use aα = 3.3 Å, which is determined both experimen-
tally and through ab initio calculations. For the elastic
constants we use E = 105 GPa and ν = 0.4 for pure
Nb. In isotropic approximation the Vegard coefficient is
χ = 0.058, see Ref. 46 and references therein.

To allow for a comparison with experimental results
on Nb-H by Pundt et al.10,46,47, we consider thin film
geometries additionally to the free or clamped surfaces of
large systems, as discussed in Fig. 10. For the calculation
of the elastic energy in film geometries with either free
or clamped surfaces (ui = 0 there, i.e. an infinite large
contrast in the elastic constants, see top panel of Fig. 21)
we use the finite element method. This allows to compute
γ as function of the aspect ratio d/R of the film thickness
to the hydride radius for different anticipated geometries
(bottom panel of Fig. 21).

For the bulk behavior, the experimental result (69) ap-
plies. If it reflected the true coherent nucleation deep in
the bulk in the absence of any free surfaces, it would im-
ply that nucleation near surfaces should appear already
at lower concentrations, which is not in agreement with
the experimental observation that the solubility limit
is close to the bulk value in free standing thin films10.
This argument suggests that the experimentally observed
“bulk” solubility limit corresponds to the appearance of
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FIG. 21. (Color online) Top: Predicted solubility limit of the
α phase in Nb-H at T = 300 K in thin films with thickness d.
The small sketches show cuts through the film with a cylin-
drical symmetry. Starting from thick films, where nucleation
is assumed to start from free surfaces (black), cap-like spher-
ical inclusions (radius R) can exist for d/R > 1 in films with
finite thickness (green, purple). The solubility limit in thin
films with a precipitate opposite to a free surface (green) or
a rigid substrate (purple) hardly changes and asymptotically
approach the black curve for d/R → ∞. For cylindrical nu-
clei on a rigid substrate (blue) the solubility limit increases
with smaller ratio d/R. Delamination from the substrate (or-
ange) reduces the solubility limit by the factor s′, which is
defined as the ratio of solubility limits of a free standing film
to that of a film with a rigid substrate. The value of s′ de-
pends on the aspect ratio d/R. Bottom: Elastic contribution
∆Gbulkel (γ−γr) to the formation energy according to Eq. (72).
The color coding is the same as in the top panel.

precipitates near the free surface of a macroscopic sam-
ple. Therefore, the expression (69) should correspond to
near-surface nucleation. The hydride precipitate at the
surface will assume the most favourable configuration,
which is a spherical cap inside the metal (blue curve in
Fig. 10) with h ≈ R, hence γ = 0.48 =: γr for ν = 0.4,
shown as black dotted line in Fig. 21. If we compare this
to the case of a cylindrical precipitate in a free stand-
ing film, for which the solubility limit is given as orange
curve in Fig. 21 (with γ = 0.4) – which will be discussed
more explicitly below – we indeed see that this value is
close to the value of the surface solubility limit for the

spherical cap at the surface of a bulk sample, as observed
experimentally10. Hence we identify

exp(−∆Hp/kBT ) = exp

(
−∆G + (1− γr)∆Gbulkel

kBT

)
.

(70)
For other situations with a different value of γ the solu-
bility is then given by

xH = x0 exp

(
−∆G + (1− γ)∆Gbulkel

kBT

)
. (71)

Hence we get for the ratio

xH
xbulkH

= exp

(
∆Gbulkel (γ − γr)

kBT

)
. (72)

For fixed temperature and varying γ = γ(d/R) we can
therefore write

xH = x̄0 exp

(
∆Gbulkel γ

kBT

)
, (73)

with the reference concentration

x̄0 = xbulkH exp

(
−∆Gbulkel γr

kBT

)
. (74)

The latter expression is just a constant for a given tem-
perature. Consequently, the behavior of xH(d/R) de-
pends only on the geometry and is phase-diagram in-
sensitive, as all related parameters combine to the single
prefactor x̄0. These expressions are used to predict the
solubility limit curves in Fig. 21.

Apart from free standing thin films, we have inspected
also the situation of hydride nucleation near a rigid sub-
strate, where the displacement at the surface is fixed, see
Fig. 21. In this case the elastic energy even increases in
comparison to the bulk, and therefore γ becomes nega-
tive. We note that this effect is attributed to the stiffness
contrast between the film and the rigid substrate, not due
to mismatch stresses. Consequently, the solubility limit
in the α phase is higher in these regions as compared to
the bulk.

As discussed above, thin film experiments show that
free standing Nb-H films have essentially the same solu-
bility limit as bulk material10. This is in agreement with
the current predictions, see the horizontal dotted curve in
Fig. 21 for the “bulk” solubility limit (near a free surface)
and the orange and green curves (for differently shaped
precipitates in a thin free standing film). There is only
a small remaining solubility limit depression below the
bulk value. Experimentally, it is presumably shadowed
by microstructural effects10. Our analysis suggests that
phase separation starts from the surfaces, and then pro-
gresses into the bulk.

Two scenarios with cap like precipitates in thin film
films (green and purple) lead only to small differences
in the solubility limits, despite the presence of a rigid
surface for the second case. As expected, the solubility
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limit is slightly higher in this case as the elastic energy
cannot be relaxed as much as for the free standing film.
Still the difference is not large and vanishes in the limit
d/R→∞, as then the presence of the remote rigid sub-
strate is not “visible” to the precipitate. This result is
similar to experimental findings for d > 200 nm on a stiff
substrate, where the “bulk” value xH = 0.06 is found as
solubility limit10.

For d/R < 1 the cap does not fit into the film any-
more, and instead a cylindrical nucleus forms, as con-
firmed experimentally46. This geometry significantly in-
creases the elastic energy for films on a rigid substrate
and therefore raises the solubility limit (blue curve), as
found experimentally, where a solubility limit of about
xH = 0.2 for a film thickness of d = 30 nm is found (see
Fig. 17 in Ref. 10). Delamination from the substrate (or-
ange curve in Fig. 21) reduces the solubility limit by a
factor s′ ≈ 0.3−0.6, well in the range of the experimental
drop s′ ≈ 0.06/0.2 = 0.3, see Ref. 10. We note that this
drop does not depend on the link to the bulk relation
(69), due to the factorisation of chemical and elastic con-
tributions in Eq. (73). The experimental results may be
affected by hysteretic effects, which are not considered in
the theoretical equilibrium and closed system analysis.

It is interesting to compare the present predictions for
the formation of the high concentration phase at the sur-
faces, in comparison to the work on Nb-H by Zabel and
Peisl38,39. They find that spinodal decomposition leads
to macroscopic modes with a wavelength of the order of
the sample size, and the low concentration α phase of
Nb-H forms more frequently at the free surfaces of the
samples, which seems to contradict the predictions in the
present work at a first glance. However, here one should
take into account that the experiments38,39 have been
conducted in the vicinity of the critical point of the α−α′
decomposition, where the two phases appear essentially
“symmetrically”. In the present study, in contrast, we al-
ways considered the low concentration regime and there-
fore the emerging hydride is the minority phase, which
breaks the symmetry. Close to the critical point small ar-
tifacts like hydrogen leakage through a protective oxide
layer may favour the formation of the low concentration
phase at the free surfaces. The experiments showed that
also the high concentration phase can form near the free
surfaces. Thin disk shaped samples split and then also
high concentrations of hydrogen were found at free sur-
faces (see Fig. 1b in Ref. 38).

2. Ni-H

Instead of basing the analysis on experimental data,
nowadays also predictions of phase diagrams via ab ini-
tio techniques are feasible, and the inclusion of elastic
effects is demonstrated here. For the technical details
of the ab initio based computations we refer to section
II.C in Ref. 67, including the calculation of the quan-
tum mechanical zero-point energy of H and magnetism.
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FIG. 22. Solubility limits of the α phase of Ni-H for coherent
nucleation in the bulk (γ = 0) and for heterogeneous nucle-
ation at free surfaces (γ = 1), based on ab initio calculated
parameters for ∆G and ∆Gbel.

From high pressure experiments and simulations36 it is
known that a hydride with full occupation of the oc-
tahedral sites forms at x0β = 1, therefore also x0 = 1
and N0 = 4. We obtain from the ab initio simulations
aα = 3.52 Å, E = 200 GPa, ν = 0.31 in isotropic approx-
imation. In agreement with the previous notation we
denote the hydrogen poor phase by α and the hydride
by β. The Vegard coefficient is χ = 0.058. The bare
T = 0 total energies are computed using VASP for a
fully relaxed lattice, i.e. it is both macroscopically stress
free and also the internal atom positions are relaxed. Ap-
preciably below the Debye temperature TD ≈ 450 K vi-
brational excitations are negligible, thus T = 0 energies
are used for ∆G. All energies contain an arbitrary ref-
erence energy, which drops out in the final expression,
as obvious from the preceding equations. From these
values we can calculate the formation energy difference

∆G = Efα−E
f
β with the definitions given in Eqs. (63) and

(64). We use half of the P = 0 energy of an isolated H2

molecule as reference state for the hydrogen. Its energy
is Gref

H = Etot(H2)/2 = (−3.359 + 0.271) eV (the added
number is the contribution from the zero point lattice
vibrations). From this, we obtain for the formation en-
ergies of the α phase Efα = 0.07 eV. The value for Efα is
close to zero and in good agreement with the experimen-
tal value of Ef,expα = 0.124 eV, see Ref. 67 for a more gen-
eral discussion. For the hydride (x0β = 1) we get similarly

Efβ = Etot(Ni32H32)/32 − Etot(Ni32)/32 − Etot(H2)/2 =
−0.134 eV and consequently ∆G = 0.2039 eV, where the
value of the reference for the hydrogen drops out.

The predictions are demonstrated in Fig. 22 for Ni-
H. Whereas in the bulk the solubility limit is about
xbulkH ≈ 5.1 · 10−3 in the room temperature regime, it
is only around xsurfaceH ≈ 3.8 · 10−4 for surface nucleation
(γ = 1). At room temperature, this leads to a solubility
modification factor s ≈ 1/13 for ab initio based descrip-
tions of Ni-H for complete elastic relaxation near surfaces
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(γ = 1) in comparison to the bulk.

3. Fe-H (nonmagnetic, fcc)

In the low temperature regime the bcc iron phase is
stable, but nevertheless e.g. in austenitic steels iron can
be stabilised as fcc phase by alloying. All calculations
have been performed with VASP at T = 0. Again, hy-
drogen occupies the octahedral sites of the lattice, with
N0 = 4, and x0β = 1.

For the consideration of elastic effects the elastic con-
stants of pure fcc iron are extracted from ab initio sim-
ulations. We get C11 = 427.6 GPa, C12 = 217.6 GPa
and C44 = 239.8 GPa. In isotropic approximation the
Lamé coefficient is λ = (C11 + 2C12)/3 and the shear
modulus G = (C11−C12)/2. Young’s modulus and Pois-
son ratio are then E = G(3λ + 2G)/(λ + G) ≈ 286 GPa
and ν = λ/[2(λ + G)] ≈ 0.37. We obtain from ab ini-
tio calculations a lattice expansion per hydrogen atom

Ω = 2.03 Å
3
, which is in good agreement with the exper-

imental value Ω = 1.9 Å
3

in the fcc iron lattice36. The
Vegard coefficient χ = 0.0623 follows from the lattice
constant of iron aα = 3.45 Å and Ω.

From these values we get s ≈ 1/77 for γ-Fe for com-
plete elastic relaxation near surfaces (γ = 1) in the room
temperature regime. Such a drastic reduction of the sol-
ubility limit near free surfaces may trigger hydrogen em-
brittlement by hydride formation at free surfaces and
cracks even in the absence of external stresses. If this
brittle phase has a lower fracture toughness, it can en-
hance a tendency for delayed fracture. The time delay
may result from the necessity to nucleate hydrides. Ad-
ditional tensile stress concentrations lower the chemical
potential of the hydrogen in the crack tip region and
therefore favour hydride formation even more, leading
to hydrogen enhanced decohesion70.

In the analysis we have assumed that the material be-
haves elastically. Large strains can cause plastic defor-
mation and release stresses. This relaxation effectively
brings the coherent binodal closer towards the stress free
binodal and therefore decreases the preference for free
surface nucleation. In turn, materials with a higher flow
stress can sustain larger stresses and should therefore ex-
hibit a stronger relative tendency for surface nucleation
of hydrides in comparison to the bulk. This argument is
in line with the general trend that higher strength steels
exhibit a stronger susceptibility to hydrogen embrittle-
ment.

V. CONCLUSIONS

The central result of the present paper is the scale
bridging prediction of the solubility limit reduction near
free surfaces, which is expressed through the closed and
generic formula (35) for the low concentration solubility

limit. As a consequence, we predict the equilibrium for-
mation of secondary phases, which have a misfit strain
with the matrix phase, to appear primarily at free sur-
faces of a sample in the low concentration regime. As
demonstrated in various applications on metal-hydrogen
systems, the appearance of hydrides in the presence of
free surfaces can start at concentrations up to two or-
ders of magnitude lower than in the bulk. Experimental
benchmarking has in particular been done for the Nb-H
system, for which results of thin film experiments can be
understood in the framework of the present theory.

Although we put the focus on metal-hydrogen sys-
tems, the theory is fully applicable also to other systems.
A particular case are lithium ion batteries71,72, which
will be investigated in the future. Phase separation in
LiFePO4 nanoparticles as storage material is influenced
by surface effects73 in combination with elasticity74–76.
The thermodynamics in combination with reaction dy-
namics leads to a complex behaviour with potential se-
vere influence on capacity and currents during charging
and discharging.

In the present article we focused on bulk effects and ne-
glected the size of the samples. We emphasise that also
the considered elastic effects, which are influenced by the
presence of surfaces, are still a bulk effect, as (linear)
elasticity does not have an intrinsic lengthscale. Conse-
quently, the elastic interaction of precipitates with sur-
faces decays on the scale of the precipitate size. For a
complete description surface effects shall additionally be
considered, which can also include surface stress11. A
particular challenge will be the connection of the present
scale-free description to a microscopic model18,19.
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Appendix A: The Eshelby problem

The problem of a spherical coherent inclusion inside
a spherical matrix, as sketched in Fig. 23, is a special
case of Eshelby’s more general solution for elliptical inclu-
sions. It has the advantage that the solution is analytical
and turns out to be equivalent to bulk phase separation.

In detail, the system is a three dimensional sphere with
radius R. The outer shell is assumed to be the lattice gas
phase. Inside it contains a concentric spherical hydride
inclusion of radius RH. The interface between the two
phases is coherent, and the system is stress free at the
outer boundary. Concerning the concentrations, we as-
sume that they are spatially constant within each phase.
They have values xα and xβ (α and β correspond to the
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FIG. 23. Sketch of the geometry for the Eshelby problem. The
figure shows a cut through the three-dimensional system. The
outer shell is the hydrogen poor lattice gas phase, the core the
hydride.

lattice gas and the hydride phase). Later we will see that
the assumption of homogeneous concentrations in the in-
dividual phases is actually correct in equilibrium. Under
these conditions the displacement field is isotropic and
has only a radial component. In the hydride it is77

uβr = cβr, (A1)

and in the lattice gas phase

uαr = cαr +
bα
r2
, (A2)

with constants bα, cα, cβ . These solutions satisfy the elas-
tic force balance, ∂iσij = 0. The coefficients are deter-
mined by the coherency conditions uαr (RH) = uβr (RH),
σαrr(R) = 0, σαrr(RH) = σβrr(RH). These boundary condi-
tions reflect the force continuity and the absence of gaps
or overlaps at the inner interface and a stress free outer
surface. The stresses are constant in the hydride, and in
spherical coordinates given by (r < RH)

σβrr = σβθθ = σβφφ = −2

3
χ(xβ − xα)

E

1− ν

(
1− R3

H

R3

)
,

(A3)
thus the stress state is hydrostatic and the shear stresses
vanish there. In the surrounding α phase the non-
vanishing stress components are (RH ≤ r ≤ R)

σαrr(r) = −2

3
χ(xβ − xα)

E

1− ν

(
R3

H

r3
− R3

H

R3

)
, (A4)

σαθθ(r) = σαφφ(r)

=
1

3
χ(xβ − xα)

E

1− ν

(
2R3

H

R3
+
R3

H

r3

)
, (A5)

which have a 1/r3 dependence and are not hydrostatic.

For the trace of the stress tensor we have

σαkk(r) = 2χ(xβ − xα)
E

1− ν
R3

H

R3
, (A6)

σβkk(r) = −2χ(xβ − xα)
E

1− ν

(
1− R3

H

R3

)
, (A7)

which is a constant also in the α phase.
For thermodynamic considerations we consider the dif-

ferent contributions to the (hydrogen) chemical poten-
tials, which is defined as the energy change if the number
of hydrogen atoms is changed,

µ =

(
∂G
∂NH

)
p,T

=
Ω0

N0

δG

δxH
, (A8)

where the first expression is here a shorthand thermo-
dynamical notation, which applies for spatially homoge-
neous fields and an isotopic pressure P . The more precise
local definition of the chemical potential is given by the
variational derivative, which is normalised by the prefac-
tor as energy per hydrogen atom.

The homogeneous hydrostatic stress implies that the
elastic contribution to the chemical potential,

µel = −χΩ0

N0
trσ (A9)

is spatially constant in both phases. Equation (A9) fol-
lows readily from the definition (A8) using Eqs. (5) and
(9). Explicitly we get

µαel = −2χ2EΩ0R
3
H(xβ − xα)

N0(1− ν)R3
, (A10)

µβel =
2χ2EΩ0(R3 −R3

H)(xβ − xα)

N0(1− ν)R3
. (A11)

Hence, the difference of the chemical potentials does not
depend on the hydride volume fraction v = R3

H/R
3,

µβel − µ
α
el =

2χ2EΩ0(xβ − xα)

N0(1− ν)
. (A12)

This is the well-known effect of the elastic
hysteresis7–9,78,79.

The elastic energy density (per volume) in each phase
is given by Eq. (5). Integrating over the system gives the
total elastic energy

Gel =
4χ2EπR3

H(R3 −R3
H)(xβ − xα)2

3(1− ν)R3
. (A13)

To fully describe phase coexistence, we need addition-
ally a description of the stress free contributions to the
Gibbs energy, which we choose here in accordance with
the continuum model. Per metal atom we have in both
phases the configurational contribution

gc(xα,β , T ) = kBT [xα,β log xα,β + (1− xα,β) log(1− xα,β)]
(A14)
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and the H-H interaction term go(xα,β) = α(xα,β − x2α,β),
in analogy to the Gibbs energy densities ĝc and ĝo in
Eqs. (3) and (2). Since the concentrations are constant
in each phase, the integrated energy contributions are

Gc =
4πR3N0

3Ω0
[gc(xβ , T )v + gc(xα, T )(1− v)] (A15)

and

Go =
4πR3N0

3Ω0
[go(xβ)v + go(xα)(1− v)] (A16)

with the hydride volume fraction v = R3
H/R

3. The pref-
actor 4πR3N0/3Ω0 equals the number of metal atoms
NM. The total Gibbs energy of a two phase state is
G = Gel + Gc + Go. To determine the phase equilibrium
conditions we miminimze G with respect to the degrees of
freedom xα and xβ , while maintaining the conservation
law xβv+xα(1− v) = xH = const. This is in accordance
with the concept that we use a (T, p,NM, NH) ensemble
with external pressure P = 0. After straightforward al-
gebraic manipulations we can rewrite these conditions as
µ̄H(xα) = µ̄H(xβ) for the first condition, using

µ̄H(xα,β) = g′(xα,β) +
2χ2EΩ0xα,β
N0(1− ν)

(A17)

with g(xα,β) = go + gc for each phase. The second con-
dition is ω̄H(xα) = ω̄H(xβ) with the “grand potential”

ω̄H(xα,β) = g(xα,β) +
Eχ2x2α,βΩ0

N0(1− ν)
− µ̄H(xα,β)xα,β .

(A18)
The above equilibrium conditions are identical to Cahn’s
expressions for the coherent bulk binodal, as discussed
in section III A. A central conclusion is therefore that
the spherical inclusion inside a pressure free sphere is the
same as a bulk system. This is a somewhat surprising
result, as one might have expected that surface effects
play a role here. The calculation therefore shows ex-
plicitly, that this example should be taken with care if
interpreted in the spirit of free surface effects.

In view of the results from the continuum model one
may expect that it might be energetically favourable to
form the hydride at the outer surface of the spherical sys-
tem instead in its centre. However, exchanging the role
of the lattice gas phase α and the hydride β leaves the
elastic energy (A13) invariant, as the energy is quadratic
in the concentration difference xβ − xα. Formation of a
thin covering hydride layer is therefore not energetically
different than confining it inside the matrix phase. This
is in agreement with the elastic energy calculations in
Fig. 10, which show that a thin film of the hydride phase
covering a free surface (h/r = 0 for the black and blue
curves) is energetically equivalent to bulk phase separa-
tion.

q	
  

R	
  

FIG. 24. Spherical hydride inclusion near a planar free sur-
face. The system is semi-infinite and three-dimensional.

Appendix B: Spherical inclusions near free surfaces

If a spherical inclusion of radius R comes close to a
planar free surface (see Fig. 24), the energy drops from
the bulk value (13) according to Gel = Gbulkel +∆Gsurfaceel (q)
with

∆Gsurfaceel (q) = −4πG(1− ν)c2

q3
, (B1)

with q being the distance of the sphere center from the
surface and the shear modulus G, see Ref. 64. The con-
stant c is given by

c =
(1 + ν)χ(xβ − xα)Vβ

4π(1− ν)
(B2)

with the sphere volume Vβ = 4πR3/3. Hence we get the
scaling ∆Gsurfaceel /Gbulkel ∼ Vβ/q3 for a precipitate volume
fraction v � 1. This expression leads to the red curve in
Fig. 10.

Appendix C: Separation of microscopic &
mesoscopic elasticity

We derived the elastic contribution to the free energy
assuming coherency between the phases. The other bulk
contributions to the free energy, as contained in ĝo and ĝc,
are assumed not to contain (long-ranged) elastic effects,
as they describe the homogeneous single phase states.
From a microscopic perspective, however, the situation
is somewhat more complicated, as e.g. in the dilute lat-
tice gas phase we have far separated interstitial hydrogen
atoms, and each of them deforms locally the surround-
ing lattice. In the ab initio calculations in Section IV we
accounted for relaxation of the lattice, such that the net
force on each atom is zero. At a first glance it therefore
seems that we take into account elasticity twice, both one
the microscopic and mesoscopic level. Here we show that
we do not double-count elastic effects.
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For that, let us first discuss the different roles of
the elastic deformations from a conceptual and intuitive
level.

On the microscopic level, the lattice is locally deformed
around each hydrogen atom in the dilute α phase. The
range of these distortions is short, of the order of a few
lattice units. For low hydrogen concentrations at low
temperatures, the contribution to the mutual interaction
of hydrogen atoms is therefore small, as long as they are
sufficiently far away from each other. This mutual in-
teraction is captured by ĝo on the continuum level (in
general, it contains also potential other sources for H-H
interactions, which are not necessarily of elastic origin).
This function starts with a linear contribution for xH � 1
according to ĝo ≈ αN0/Ω0xH, which is related to the
chemical potential of the hydrogen atoms (see Section IV
for details). The interaction is contained in the quadratic
contribution −αx2HN0/Ω0, which lowers (for α > 0) the
energy relative to the leading, linear term, and therefore
describes an attractive interaction. On the mesoscopic
level, isolated hydrogen atoms appears as a homogeneous
phase with a coarse-grained hydrogen concentration xH.
As long as this concentration is homogeneous and the
phase can expand freely, the material remains stress free
and therefore the mesoscopic elastic energy is zero. We
can therefore conclude that the microscopic, short-ranged
elastic effects are completely contained in ĝo. This argu-
ment is reflected by the decisive parameter α, which is
obtained from ab initio simulations, which take into ac-
count the local relaxation as well the global expansion of
the lattice. Similarly, the hydride phase can be consid-
ered. If it is fully saturated, i.e. all octahedral sites are
filled, the lattice will only expand globally (as mimicked
by the Vegard coefficient on the mesoscopic level), but lo-
cally it will fully preserve the crystalline symmetries. If
hydrogen vacancies appear here at higher temperatures,
the lattice will again relax locally. The situation is there-
fore similar to the dilute lattice gas phase, where now va-
cancies instead of the interstitial hydrogen atoms appear
as defects.

The mesoscopic elastic term ĝel becomes relevant as
soon as concentration gradients, external constraints and,
most importantly, (coherent) two-phase situations ap-
pear. The range of these elastic distortions is much
longer, of the order of the precipitate size (which we as-
sume to be much larger than the atomic spacing). This
assumption is consistent with a thermodynamic equilib-
rium consideration, i.e. the size of the fully equilibrated
phases scales with the system size. As demonstrated
explicitly for the Eshelby problem, the coherency leads
to a long-ranged deformation of both phases. On the
microscopic level e.g. the individual hydrogen atom in
the dilute phase is therefore placed in a homogeneously
distorted environment. The homogeneity results from
the fact that the mesoscopic elastic deformation varies
on a larger scale than the lattice unit. This defor-
mation changes the chemical potential of the hydrogen
atoms. For a local compression the interstitial sites be-

come smaller and therefore it is less favourable to insert
hydrogen atoms there. Hence the chemical potential de-
pends on the mesoscopic stress, and this is reflected by
the expression for the chemical potential

µel =
Ω0

N0

δGel
δxH

= −Ω0

N0
χtrσ, (C1)

which follows readily from (5) and (9). Hence, a com-
pressive stress with trσ < 0 raises the chemical potential
of the hydrogen.

To validate the underlying expression (5) for the elastic
energy density we compare the above results to the dis-
cussion in Ref. 67. This study uses the thermodynamic
relation

∂∆H(P )

∂P
= VH(P ) (C2)

with the enthalpy difference

∆H = HMH(P )−HM(P )− 1

2
HH2

(P = 0), (C3)

involving the enthalpy of the (dilute) metal-hydrogen
system HMH(P ) at a given pressure P , the same for
the pure metal, HM(P ) and a reference chemical poten-
tial of an isolated hydrogen molecule at zero pressure,
1
2HH2(P = 0) = µH(P = 0). On the right hand side
VH(P ) is the excess volume created by insertion of a hy-
drogen atom into the metallic matrix at pressure P . With
the bulk modulus

B = −V ∂P
∂V

(C4)

the above equation (C2) can equivalently be rewritten
as80

∂∆H(P )

∂ ln Ω0
= −BVH(P ). (C5)

This relation was verified against ab initio simulations
with different hydrostatic deformations for a large num-
ber of metals, see Fig. 3 in Ref. 67.

We can compare this equation to our formulation, not-
ing that at T = 0 (as used for the ab initio simulations in
Ref. 67) the relation H = G holds. In continuum approx-
imation (see also Section IV A), the enthalpy difference
∆H becomes according to Eq. (C3)

∆H = ∆NH

(
∂G
∂NH

)
P,NH=0

− 1

2
HH2(P = 0)

= µH −
1

2
HH2(P = 0), (C6)

with the change of number of hydrogen atoms being
∆NH = 1, using the definition of the chemical poten-
tial of hydrogen. Furthermore, with the bulk modulus
B = λ+2G/3 and an isotropic deformation εij = εδij we
readily get from Eq. (C1)

∂∆H
∂P

=
3χΩ0

N0
, (C7)
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where we note that only µel is stress dependent and used
3P = −trσ. From the stress free strain ε0ij = χxHδij we
can further identify the volume per hydrogen

VH =
Ω0

N0
trε0ij =

3χΩ0

N0
, (C8)

since xH = 1 corresponds to fully occupied octahedral
sites, hence NH = N0. Consequently, Eq. (C2) is repro-
duced. We can therefore conclude that the formulation
of the continuum model, as given by Eqs. (1)-(5), is con-
sistent with the ab initio perspective.

The other aspect of the separation of elastic effects into
microscopic and mesoscopic contributions is discussed in
the following. In practice, we first perform the ab initio
calculations of the single defect allowing for full lattice
relaxation, using free volume expansion (i.e. the “micro-
scopically” stress free system) and calculate the energy
of this configuration. Next we calculate the long-ranged
elastic field in the continuum description, where the pre-
vious effects enter only via an eigenstrain ε0ij , which ex-
presses the expansion of the lattice by the hydrogen.
Again, we calculate the elastic energy, but this time using
only the long-ranged field. The elastic field is a superpo-
sition of these two fields, which we denote in the following
e.g. by ui for the short-scale displacements and u∞i for
the long-ranged contribution. Hence the total field reads
utoti = ui +u∞i . This decomposition is similar for the to-
tal stress and strain fields in linear elasticity. The elastic
energy, however, is a quadratic expression,

Gtotel =
1

2
Cijkl

∫
(εtotij − ε0ij)(εtotkl − ε0kl)dr. (C9)

Using the above decomposition, it therefore seems that
apart from the “self-energy contributions” of the two
scales,

G∞el =
1

2
Cijkl

∫
(ε∞ij − ε0ij)(ε∞kl − ε0kl)dr, (C10)

on the mesoscale and

Gel =
1

2
Cijkl

∫
εijεkldr, (C11)

on the microscale, which is effectively encapsulated in go,
also a cross term between the two fields should show up.

To further shed light on this, we discuss for simplic-
ity the dilute lattice gas phase for low temperatures, for
which the eigenstrain vanishes. On the scale of the short-
ranged deformations the long-ranged strain is spatially
constant, which expresses the scale separation. This
means that this field reads u∞i = aijxj with constants
aij . On the other hand, the short scale field is given by
the dilatational centre solution ur = C/r2 in spherical
coordinates, and all other components vanish (identical
to the Eshelby solution in Appendix A if the outer ra-
dius tends to infinity). C is a constant which combines
all material parameters.

Using a representation in spherical coordinates we cal-
culate the elastic energy density gel = Gε2ij + λ(εkk)2/2,
[see Eq. (5)] and integrate it according to

Gel =

∫ R

R0

∫ 2π

φ=0

∫ π

θ=0

dr dφ dθ r2 sin θgel. (C12)

Here, R0 is a cutoff, below which the continuum descrip-
tion should be replaced by a discrete formulation. We
get for the total elastic energy Gtotel = Gel + G∞el with

Gel = 8C2Gπ

(
1

R3
0

− 1

R3

)
. (C13)

For the homogeneous part we have

G∞el =
2π(R3 −R3

0)

3

[
2(akk)2λ+

{
2(a211 + a222 + a233)

+(a12 + a21)2 + (a13 + a31)2 + (a23 + a32)2
}
G

]
.(C14)

We therefore see that no cross term appears, as such a
term would involve products of the form Caij .
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