
This is the accepted manuscript made available via CHORUS. The article has been
published as:

Surface nematic order in iron pnictides
Kok Wee Song and Alexei E. Koshelev

Phys. Rev. B 94, 094509 — Published  9 September 2016
DOI: 10.1103/PhysRevB.94.094509

http://dx.doi.org/10.1103/PhysRevB.94.094509


Surface Nematic Order in Iron Pnictides

Kok Wee Song and Alexei E. Koshelev
Materials Science Division, Argonne National Laboratory, Illinois, 60439, USA

(Dated: August 26, 2016)

Electronic nematicity plays important role in iron-based superconductors. These materials have
layered structure and theoretical description of their magnetic and nematic transitions has been well
established in two-dimensional approximation, i.e., when the layers can be treated independently.
However, the interaction between iron layers mediated by electron tunneling may cause non-trivial
three-dimensional behavior. Starting from the simplest model for orbital nematic in a single layer,
we investigate the influence of interlayer tunneling on bulk nematic order and possible preemptive
state where this order is only formed near the surface. We found that the interlayer tunneling
suppresses the bulk nematicity which makes favorable formation of a surface nematic above the bulk
transition temperature. The purely electronic tunneling Hamiltonian, however, favors alternating
from layer-to-layer nematic order parameter in the bulk. The uniform bulk state typically observed
experimentally may be stabilized by the coupling with the elastic lattice deformation. Depending
on strength of this coupling, we found three regimes: (i) surface nematic and alternating bulk order,
(ii) surface nematic and uniform bulk order, and (iii) uniform bulk order without the intermediate
surface phase. The intermediate surface-nematic state may resolve the current controversy about
the existence of the weak nematic transition in the compound BaFe2As2−xPx.

I. INTRODUCTION

Iron-based superconductors are multiple-band
layered materials.1–3 The correlations of itinerant
electrons in different bands create several collec-
tive excitations: magnetic, orbital, superconducting.
The complex interplay between these excitations can
be tuned by doping or pressure leading to rich phase
diagrams with antiferromagnetic, nematic, and su-
perconducting phases.

Parent materials have stripe antiferromagnetic
and structural tetragonal-to-orthorhombic phase
transition. The corresponding orders can be ei-
ther established simultaneously, via a single first-
order transition, or via two sequential second-
order phase transitions with the structural tran-
sition always preceding the antiferromagnetic one.
In particular, the first scenario is realized in
Ba1−xKxFe2As2 (122 structure),4 while the sec-
ond scenario is realized above threshold doping
level in Ba(Fe1−xCox)2As2,5,6 in ReFeAsO1−xFx
compounds (1111 structure), where Re is the
rare-earth element (La, Pr, Sm, Ce),7–11 and in
Na1−δFeAs.12,13

When the four-fold crystal symmetry breaks, at
least three types of order emerge simultaneously:
(i) orthorhombic lattice deformation, (ii) spin Ising-
nematic order lifting degeneracy between the stripe-
antiferromagnetic fluctuations in two orthogonal
directions,14–17 and (iii) energy split between the
dzx and dzy Fe orbitals leading to density differ-
ence between the two electron bands (ferro-orbital
order).18–21 Two latter orders are realizations of elec-

tronic nematicity22 and, most likely, the orthorhom-
bic deformation is its consequence. This interpreta-
tion is supported by measurement of unusual resis-
tivity anisotropy very sensitive to elastic stress,23,24

softening of the elastic shear modulus,25–27 optical
conductivity,28 and asymmetric shifts of orbital en-
ergies observed by ARPES.29 Whether the electronic
nematicity has predominantly magnetic or orbital
origin is the subject of ongoing debate.30,31

In addition to the strong and well-established
“main” simultaneous AFM and structural transition
in the parent and P-doped 122 materials, torque,32

NMR,33 and optical-pumping34 experiments sug-
gested existence of an intermediate nematic phase
with broken C4 symmetry emerging at temperatures
∼ 20K above the main transition. These observa-
tions are also consistent with finite orbital splitting
persisting above the bulk transition found for un-
stressed Ba(Fe1−xCox)2As2 crystals by ARPES.29

On the other hand, the recent high-resolution spe-
cific heat measurements35 clearly excluded possibil-
ity of the bulk phase transition in this temperature
range.

One possibility to resolve this controversy is to as-
sume the existence of a preemptive state, at which
the nematic order nucleates first only at the surface
and decays inside the bulk. In this paper, we investi-
gate the role of interlayer tunneling on bulk nematic
order and possibility of such preemptive surface ne-
matic. We use the simplest model for a single layer in
which we take into account only electron pockets and
the orbital order appears due to Pomeranchuk insta-
bility caused by interaction between the pockets. We



found that the interlayer tunneling suppresses the
bulk transition. As a consequence, it is favorable for
the nematic order to form near the surface first. We
found that the purely electronic tunneling Hamilto-
nian favors bulk nematic order parameter which al-
ternates from layer to layer. Such alternating state
is not realized in iron pnictides. The uniform bulk
state observed experimentally may be stabilized by
the coupling with the elastic lattice deformation.
The similar nematic-lattice coupling has also been
studied in Ref. 36 for the single-layer model using
Monte-Carlo simulations and it was demonstrated
that this coupling lifts the nematic transition above
the magnetic transition. In this paper, depending on
strength of the nematic-lattice coupling, we found
three regimes: (i) surface nematic and alternating
bulk order, (ii) surface nematic and uniform bulk
order, and (iii) uniform bulk order without inter-
mediate surface phase. In the first two scenarios,
the nematic order at the onset of ordering instabil-
ity has strong spatial variation in the out-of-plane
direction with maximum at the surface. In the later
discussions, this type of instability will be referred
to as surface instability.37 The decay length typi-
cally is of the order of several layer spacings from
the surface. In the vicinity of transition between the
second and third regimes, the decay length rapidly
increases, and eventually diverges at the transition
to the third regime. In the third regime the or-
der parameter nucleates mostly uniformly inside the
sample with some suppression near the surface (bulk
instability).

The paper is organized as follows. In section II,
we discuss the model of the nematic order for finite-
size system. In section III, we consider the system
free energy, locate the nematic instability, and find
the stable ground state at the onset of transition for
both infinite and finite-size system. In section IV, we
discuss effects of the lattice on the electronic nematic
order. We summarize and conclude the paper in
section V.

II. MODEL

A. Single layer

We start from a single-layer model Hamiltonian

H =
∑
α,k

εαkc
†
α,kscα,ks −

uS

2

∑
q

ρqρ−q, (1)

where s is the spin (the summation is implicitly as-
sumed), S is the total area of the layer, k = (kx, ky)

is the in-plane momentum, α = X and Y represent
the electron pockets at (π, 0) and (0, π) in the 1-
Fe Brillouin zone respectively. The electrons en-
ergy dispersions near the X and Y pockets are

εXk =
k2x

2mx
+

k2y
2my

and εYk =
k2x

2my
+

k2y
2mx

with the band

masses mx and my, where k is measured from (π, 0)
in the X pocket and from (0, π) in the Y pocket. ρq
is a charge collective mode with

ρq =
1

S

∑
k

(c†Y,k+q,scY,ks − c
†
X,k+q,scX,ks).

The Hamiltonian is invariant under the exchange be-
tween X and Y which preserves the 4-fold rotational
symmetry. This Hamiltonian has been discussed in
Ref. 38 and can be obtained from a more general
itinerant model.39 We do not include the hole bands
in the middle of the Brillouin zone which do not play
role in the consideration.

If the coupling constant u is large enough and pos-
itive, the model can give rise to Pomeranchuk insta-
bility at q = (0, 0), and the Fermi surface (FS) is
distorted in the ground state. The nematic order
parameter of the model (1) can be identified as

∆q = u〈ρq〉.

where 〈. . . 〉 = Tr(. . . e−β(H−µN ))/Tre−β(H−µN ) is
a trace over all many-body quantum states with
β = 1/T , chemical potential µ, and total number

operator N =
∑

kα c
†
α,kscα,ks. This order param-

eter measures the difference between the electron
densities in X and Y pockets in the ground state.
Since the main orbital component of the itinerant
electrons at X and Y pockets is dzx and dzy orbital
respectively,40 this nematic order has a close connec-
tion with the orbital ordering.

We will use the standard mean-field approxima-
tion, see, e.g., Ref. 41, which assumes that the fluc-
tuations 〈δρqδρ−q〉 with δρq = ρq − 〈ρq〉 are small,
and δρqδρ−q can be neglected in Eq. (1). This yields
the mean-field Hamiltonian

H '
∑
α,k

εαkc
†
α,k,scα,ks − S

∑
q

ρq∆−q +
∑
q

S|∆q|2

2u
.

Furthermore, one may assume that homogeneous or-
der is the most energetically favorable state in an
ideal crystal, ∆q = ∆δ(q). This immediately leads
to

H '
∑
α,k

(εαk + V α)c†α,k,scα,ks +
S∆2

2u
, (2)
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where V X = ∆ and V Y = −∆.
We remark that the particular form of the mi-

croscopic model in Eq. (1) is not crucial for our
study. The approach in this paper can also be ap-
plied to other microscopic models which have the
similar effective mean-field Hamiltonian. Further-
more, the general framework of nematic order in-
duced by Pomeranchuk instabilities was first dis-
cussed in the d-wave nematic order,42,43 and also
was used in Refs. 44–46. Recently, Pomeranchuk
instability in FeSC has also been investigated us-
ing renormalization group31 and quantum Monte
Carlo47 techniques, see also subsequent discussion on
comparing the Monte-Carlo and analytic results.48

In the next section we consider tunneling terms for
the layered systems.

B. Interlayer tunneling

In this section, we discuss the effective three-
dimensional model which takes into account inter-
layer electronic tunneling. This model will be used
for analyzing nematic transition in layered materi-
als. The building block of the multilayer model in
this paper is the single-layer mean-field Hamiltonian
from Eq. (1) with homogeneous nematic order within
the plane, q = (0, 0). We will start with the simple
model taking into account only nearest neighbor in-
terlayer tunneling terms. This model does not mix
the X- and Y- pockets and allows for several analyt-
ical results in the limit of weak interlayer hopping
constant. Unfortunately, this simple model does
not quite describe situation for real crystal struc-
ture in 122 materials, where interlayer hoppings via
pnictogen atoms extend beyond nearest neighbors,
break 4-fold rotational symmetry, and mix X- and
Y- pockets.49 We, therefore, will extend our inter-
layer model to include these effects.

1. Nearest-neighbor hopping

With the single-layer Hamiltonian (2), theN -layer
system with nearest-neighbor interlayer hopping can
be modeled by the following mean-field Hamiltonian

HN =

N∑
`=1

[∑
α,k

(εαk + V α` )c†α`kscα`ks +
S∆2

`

2u

]

− tz
N−1∑
`=1

∑
α,k

c†α`kscα,`+1,ks + h.c.,

(3)

where each layer is labeled by ` = 1, . . . , N , and
V X` = ∆`, V

Y
` = −∆` are the nematic order pa-

rameters in the `-th layer. Here, we let the am-
plitude of the order parameters vary alone the z-
direction, since in a finite-size system translational
symmetry is broken explicitly at the surfaces. Since
the important electronic correlations are intralayer,
we assumed that the direct overlapping between the
Fe-orbitals in different layers are negligible and ig-
nore the interlayer electron-electron interaction in
the model.

2. Hoppings beyond the nearest neighbors: X-Y
hybridization

The nearest-neighbor tunneling in Eq. (3) gives
the simplest model for the interlayer coupling. How-
ever, for the crystalline structure of the 122 family
of iron pnictides, such as BaFe2As2, the interlayer
tunneling is a complicated process which involves
the hopping between the Fe-orbitals and pnictogen
orbitals (see Fig. 1a). As a consequence, the inter-
layer hoppings beyond the nearest neighbor are as
important as the nearest-neighbor hopping.

This leads to two modifications in Eq. (3) (see Ap-
pendix A). First, due to the hoppings to the second
neighbors, the hopping term becomes k-dependent.

H′tun = −
N−1∑
`=1

∑
k

sk(c†α`kscα,`+1,ks + h.c.), (4)

where sk = 2tz(cos kx + cos ky). Second, the hop-
pings to the third neighbors break the 4-fold rota-
tion symmetry and this introduces the hybridization
between the electrons in X- and Y - pockets.49 The
hybridization Hamiltonian is given by

Hhyb =

N−1∑
`=1

(−1)`+1
∑
k

λk(c†X`kscY,`+1,ks

+c†Y `kscX,`+1,ks + h.c.),

(5)

where λk = 2t′z sin kx sin ky.

III. NEMATIC PHASE TRANSITION

A. Single-layer nematic transition

First, we consider the transition temperature for
a single-layer system, Eq. (2). The free energy per
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FIG. 1. Interlayer tunneling in 122 crystal: (a) The
electron in the upper layer can tunnel to the shaded re-
gion in the lower layer via the pnictogens. These hopping
processes should be treated at equal footing, since they
all have equal tunneling probability. (b) The electron
in the `-th layer odd (even) sub-lattice hopping to the
shaded (tilted-lines) region in (`± 1)-th layer. The blue
open circles and dots are the even and odd sublattice
in the iron layer respectively, and the pnictogens in the
lattice are not shown in the diagram.

unit area is

F1[∆] =
∆2

2u
− 2

∑
α

∫
k

ln
[
1 + e−β(ξαk +V α)

]
, (6)

where ξαk = εαk − µ, and 1
S

∑
k →

∫
k

=
∫

d2k
(2π)2 . The

factor of two in the second term in Eq. (6) accounts
for the spin degeneracy. To obtain the transition
temperature, one can expand the free energy near
the critical point and focus on the quadratic order
term in F1. Namely,

F1[∆] ' F1[0] +
r1

2
∆2

with the inverse nematic susceptibility

r1 =
1

u
+ 2

∑
α

∫
k

n′F (ξαk ), (7)

where nF (z) = [1 + exp(βz)]−1 is the Fermi-Dirac
distribution function. At the transition tempera-
ture, the inverse nematic susceptibility changes sign.
Therefore, the nematic phase transition temperature
T0 can be determined by setting this coefficient to
zero and solve for β.

Furthermore, since the electronic modes far from
the FS are suppressed by the Fermi-Dirac distri-
bution factor, the upper limit of the momentum
integral can be evaluated as

∫
k

= m̃
2π

∫∞
0
dε with

ε = k2
x/(2mx) + k2

y/(2my) and m̃ =
√
mxmy. This

yields the explicit result for the single-layer inverse
susceptibility,

r1 =
1

u
− m̃

π

(
1 + tanh

βµ

2

)
. (8)

In order to have a non-trivial solution, the coupling
constant must satisfy the following condition

1

4
<
m̃u

2π
<

1

2
, (9)

since 0 ≤ tanh βµ
2 ≤ 1. For m̃u

2π ≤ 1/4, no nematic
order can be sustained in any temperature. For
m̃u
2π ≥ 1/2, the system is in the nematic phase for all
temperatures with no phase transition. Therefore,
the rest of the paper, we only consider the coupling
constant in the region given by Eq. (9).

B. Bulk nematic transition

In this section, we consider the bulk system in
thermodynamic limit, N → ∞. We start with the
simplest model described by the Hamiltonian which
takes into account only the nearest-neighbor hop-
ping, Eq. (3). Then, we will generalize the model by
including the hopping terms (4) and (5) beyond the
nearest neighbor.

1. Nearest-neighbor hopping

The free energy of the system in the N →∞ limit
is convenient to calculate in the momentum space.
The Fourier transformation of the field operators are

cα`ks=
∑
kz

e−ikz`√
N

cαkzks, cαkzks=

∞∑
`=−∞

eikz`√
N
cα`ks.

The momentum space representation of the Hamil-
tonian (3) is

H=
∑

kk′zkz

ψ†kz (Ĥb + V̂b)ψk′z+
S

2u

1

N

∑
q

|∆̃q|2, (10)

4



where kz ∈ [−π, π] is the out-of-plane momentum,

|∆̃q|2 = ∆̃q∆̃−q, and ψ†kz = (c†Xkzks, c
†
Y kzks

). The
2× 2 matrices are

Ĥb =

(
εXk −2tz cos kz 0

0 εYk −2tz cos kz

)
δkz,k′z , (11)

V̂b = Vkzk′z =
1

N

(
∆̃kz−k′z 0

0 −∆̃kz−k′z

)
. (12)

Furthermore, the order parameter in the momentum
space is

∆̃q =

∞∑
`=−∞

∆`e
−iq`, ∆` =

∫
q

∆̃qe
iq`,

where we replaced 1
N

∑
q by

∫
q

=
∫
dq
2π in the limit

N → ∞. Note that ∆̃q is a periodic function of

q with period 2π, ∆̃q = ∆̃q±2π, and we choose the
range of q to be [−π, π]. The free energy of this
simple model can be immediately written down as

Fb[∆̃q]=−
1

βS
ln Tre−β(H−µN )

=

∫
q

|∆̃q|2

2u
− 2

β

1

S
tr ln[iωn−Ĥb − V̂b + µ],

where ωn = 2πT (n+1/2) are the fermionic Matsub-
ara frequencies and the trace is the sum over all ωn,
k, kz, and α. To find the transition temperature,
we expand the functional with respect to ∆̃q up to
second order,

Fb[∆̃q] ' Fb[0] +

∫
q

|∆̃q|2

2u

+
1

β

∑
ωn

∑
kz,k′z

∫
k

tr(GkzVkz,k′zGk′zVk′z,kz )
(13)

with Gkz = (iωn−Ĥb+µ)−1. Carrying out the trace
explicitly in Eq. (13), we obtain

Fb[∆̃q] = Fb[0] +
1

2

∫
q

rb,q|∆̃q|2, (14)

where the inverse nematic susceptibility

rb,q =
1

u
−
∑
α

∫
k

∫
kz

nF (zαkz )− nF (zαkz+q)

tz[cos kz − cos(kz + q)]
(15)

with 1
N

∑
kz
→
∫
kz

=
∫
dkz
2π , zαkz = ξαk − 2tz cos kz

and ξαk = εαk − µ. In the small-tz limit, expansion
over tz gives

rb,q ' r1 +
(

1 +
cos q

2

)
rt, (16)

where r1 is given by Eq. (8) and rt = 8
3 t

2
z

∫
k
n′′′F (ξαk ).

Performing integration over the in-plane momen-
tum, we obtain

rt =
2m̃β2t2z

3π
tanh

(βµ
2

)
sech2

(βµ
2

)
. (17)

Similar to the single-layer case, the nematic phase
transition occurs at the instability point: rb,q = 0 for
some q. We can see that the second term in Eq. (16)
is positive and monotonically decreasing function in
q ∈ [0, π]. As a result, the inverse susceptibility rb,q
always has the minimum at q = π corresponding
the leading instability for the system. This indicates
that the purely electronic Hamiltonian considered in
this section favors the bulk nematic order with al-
ternating sign across different layers. This XY al-
ternating order has broken symmetry with odd and
even layers having enhanced density in X- and Y -
pockets correspondingly. Such alternating broken
symmetry pattern is consistent to the previous find-
ing in Ref. 50. A similar behavior also occurs in the
more general model with XY -hybridization that we
discuss in the next section.

2. Interlayer-hopping with hybridization

The model which includes hoppings beyond the
nearest neighbors is somewhat more complicated,
since such hoppings make the even and odd layers
not equivalent in 122 crystal structure49 (see Fig.
1b). This doubles the unit cell in z direction and
reduces the size of the Brillouin zone by half. The
momentum space representation for the next-nearest
hopping (4) and XY-hybridization (5) terms are

H′tun =− 2
∑
α

∑
kkz

sk cos kzc
†
α,kzks

cα,kzks,

Hhyb =− 2i
∑
k

∑
kz

′
λk sin kz(c

†
X,kzks

cY,kz+π,ks

+ c†Y,kzkscX,kz+π,ks + h.c.),

where
∑′
kz

is the summation in the reduced space

with kz ∈ [−π, 0]. The mean-field Hamiltonian for
the bulk becomes

H′b=
∑
kzk′z

′∑
k

Ψ†kz(Ĥ
′
b+V̂

′
b )Ψk′z

+
S

2u

1

N

∑
q

|∆̃q|2,

(18)

where Ψ†kz = (c†Xkzks, c
†
X,kz+π,ks, c

†
Y kzks

, c†Y,kz+π,ks),
and the 4× 4 matrices are

Ĥ ′b =

(
εXk − 2tkσ

z cos kz 2λkσ
y sin kz

2λkσ
y sin kz εYk − 2tkσ

z cos kz

)
δkz,k′z ,

5



where tk = tz(1 + 2 cos kx + 2 cos ky), σx,y,z are the
Pauli matrices in the (kz, kz + π) space, and

V̂ ′b = V ′kzk′z =
1

N

(
Vkz,k′z 0

0 −Vkz,k′z

)
(19)

with the block matrix

Vkzk′z =

(
∆̃kz−k′z ∆̃kz−k′z−π

∆̃kz−k′z+π ∆̃kz−k′z

)
.

Diagonalizing Ĥ ′b yields the two energy-dispersion
branches in the three-dimensional space

ε±k,kz = εk ± 2
√

( δk2 − tk cos kz)2 + λ2
k sin2 kz, (20)

where εk = (εXk + εYk )/2 and δk = (εXk − εYk )/2.

The calculation for the free-energy functional of
H′b is completely parallel to the previous section (see
Appendix B for detail). Expanding the free energy
up to the second order, we obtain

F ′b[∆̃q] = − 1

βS
ln Tre−β(H′b−µN )

= F ′b[0] +
1

2

∫
q

r′b,q|∆̃q|2,
(21)

where the inverse susceptibility r′b,q in this general
case is

r′b,q=
1

u
−
∑
γ=±1

∫
kkz

 (δk− 2tk cos kz+ γη′kkz )(δk− 2tk cos(kz + q) + γη′k,kz )− 4λ2
k sin kz sin(kz+ q)

4γη′kkz [δktk− (t2k − λ2
k)(cos(kz + q) + cos kz)](cos(kz + q)− cos kz) coth

βzγkz
2

−
(
η′kkz → η′k,kz+q and zγkz → zγkz+q

)] (22)

with z±kz = ε±k −µ, and η′kkz = 2[( 1
2δk + tk cos kz)

2 +

λ2
k sin2 kz]

1/2. Some special-case results for r′b,q (cir-

cular FS with δk = 0, and q = 0, π) can be found in
Appendix B.

To find the transition temperature, we evaluated
r′b,q numerically. In the calculation, we let µ = ε0

be the Fermi energy and introduce the reduced pa-
rameters as follows: β̄ = βε0, t̄z = tz/ε0, and
ū = um/(2π). Furthermore, we note that the inverse
susceptibility in Eq. (22) is just a linear function
of the inverse coupling constant (1/ū). Although
the transition temperature depends on the coupling
constants explicitly, changing ū does not change the
qualitative behavior. Therefore, we use only one rep-
resentative value ū = 0.35 throughout the paper.
Figure 2 shows the q dependence of r′b,q for different
temperatures.We found that, the q = π mode again
has the smallest inverse susceptibility near the tran-
sition temperature meaning that the XY alternating
order also persists in this general model. However,
this does not correspond to experiment, in iron pnic-
tides the nematic order is uniform in z direction.
This may mean that the q = 0 state is stabilized
by external factors, such as elastic energy due to the
lattice distortions induced by the nematic order. We
address such stabilization below, in Section IV.

FIG. 2. The plots show the bulk inverse susceptibility
r′b,q for different temperatures. The temperature of the
thick line is the nematic transition temperature (TS).
The modes with q = π has the lowest value indicating
that the system favors oscillating order parameter, ∆` =
(−1)`∆. The parameters in this plot are mx = my,
ū = 0.35, t̄z = t̄′z = 0.05.

C. Finite-size system and surface nematic
order

For the finite-size system, following the outline
used for the bulk system in Sec. III B, we begin the
discussion with only nearest-neighbor hopping. This
model can be solved analytically allowing us to gain
some insight about the system properties. Many of
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these basic properties can also be found in the more
realistic interlayer-hopping model. The model with
XY pocket hybridization has to be solved numeri-
cally, and we also discuss the method in this section.

1. Nearest-neighbor hopping

Considering only the nearest-neighbor hopping,
the free energy is

FN [∆`] = − 1

βS
ln Tre−β(HN−µN )

=
∑
`

∆2
`

2u
− 2

β

1

S

∑
α

tr ln[(Gα0,k)−1+Vα].
(23)

Here we have introduced the notation k = (ωn,k),
the matrix (Gα0,k)−1 is defined as

(Gα0,k)−1 =


(Gα0,k)−1 −tz · · · 0

−tz (Gα0,k)−1 . . .
...

...
. . .

. . . −tz
0 · · · −tz (Gα0,k)−1

 ,

where (Gα0,k)−1 = iωn − ξαk is the in-plane one-

particle Green’s function, and [Vα]``′ = V α` δ``′ is
the diagonal matrix of order parameters.

To find the critical point, we have to expand the
free energy, Eq. (23), with respect to ∆` up to the
second order,

FN [∆`] ' FN [0] +
1

2

∑
``′

r``′∆`∆`′ .

The inverse susceptibility is

r``′ =
δ``′

u
+

2

β

∑
ωn,α

∫
k

[Gα0 ]``′ [Gα0 ]`′`, (24)

where [Gα0 ]``′ is the tight-binding Green’s function
in the layer-index basis (see Appendix C),

[Gα0 ]``′ =
∑
p

2/(N + 1) sin `ϑp sin `′ϑp
iωn − εαk + µ+ 2tz cosϑp

(25)

with ϑp = pπ
N+1 and p = 1 . . . N .

Carrying out the Matsubara frequency summation
in Eq. (24) explicitly, we obtain

r``′ =
δ``′

u
−
∑
p,α

∫
k

[β
2

(Sp``′)
2sech2

(βzαp
2

)

−1

2

∑
p′ 6=p

Sp``′S
p′

`′`

tanh
βzαp

2 − tanh
βzα
p′

2

2tz(cosϑp − cosϑp′)

]
.

(26)

where Sp``′ = 2 sin `ϑp sin `′ϑp/(N + 1), and zαp =
εαk −µ− 2tz cosϑp. The quadratic matrix r``′ in Eq.
(26) contains the essential information for analyzing
the nematic phase transition at the critical point.

Expanding Eq. (26) with respect to tz and per-
forming integration with respect to k (see Appendix
D), we obtain

r``′' r1δ``′

+rt

[
δ``′+

δ`,`′+1+ δ`,`′−1

4
− δ`,1+ δ`,N

2
δ``′
]
. (27)

The first line is just the single-layer term derived be-
fore, Eq. (8), and the second line is the correction
from the interlayer tunneling. The first two terms in
the second line describe bulk interactions and cor-
respond to previous derivation in the momentum
space, Eqs. (16) and (17). As expected, the lowest-
order expansion with respect to tz gives only inter-
action between ∆` in neighboring layers. The coeffi-
cients r``′ with |`− `′| > 1 correspond to the higher-
order corrections in tz. This implies that the ne-
matic order parameters do not have long-range inter-
actions in the out-of-plane direction. The third term
in the interlayer contribution represents the surface
correction. Its negative sign implies that the sur-
face favors the nematic order. Thus, in this model,
surface transition should be expected. These proper-
ties, derived analytically from the nearest-neighbor
model, also preserve in the more realistic model that
includes the hoppings beyond the nearest neighbor,
which we consider in the next section.

2. Inter-layer hopping with hybridization

For completeness, we also consider hopping pro-
cesses beyond the nearest neighbor. Taking into ac-
count tunneling terms described by Eqs. (4) and (5),
the free energy becomes

F ′N [∆`] = − 1

βS
ln Tre−β(HN+H′tun+Hhyb−µN ).

As the N -layers Hamiltonian is just a one-body field
operator, the free energy can be immediately written
down as

F ′N =
∑
`

∆2
`

2u
− 2

β

∑
p

∫
k

ln
[
1 + e−βfp,k[∆`]

]
, (28)

where fp,k is the quasiparticle energy, which are
the p-th eigenvalue (p = 1 . . . 2N) of the following
Hamiltonian matrix

Ĥ =

(
EXk Pk

Pk EYk

)
+

(
VX 0
0 VY

)
. (29)
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The block matrices are

Eαk =


εαk − µ −tk · · · 0

−tk εαk − µ
. . .

...
...

. . .
. . . −tk

0 · · · −tk εαk − µ

 , (30a)

with tk = tz(1 + 2 cos kx + 2 cos ky),

Pk =λk


0 (−1)1 · · · 0

(−1)1 0
. . .

...
...

. . .
. . . (−1)N−1

0 · · · (−1)N−1 0

 , (30b)

and [Vα] = V α` δ``′ .

Due to the off-diagonal block matrix Pk in Ĥ,
there is no simple analytical expression for the free
energy in this case. To evaluate the free energy, we
use Eq. (28) and solve the eigenvalues problem nu-

merically. The eigenvalues (fp,k ) of Ĥ can be cal-
culated by treating the second term in Eq. (29) as a
perturbation, since ∆` are small at the critical point.
To expand the eigenvalues at ∆` ' 0, we first solve
for the eigenvalues and eigenvectors of the first term
in Eq. (29), which we notate as

f
(0)
p,k, and xTp,k = (x1

p,k, . . . , x
2N
p,k)

respectively. The eigenvectors are normalized as
xTp xp = 1.

We apply perturbation expansion to fp,k[∆`]. If
N is even or odd with λk 6= 0 and mx 6= my, all

f
(0)
p,k are distinct and non-degenerate. Therefore, the

approximate eigenvalues are

fp,k ' f (0)
p,k + xTp V̂ xp +

∑
p′ 6=p

(xTp V̂ xp′)
2

f
(0)
p,k − f

(0)
p′,k

,

= f
(0)
p,k +

∑
`

ap`∆` +
∑
``′

bp``′∆`∆`′ ,

(31)

where V̂ is the second term in Eq. (29), and

ap` = v`pp, bp``′ =
∑
p′ 6=p

v`pp′v
`′

pp′

f
(0)
p,k − f

(0)
p′,k

(32)

with v`pp′ = x`p,kx
`
p′,k − x

N+`
p,k xN+`

p′,k . Therefore, using

Eq. (31) near ∆` ' 0 and expanding the free energy,
we obtain the inverse susceptibilities with hybridiza-
tion,

r′``′ =
δ``′

u
−
∑
p

∫
k

[β
2
ap`a

p
`′sech2

(βzp
2

)
+2bp``′ tanh

(βzp
2

)]
,

(33)

where zp = f
(0)
p,k − µ. To facilitate the integration

over the in-plane momentum k, we approximate the
energy dispersion near the FS as

εX,Yk ' k2

2m
± δ2 cos 2θ, (34)

where m = 2mxmy/(mx + my) and δ2 = ε0(1 −
mx/my)/2. The upper ‘+’ (lower ‘−’) sign is for
the X (Y ) pocket electrons. Furthermore, the mo-
mentum integration can be done by using

∫
k

=
m
2π

∫ µ+εc
0

dε
∫ 2π

0
dθ
2π , where εc is some cutoff energy

of the model with the scale of bandwidth energy.
The case when N is odd and mx = my requires

special consideration in numerical calculations, see
Appendix E. In this case the eigenspace of the first
term in Eq. (29) breaks into N 2-fold degenerate
subspaces meaning that the formula in Eq. (32) has
to be modified.

3. Calculation of transition temperature

We will use the same notations for the reduced
parameters as in Sec. III B, i. e., β̄ = βε0, t̄z = tz/ε0,
ū = um/(2π), and, also, δ̄2 = δ2/ε0. To obtain
the transition temperature, TS , we search for the
β̄ = ε0/TS such that the lowest eigenvalue of r′``′ ,
Eq. (33), approaches zero meaning that at TS the

equation
∑N
`′=1 r

′
`,`′∆`′ = 0 has a nontrivial solution

∆`′ 6= 0. We examine evolution of the transition
temperature with increasing number of layers N .

For the nearest-neighbor model at t′z=0 and small
tz, when the inverse susceptibility is given by Eq.
(27), the problem has simple analytical solution for
N�1. Near the surface `=0 we obtain the following
system

(r1 + rt) ∆` +
rt
4

(∆`−1 + ∆`+1)− rt
2
δ`,1∆1 = 0,

for ` ≥ 1 and ∆0 = 0. Looking for solution in the
form ∆` ∝ (−1)` exp(−κ`), we obtain

r1 + rt −
rt
2

coshκ = 0, for ` > 1, (35a)

r1 +
rt
2
− rt

4
exp(−κ) = 0, for ` = 1. (35b)

These two equations yield

expκ = 2 (36)

and equation

r1 +
3rt
8

= 0, (37)
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FIG. 3. (a) The plot of the nematic transition temperature TS versus the number of layers in the system. T0 is the
transition temperature of the single layer at µ = ε0 with ū = 0.35. This plot indicates that the interlayer hoppings
(both t and t′z) always lower the system transition temperature. Note that due to the k-dependent in the hopping
terms (tk and λk), the FS ellipticity (δ2) also influences the TS . (b) The spatial configuration of the lowest eigenmode
near TS for the system with N = 12. The dashed (solid) line correspond to the point in (a) that are marked by the
open circle (filled circle). The order parameter has the maximum at the surface and decays in the bulk. We have

defined ∆̄` = ∆`/
√∑

` ∆2
` .

which determines the surface instability temperature
for the nearest-neighbor model. This result has to
be compared with the bulk-transition equation,

r1 +
rt
2

= 0,

which can be obtained by setting κ = 0 in Eq. (35a).
In general case with arbitrary tz and t′z we solved

equations for TS numerically. Fig. 3a shows repre-
sentative dependences TS(N) obtained for t̄z = 0.05
and different t̄′z and δ̄2. The transition temperature
decreases as more layers are added to the system.
For very large N , TS eventually approaches a finite
limiting value. Furthermore, TS always decreases as
the hopping energies tz and t′z increase. This im-
plies that the hopping between layers suppresses the
nematic order.

Near the transition points, the sign change in the
eigenvalue of r′``′ also indicates the divergence in
nematic susceptibility for the corresponding eigen-
mode, which signals an instability of this eigenmode.
Examining the lowest eigenmode with zero eigen-
value at TS allows us to deduce the most energet-
ically favorable nematic spatial configuration. Fig-
ure 3b shows coordinate dependence of the unstable
eigenmode for different parameters. We see that this
eigenmode decays away from the surface so that for
sufficiently large N , nematic order becomes vanish-
ingly small at the center. This result implies that
instability for finite-size systems at large N corre-
sponds to formation of surface nematic and limiting
values of TS at large N in Fig. 3a correspond to sur-

face instability. In Fig. 4 we compare tz-dependences
of the bulk and surface transition temperatures. The
split between these transitions increases with tz. In

FIG. 4. This plot shows the tz dependence of the bulk
and surface transition temperatures. Both transitions
are suppressed by the interlayer tunneling and nematic
order can be completely destroyed if tz is too large. The
surface-nematic range rapidly increases with increasing
tz. Within some range of tz only the surface nematic
state exists.

addition, if tz is too strong, the nematic phase tran-
sition disappears. In this large tz case, the lowest
eigenvalue of r′``′ never becomes negative and the
symmetry unbroken phase, ∆` = 0, always remains
the true global minimum of FN [∆`]. Within some
range of tz only the surface nematic exists without
bulk transition.
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FIG. 5. The decay length of surface nematic obtained
using system with N = 12 for t̄′z = 0.05. Note that, the
nematic order vanishes for t̄z > 0.44. The inset shows t̄′z
dependence of ξ for fixed t̄z = 0.05.

To see how spatial configuration of the nematic or-
der parameter depends on different hopping effects,
we fit the nematic order parameter from the surface
(1 ≤ ` < N/2) to the exponential function,

|∆̄`| = ∆0e
−`/ξ (38)

where ξ is the decay length in units of the interlayer
spacing, and ∆0 is some constant. Figure 5 illus-
trates dependence of the decay length at TS on the
interlayer hopping parameters. We can see that the
decay length is typically very small, only 1-2 inter-
layer spacings. It increases with increasing t̄z, but
decreases with increasing t̄′z (see the inset). Note
that the value of ξ at t̄′z = 0 reproduces the value
1/κ = 1/ ln(2) ≈ 1.44 analytically derived above,
Eq. (36) .

IV. THE EFFECTS FROM LATTICE
DISTORTION

We found that the interlayer interactions me-
diated by the electronic tunneling favor XY -
alternating nematic order. However, such order is
not favorable for the lattice elastic energy. Indeed,
if one layer is stressed in the X-direction and its
neighboring layer is stressed in the Y -direction, this
distortion increases the interlayer ion-ion distances
in lattice. Thus, this costs higher elastic energy than
stressing all layers in the same direction. There-
fore, in the electron-lattice coupled system, XY -
alternating order may not yield the lowest free en-
ergy.

For quantitative treatment of this problem, we
consider the free energy with the following simple

extension

FN [∆`, u`] = F ′N [∆`] + Fel[∆`, u`], (39)

where the elastic part is modeled by

Fel[∆`, u`] = −g
∑
`

u`∆` +
1

2

∑
``′

C`,`′u`u`′ . (40)

Here u` = a`−b`
a`+b`

is the `-th layer lattice distortion,
and a` and b` are the in-plane lattice constant in x-
and y- direction respectively. C`,`′ is the shear mod-
ulus constants, and g is the coupling between the
nematic order parameter and lattice distortion. We
will neglect temperature dependences of these pa-
rameters. For simplicity, we only consider the elas-
tic matrix up to nearest neighbor and use notations
C`,` = Cs and C`,`±1 = −C ′s. We assume C`,`±1

to be negative so that it is favorable for layers in
the lattice to be stressed in the same direction. The
bulk shear modulus is given by C66 = (Cs−2C ′s)/cz
with cz being the c-axis lattice parameter meaning
that the elastic constants must satisfy the condition
Cs/C

′
s > 2 in order to have a stable lattice.

A. Bulk nematic transition

For the N →∞ bulk limit, the free energy of the
elastic part in the momentum space is

Fel = −g
∫
q

∆̃qũ−q +
1

2

∫
q

(Cs − 2C ′s cos q)ũqũ−q

where ũq =
∑∞
`=−∞ eiq`u`. Minimizing Fel with re-

spect to u−q, we obtain

ũq =
g∆̃q

Cs − 2C ′s cos q
. (41)

Therefore, the optimal elastic free energy is

Fel = −1

2

∫
q

g2|∆̃q|2

Cs − 2C ′s cos q
. (42)

This new negative term modifies the inverse suscep-
tibility as

r̄b,q = r′b,q −
g2

2(Cs − 2C ′s cos q)
. (43)

The elastic correction always reduces the transition
temperature. Moreover, one can check that the elas-
tic correction reduces the value of r̄b,0 more than
r̄b,π. This implies that with the elastic correction

10



r̄b,π may not be the minimum inverse susceptibility
any more. For sufficiently strong coupling g > gc1,
r̄b,0 drops below r̄b,π at the transition temperature
and the system starts to favor a uniform order. The
condition for the critical coupling strength is deter-
mined by

r̄b,0|T=TS = r̄b,π|T=TS = 0, (44)

giving

2g2
c1/C

′
s

(Cs/C ′s)
2 − 4

+ r′b,0|T=TS − r′b,π|T=TS = 0. (45)

In particular, for the model with only nearest-
neighbor hopping in the small-tz limit, the inverse
susceptibility has simple analytical form, Eq. (16).
In this case Eq. (45) simply becomes

2g2
c1/C

′
s

(Cs/C ′s)
2 − 4

+ rt|T=TS = 0, (46)

where rt is defined in Eq. (17).
For numerical analysis we introduce the reduced

parameters ḡ = g
√
π/mC ′s, and Cs/C

′
s. Figure 6 il-

lustrates dependences of the difference r̄b,0 − r̄b,π at
the transition point on the reduced coupling strength
ḡ2 for different ratios Cs/C

′
s. The zero-crossing of

these plots determines the critical coupling strength
gc1. We can see that it rapidly increases with Cs/C

′
s.

For more realistic model, which takes into account
XY -pocket hybridization, the critical value of cou-
pling gc1 has to be found numerically from Eq. (45)
using full expression for the electronic inverse sus-
ceptibility r′b,q, Eq. (22).

B. Finite-size system and surface-nematic
transition

For the finite-size system, to find the nematic or-
der ground state, we minimize the free energy with
respect to u`.

δF
δu`

=
δFel
δu`

= 0.

This yields a system of linear equations

−g∆` + Csu` − C ′s(u`+1 + u`−1) = 0 (47)

with u0 = uN+1 = 0. Solving the equation by in-
verting the Toeplitz tridiagonal matrix,51 we obtain
the required u` which minimizes Fel,

u` =
g

C ′s

∑
`′

M``′∆`′ (48)

FIG. 6. The ḡ2 dependence of the inverse susceptibility
rbq at the temperature with rbπ = 0. At some ḡ = ḡc1,

the difference rbq=0− rbq=π becomes negative at the tran-
sition temperature. This indicates that the uniform bulk
nematic order becomes more favorable than the XY -
alternating order. The plots are made using ū = 0.35,
t̄z = 0.05, and t̄′z = 0.

where the matrix M``′ is

M``′ =
cosh(κϕ−``′)− cosh(κϕ+

``′)

2 sinhκ sinh[(N + 1)κ]

with ϕ±``′ = N + 1− |`± `′| and coshκ = Cs/(2C
′
s).

Substituting these lattice distortions into Fel, we im-
mediately obtain the optimal free energy as

Fel = −
∑
``′

g2

2C ′s
M``′∆`∆`′ . (49)

The optimal spatial configuration for the nematic
order can be determined using Eqs. (39) and (49).
We remark that the coupling to lattice leads to
higher transition temperature. This indicates that
lattice distortion actually promotes the formation
of nematic order. Evolution of spatial dependence
of the order parameter with increasing coupling
strength ḡ is shown in Fig. 7a for N = 20. Other
parameters are ū = 0.35, t̄z = 0.05, t̄′z = 0, and
Cs/C

′
s = 10. We can see that coupling to the lat-

tice distortion can change the spatial configuration
of the nematic order drastically. If the electron-
lattice coupling ḡ is large enough, the order param-
eter no longer oscillates across different layers. On
the other hand, the coupling to the lattice suppresses
surface instability. When the coupling strength ḡ
exceeds certain critical value, ḡc2, the intermediate
surface nematic disappears and only bulk transition
remains, see, e. g., the plot for ḡ2 = 0.3 in Fig. 7a.
Finding this critical value requires careful study of
finite-size effects for very large N . Fig. 7b shows the
size dependence of the ratio of nematic order pa-
rameters at the center, ` = N/2, and at the surface,
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FIG. 7. (a) Spatial configuration of the nematic order with the effects of lattice distortion for N = 20, t̄z = 0.05,
t̄′z = 0, Cs/C

′
s = 10, and different coupling strengths ḡ2. Depending on the coupling strength ḡ, the nematic order

cease to oscillate across different layers at ḡ2 ' 0.2. For ḡ2 > 0.25, the instability corresponds to bulk transition.
(b) N dependence of the order parameter at the center for three values of ḡ close to ḡc2. For ḡ2 . 0.25 the nematic
order at the center approaches zero with increasing N corresponding to the surface order. The instability is bulk for
ḡ2 & 0.25.

` = 1, for seven values of ḡ close to ḡc2. We can see
that for ḡ < 0.25 this ratio decays to zero with in-
creasingN (surface order) while for ḡ ≥ 0.25 it grows
(bulk order).52 This means that 0.24 < ḡ2

c2 < 0.25.

FIG. 8. The decay length (solid line) and the transition
temperature (dotted line) of the system with N = 20,
t̄z = 0.05, t̄′z = δ̄2 = 0, and Cs/C

′
s = 10. The dashed line

is the transition temperature of the bulk system (N =
∞). The kink is approximately located at ḡ2c1 ' 0.12,
which is the transition point from XY-alternating order
to uniform order.The decay length diverges at ḡ2c2 ' 0.25
and only bulk transition remains after this point.

To further characterize the influence of lattice dis-
tortion on surface nematic, we computed its decay
length by fitting the order parameters with Eq. (38).
Figure 8 shows the dependence of the decay length,
ξ, on the reduced coupling constant. We can see that
this length is a nonmonotonic function of ḡ2; it de-
creases with ḡ2 for ḡ < ḡc1 and increases with ḡ2 for

FIG. 9. This diagram shows three regions with different
transition behaviors in the parameter plane ḡ2−Cs/C′s.
The shaded region corresponds to existence of surface
instability for uniform bulk ground state.

ḡ > ḡc1. A very small minimum value, ξ ≈ 0.3 is re-
alized at the transition point from the alternating to
uniform order, ḡ = ḡc1, where the dependence has a
kink.53 The decreasing ξ(ḡ) in the alternating-order
region can be easily understood. ξ2 is proportional
to the stiffness r′′ = d2rb,q/dq

2|q=q0 , where q0 = 0, π
is the ground-state wave vector. The lattice contri-
bution to rb,q has minimum at q = 0 and maximum
at q = π. Therefore, in the alternating state (q0 = π)
the electronic part of r′′ is positive and the lattice
contribution is negative meaning that the increase of
ḡ reduces the stiffness r′′ and, correspondingly, de-
creases ξ. In the uniform state (q0 = 0) the growth of
the lattice contribution enhances stiffness at q0 = 0
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and increases ξ. We can see that the decay length
diverges rapidly as ḡ approaching ḡc2 from below,
where the surface-nematic state disappears.

Figure 8 also shows the coupling-constant depen-
dences of the surface and bulk transition tempera-
tures. We can see that the bulk TS has a kink at
g = ḡc1 while the surface transition is smooth at
this point. The kink in bulk TS is a natural con-
sequence of qualitative change of the ground-state
configuration from alternating to uniform order. At
ḡ = ḡc2 the surface transition smoothly merges with
the bulk one. For ḡ > ḡc2 the transition tempera-
ture evaluated for finite-size system with N = 20 is
indistinguishable from the bulk TS .

Figure 8 summarizes the three possible phase-
transition scenarios with the lattice distortion ef-
fects: (i) XY-alternating order with surface insta-
bility for ḡ < ḡc1, (ii) uniform order with surface
instability for ḡc1 < ḡ < ḡc2, and (iii) uniform bulk
order without surface instability for ḡc2 < ḡ. We ex-
plored in detail these different transition scenarios
for t̄z = 0.05 and t̄′z = 0 and the results are summa-
rized in the phase diagram presented in Fig. 9. The
most interesting scenario, uniform bulk order with
surface instability, is realized within the intermedi-
ate range of ḡ highlighted by the shaded area in the
phase diagram. We can see that this range rapidly
grows with increasing the ratio Cs/C

′
s and can be

rather wide.

V. DISCUSSION AND CONCLUSIONS

To summarize our work, we have considered the
bulk and surface nematic phase transitions in lay-
ered materials. The consideration is based on the
simple single-layer two-band mean-field Hamiltonian
and electronic tunneling between the layers. Evalu-
ating the nematic free energy near the critical point,
we have demonstrated that nematic order forms near
surface before the main bulk transition. We also
found that purely electronic tunneling Hamiltonian
favors XY-alternating order in which sign of the or-
der parameter changes from layer to layer.

Furthermore, lattice elasticity plays an important
role in determining the ordering pattern in the mul-
tilayer system. In particular, coupling to the lat-
tice may stabilize the uniform bulk nematic order.
Depending on the coupling strength between the
electrons and lattice, we found three different sce-
narios: (i) XY-alternating order with surface tran-
sition, (ii) Uniform order with surface transition,
and (iii) Uniform bulk transition without surface in-
stability. Scenario (ii) spans a considerable region

in the parameter space and may plausible for iron-
pnictides. The surface nematic may be realization of
the intermediate nematic state reported for P-doped
122 materials.32,34 As several powerful experimental
techniques, such as STM and ARPES, are inherently
surface probes, the formation of preemptive surface
nematic may strongly influence interpretation of ex-
perimental data.

Typically nematic instability in iron pnictides oc-
curs either simultaneously or in the close proxim-
ity with the antiferromagnetic transition meaning
that the spin fluctuations may strongly influence
the formation of the nematic order. A proper mi-
croscopic treatment of these fluctuations is compli-
cated and requires consideration of the hole bands
in the zone center, which we leave for the future
work. On the phenomenological level, the nematic
order couples to the spin fluctuations linearly in
the Landau-theory free-energy expansion,30 δF ∝
∆`(M

2
X,` − M2

Y,`), where Mα,` are the fluctuating
stripe-antiferromagnetic magnetizations in two per-
pendicular directions. Integrating out the spin fluc-
tuations, this linear-coupling term generates the
negative correction to the inverse nematic suscep-
tibility which decays with |` − `′|. This means that
the spin fluctuations promote the nematic ordering
in each layer and favor the uniform order with re-
spect to the XY-alternating order. We also expect
that these fluctuations should suppress the surface
instability. Therefore, effects of the spin fluctuations
are qualitatively similar to ones of coupling to the
lattice distortions.

In our study, the e-e interactions between differ-
ent layers are ignored by assuming that overlapping
between the Fe-orbital wave functions is negligible,
since FeSC are layered materials. If the interlayer e-
e interactions play an important role in driving the
nematic order, long-range correlation can be built up
between different layers. In this case, bulk nematic
order can be more energetically favorable. We also
note that the approach in this paper is only valid for
the study of second-order phase transition near the
critical temperature. To accurately describe the case
of first-order phase transition or far away from the
critical temperature, higher-order terms in the free
energy have to be taken into account. These higher-
order terms may change the ground state configura-
tion drastically.
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Appendix A: Interlayer tight-binding model and
XY -FS pocket hybridization

In iron pnictides with 122 composition, such as
BaFe2As2, the off-diagonal out-of-plane hopping is
important, because it modifies electronic spectrum
qualitatively. The tight-binding Hamiltonian that
includes the off-diagonal hopping in term of orbital
basis is

Htun = −
[ odd∑

`

( ∑
n=n1

∑
δ=δ1

+
∑
n=n2

∑
δ=δ2

)
+

even∑
`

( ∑
n=n1

∑
δ=δ2

+
∑
n=n2

∑
δ=δ1

)]
×

∑
ōō′

hōō
′
d†ō,`,nsdō′,`+1,n+δ,s + h.c.,

(A1)

where d†ō,`,n (dō,`,n) is the orbital creation (annihi-

lation) field operator with orbital index ō = 1, 2, 3
standing for dxz, dyz, and dxy respectively. Fur-

thermore, hōō
′

is the tight-binding constant, ` is
the layer index, and n = (nx, ny) is the lattice site
index in the Fe-layer, and n1 (n2) is the lattice
site with nx + ny = odd (nx + ny = even). The
following next-nearest hoppings have almost equal
strength δ1 = (0, 0), (±1, 0), (0,±1), (−1, 1), (1,−1)
and δ2 = (0, 0), (±1, 0), (0,±1), (−1,−1), (1, 1).

We express the orbital field operators in the mo-
mentum space as

dō,`,ns =
1√
A

∑
k

e−ik·ndō,`,ks, (A2)

where A is the total number of unit-cells in the Fe-
layer. Substituting the above equation into Htun,

we break the tight-binding Hamiltonian as follows:
Htun = H0

tun +H′tun +Hhyb.

For the direct hopping: δ1 = δ2 = (0, 0),

H0
tun =

N−1∑
`

∑
ōō′,k

hōō
′
d†ō,`,ksdō′,`+1,ks + h.c. (A3)

Note that, in this case, we have combined the even
and odd layers and sub-lattice in the summation of
` and n. The orbital field operator can be expressed
in term of band electron field operator as follows.

dō,`,ks =
∑
α

[γōᾱk]−1c`,ᾱ,ks. (A4)

where γōᾱk is the rotation matrix which diagonalized
the single layer tight-binding Hamiltonian in the k-
space, and ᾱ is the corresponding band index. Sub-
stituting the Eq. (A4) into Eq. (A1), we obtain

H0
tun = −

N−1∑
`

∑
k;ᾱᾱ′

λᾱᾱ
′

1,k c
†
`,ᾱ,ksc`+1,ᾱ′,ks + h.c.,

where λᾱᾱ
′

1,k =
∑
ōō′ h

ōō′ [(γōᾱk)∗]−1[γō
′

ᾱk]−1. If we ig-
nore the k dependence in λ1 and restrict the mo-
mentum near the FS then λᾱᾱ

′

1,k ' tz which is the

direct hopping term in the Hamiltonian (3).

For the next-nearest neighbor hoppings: δ1 =
(±1, 0), (0,±1),

H′tun = −
N−1∑
`

∑
k;ᾱᾱ′

2λᾱᾱ
′

1,k (cos kx + cos ky)×

(c†`,ᾱ,ksc`+1,ᾱ′,ks + h.c.).

(A5)

This term modifies the interlayer nearest-neighbor
hopping constant.

Turning to the next-next nearest-neighbor hop-
ping: δ1 = (1,−1), (−1, 1) and δ2 = (1, 1), (−1,−1),
we derive

Hhyb =− 1

A

odd∑
`

∑
ōō′

hōō
′∑
kk′

∑
n

2(cos k′x cos k′y − eiQ·n sin k′x sin k′y)ei(k−k
′)·nd†ō,`,ksdō′,`+1,k′s + h.c.

− 1

A

even∑
`

∑
ōō′

hōō
′∑
kk′

∑
n

2(cos k′x cos k′y + eiQ·n sin k′x sin k′y)ei(k−k
′)·nd†ō,`,ksdō′,`+1,k′s + h.c.

(A6)

Note that in the calculation we have used (−1)nx+ny = eiQ·n. Carrying out the n summation and combining
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the ` = even and odd terms, we obtain

Hhyb = −
N−1∑
`

∑
ōō′

hōō
′∑

k

2(cos kx cos kyd
†
ō,`,ksdō′,`+1,ks + (−1)` sin kx sin kyd

†
ō,`,ksdō′,`+1,k+Q,s) + h.c. (A7)

The momentum k is measured from (0, π) and Q =
(π, π). The last term generates the hybridization
between X- and Y - pockets. To see this, we write
H′′hyb in the band basis, and keeping only the last

term in Eq. (A7),

Hhyb =

N−1∑
`

∑
k,ᾱᾱ′

(−1)`+12λᾱᾱ
′

2,k sin kx sin ky

×c†ᾱ,`,kscᾱ′,`+1,k+Q,s,

(A8)

where λᾱᾱ
′

2,k =
∑
ōō′ h

ōō′ [(γōᾱk)∗]−1[γō
′

ᾱk+Q]−1. If we
restrict the momentum to be near the FS, and re-
group the band index into X and Y according to
their momentum, this immediately lead to the X-
and Y - pockets hybridization. As in the direct hop-
ping term, for simplicity, ignoring the k-dependence
in λᾱᾱ

′

2,k and set it to t′z, we therefore obtain

Hhyb '
N−1∑
`=1

∑
k

λk(−1)`−1(c†X,`,kscY,`+1,k,s

+c†Y,`,kscX,`+1,k,s) + h.c.

(A9)

with λk = 2t′z sin kx sin ky.

Appendix B: Derivation of the bulk free energy

In this section, we derive the free energy in N →
∞ limit. By the definition of free energy,

F ′b[∆̃q]=

∫
q

∆̃q∆̃−q
2u

− 2

βS
tr ln[iωn−Ĥ ′b−V̂ ′b+µ]. (B1)

To obtain the inverse nematic susceptibility, we ex-
pand the free energy up to second order in ∆̃,

F
(2)
b =

∫
q

|∆̃q|2

2u
+

1

β

∑
kz,k

′
z

ωn

∫
k

tr(G ′kzV
′
kz−k′zG

′
k′z

V ′k′z−kz ),

where V ′kz−k′z is given by Eq. (19), and

Gkz =

(
[(iωn − εYk + µ)I + 2tkσ

z cos kz]Ω
−1
kz

−2λkσ
y sin kzΩ

−1
kz+π

−2λkσ
y sin kzΩ

−1
kz

[(iωn − εXk + µ)I + 2tkσ
z cos kz]Ω

−1
kz+π

)
with

Ωkz =

(
(GXkzG

Y
kz+π)−1 − 4λ2

k sin2 kz 0

0 (GXkz+πG
Y
kz

)−1 − 4λ2
k sin2 kz

)
and Gαkz = iωn − εαk + 2tk cos kz + µ. Writing out the trace explicitly and using the periodic condition in
q → q + 2π, this yields

F
(2)
b = −1

2

∫
q

r′b,q∆̃−q∆̃q

with the inverse nematic susceptibility

r′b,q =
1

u
− 2

∫
kkz

Res
[ [(z − zYkz+π)(z − zYkz+q+π)− (2λk)2 sin kz sin(kz + q)] 1

2 tanh βz
2

[(z − zXkz )(z − z
Y
kz+π)− 4λ2

k sin2 kz][(z − zXkz+q)(z − zYkz+q+π)− 4λ2
k sin2(kz + q)]

]
+ (X ↔ Y )

where zαkz = εαk−µ−2tk cos kz. Note that the summation of kz is running over kz ∈ [−π, π]. The denominator

has poles at z = z±kz = ε±kkz − µ and z = z±kz+q = ε±k,kz+q − µ, where ε±kkz is defined in Eq. (20). Factorizing
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the denominator with these poles, and using the symmetry by exchanging X ↔ Y , we obtain

r′b,q =
1

u
− 2

∫
kkz

Res
[ [(z − zYkz+π)(z − zYkz+q+π)− (2λk)2 sin(kz + π) sin(kz + q + π)] tanh βz

2

(z − z+
kz

)(z − z−kz )(z − z
+
kz+q)(z − z

−
kz+q)

]
(B2)

Applying the residue theorem straightforwardly, we finally obtain Eq. (22).
For the rest of this section, we evaluate the inverse susceptibility for some special cases. For circular, FS

δk = 0, the susceptibility reduced to

r′b,q =
1

u
−
∫
k,kz

1

4(t2k − λ2
k)

[
[η2

kkz
+ 4t2k cos kz cos(kz + q)− 4λ2

k sin kz sin(kz + q)]n−(kz)

ηkkz (cos2(kz + q)− cos2 kz)

−
[η2

k,kz+q + 4t2k cos kz cos(kz + q)− 4λ2
k sin kz sin(kz + q)]n−(kz + q)

ηk,kz+q(cos2(kz + q)− cos2 kz)
− 2tk[n+(kz)− n+(kz + q)]

cos(kz + q)− cos kz

]
(B3)

where n±(kz) = tanh(βz+
kz
/2) ± tanh(βz−kz/2), z±kz = k2/(2m) − µ ± ηkkz , and ηkkz = 2(t2k cos2 kz +

λ2
k sin2 kz)

1/2. Furthermore, using equation (B2) with δk = 0, we have

r′b,q=0 =
1

u
− 2

∫
kkz

[2λ2
k sin2 kz

(
tanh

βz+kz
2 − tanh

βz−kz
2

)
η3
kkz

+
βt2k cos2 kz
η2
k,kz

(
sech2 βz

+
kz

2 + sech2 βz
−
kz

2

)
− tk cos kz

ηk,kz

β

2

(
sech2 βz

+
kz

2 − sech2 βz
−
kz

2

)] (B4)

Similarly, for q = π with δk = 0,

r′b,q=π =
1

u
− 2

∫
kkz

[2t2k cos2 kz
η3
kkz

(
tanh

βz+kz
2 − tanh

βz−kz
2

)
+
βλk sin2 kz

η2
kkz

(
sech2 βz

+
kz

2 + sech2 βz
−
kz

2

)]
(B5)

Appendix C: Tight-binding Green’s function Gα0

To find Gα0 in section III C 1, we first note that
the eigenmodes of the Hamiltonian operator without
hybridization is

cα,p,ks =

√
2

N + 1

∑
`

sin `ϑpcα,`,ks, (C1)

where ϑp = pπ
N+1 with p = 1 . . . N . This can be

checked by substituting the above equation into the
Hamiltonian

H0
N =

N∑
`=1

∑
α,k

εαkc
†
α,`,kσcα,`,kσ

− tz
N−1∑
`=1

∑
α,k

c†α,`,kσcα,`+1,kσ + h.c.

(C2)

By using the orthogonal relation∑
` sin `ϑp sin `ϑp′ = 2

N+1δpp′ , we obtain

H0
N =

N∑
p=1

∑
α,k

(εαk − 2tz cosϑp)c
†
α,p,kσcα,p,kσ, (C3)

which is diagonal in ‘p’-basis.
Therefore, expanding the Green’s function in this

basis, this immediately lead to

[Gα0 ]``′ =
∑
p

2/(N + 1) sin `ϑp sin `′ϑp
iωn − εαk + 2tz cosϑp + µ

. (C4)

Appendix D: Small-tz expansion of the inverse
susceptibility r``′ for finite-size system with

t′z = 0

To make the expansion with respect to tz, we start
from the following presentation for the second term
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in Eq. (24)

2

β

∑
ωn

[Gα0 ]``′ [Gα0 ]`′`=−
∑
pp′

Res

[
Sp``′S

p′

`′` tanh βz
2

(z−zαp )(z−zαp′)

]
,

(D1)
where the analytic-continuation technique has been
used in the frequency summation, and zαp = ξα,k −
2tz cosϑp with α = X,Y , ξX,k = k2

x/(2mx) +
k2
y/(2my)−µ, ξY,k = k2

x/(2my)+k2
y/(2mx)−µ, and

Sp``′ = 2 sin(`ϑp) sin(`′ϑp)/(N+1). Using the orthog-

onality relation
∑N
p=1 sin(`ϑp) sin(`′ϑp) = δ``′(N +

1)/2, the expansion of Eq. (D1) is

Res

[
tanh βz

2

(z − ξk)2

(
δ`′` +

2tzδ``′(δ`,`′+1 + δ`,`′−1)

(z − ξk)

+t2z
(δ`,`′+1 + δ`,`′−1)2

(z − ξk)2
+4t2z

(1− δ`,1+δ`,N
2 )δ``′

(z − ξk)2

)]
,

where we used

N∑
p

Sp``′ cosϑp =
δ`,`′+1 + δ`,`′−1

2
,

N∑
p

Sp`` cos2 ϑp = 1− δ`,1 + δ`,N
2

.

Applying the residue theorem, we immediately ob-
tain the approximation of r``′ for small tz,

r``′ '
[

1

u
− β

∫
k

sech2 βξk
2

]
δ``′

− β3t2z
3

∫
k

[
sech2 βξk

2 (3 tanh2 βξk
2 − 1)

]
×[

δ``′ −
δ`,1 + δ`,N

2
δ``′ +

δ`,`′+1 + δ`,`′−1

4

] (D2)

Integration over the in-plane momentum k using∫
k
→ (m̃/2π)

∫
dξk gives the result (27) of the main

text.

Appendix E: Perturbation calculation for the
case when N is odd and mx = my

For N is odd with isotropic FS (mx = my), the
matrix in the first term of Eq. (29) is degenerate.
In this case, Eq. (31) cannot be used directly due to
zero denominators in some terms. Before computing
the eigenvalue of Ĥ pertubatively, we first rotate the
eigenspace of Ĥ matrix in F ′N [∆`] by

R =
1√
2

(
I −I
I I

)

where I is a N ×N identity matrix. Namely,

F ′N [∆`] =
∑
`

∆2
`

2u
+

2

Sβ
tr[R−1 ln(iωn − Ĥ)R]

=
∑
`

∆2
`

2u
+

2

Sβ
tr[ln(iωn −R−1ĤR)].

Therefore, we obtain

R−1ĤR =

(
Ek + Pk 0

0 Ek −Pk

)
+

(
0 −V
−V 0

)
,

where Ek = EXk = EYk is given by equation (30a)
(the X and Y pockets are identical), Pk is defined
by Eq. (30b), and [V]``′ = ∆`δ``′ . The first term in

R−1ĤR becomes block-diagonalized and more con-
venient for perturbation calculation. The second
term in R−1ĤR is treated as perturbation.

Now, we let x̃Tp,k = [x̃1
p,k, . . . x̃

N
p,k] and ỹTp,k =

[ỹ1
p,k, . . . ỹ

N
p,k] with p = 1 . . . N , and they satisfies

(Ek + Pk)x̃p,k = f
(0)
p,kx̃p,k,

(Ek −Pk)ỹp,k = f
(0)
p,kỹp,k,

where f
(0)
p,k is the unperturbed eigenvalue.

Furthermore, in order to make connection with
the standard notation in quantum mechanics per-
turbation theory, we introduce the following ‘bra’
and ‘ket’ notation.

|x̃p〉 =

(
x̃p,k
0

)
, |ỹp〉 =

(
0

ỹp,k

)
, (E1)

where 0 is a 1×N zero matrix. Thus, |x̃p〉 and |ỹp〉
span the p-th 2-fold degenerate subspace. Also, we
set the perturbation operator as

V̂ =

(
0 −V
−V 0

)
. (E2)

One can immediately see that, any linear combi-
nation of |x̃p〉 and |ỹp〉 are still the eigenvector of

the first term in R−1ĤR. Therefore, the choices
of eigenvector are not unique. Exploiting this fact,
we can choose a basis such that the numerators with
overlapping degenerate eigenvectors in Eq. (31) van-
ish. Hence, the zero denominator terms are dropped
out in the calculation. The procedure to obtain such
basis is as follows.

First, we calculate the first-order correction for
the eigenvalue in the p-th degenerate subspace. In
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this subspace, the operator V̂ can be represented as
the following matrix form,(
〈x̃p|V̂ |x̃p〉 〈x̃p|V̂ |ỹp〉
〈ỹp|V̂ |x̃p〉 〈ỹp|V̂ |ỹp〉

)
=

(
0 x̃Tp,kVỹp,k

ỹTp,kVx̃p,k 0

)
.

Solving the eigenvalues of the above 2 × 2 matrix
yields the first-order correction. Writing out the ne-
matic order parameters explicitly, this matrix be-
comes ∑

`

(
0 x̃`p,kỹ

`
p,k∆`

x̃`p,kỹ
`
p,k∆` 0

)
, (E3)

and has the following eigenvalues and eigenvectors

±
∑
`

x̃`p,kỹ
`
p,k∆`, and

1√
2

(
1
±1

)
. (E4)

These results yield the desirable ‘rotated’ eigenvec-
tors

|p,±〉 =
1√
2

(|x̃p〉 ± |ỹp〉) (E5)

with the first-order corrected eigenvalue

f̃
(p,±)
k ' f̃ (0)

p,k ±
∑
`

ã
(p,±)
` ∆` +O(∆2), (E6)

where ã
(p,±)
` = ±x̃`p,kỹ`p,k. The first order correction

has lifted the degeneracy and single out the partic-
ular choice of linear combination: |p,±〉. Also, note
that, only this choice can be smoothly approached
from the perturbed eigenvectors when the perturba-
tions are turning off.

Further, the second-order corrected eigenvalues
for eigenvectors |p,±〉, Eq. (E5), are evaluated as

∑
p′ 6=p

|〈p,±|V̂ |p′,+〉|2 + |〈p,±|V̂ |p′,−〉|2

f
(0)
p,k − f

(0)
p′,k

. (E7)

Note that, in the summation, not only the terms
〈p,±|V̂ |p,±〉 are excluded, but also 〈p,−|V̂ |p,+〉
and 〈p,+|V̂ |p,−〉 (also having zero denominator),
since they vanish in the rotated new basis.

Therefore, the approximation of the 2N eigenval-
ues up to second order is

f̃p,±,k ' f̃ (0)
p,k +

∑
`

ãp,±` ∆` +
∑
``′

b̃p,±``′ ∆`∆`′ (E8)

with

b̃p,±``′ =
∑
p′ 6=p

ỹ`p,kx̃
`
p′,kỹ

`′

p,kx̃
`′

p′,k + x̃`p,kỹ
`
p′,kx̃

`′

p,kỹ
`′

p′,k

2(f
(0)
p,k − f

(0)
p′,k)

.

Using (E8), we expand the free energy near ∆` ' 0
and obtain

r′``′ =
δ``′

u
−
∑
p

∫
k

[β
2

(ap,+` ap,+`′ + ap,−` ap,−`′ )

× sech2
(βzp

2

)
+ 2(bp,+``′ + bp,−``′ ) tanh

(βzp
2

)]
,

(E9)

where zp = f
(0)
p,k − µ.
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the order parameter is not well described by a simple
exponent, Eq. (38).
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