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The exciton coherent signal decay rate in GaAs quantum wells, as measured in four-wave mixing
experiments, depends on the polarization of the excitation pulses. Using polarization dependent
two-dimensional coherent spectroscopy, we show that this behavior is due to the bosonic character
of excitons. Interference between two different quantum mechanical pathways results in a smaller
decay rate for co-circular and co-linear polarization of the optical excitation pulses. This interference
does not exist for cross-linearly polarized excitation pulses resulting in a larger decay rate. Our
result shows that the bosonic nature of excitons must be considered when interpreting ultrafast
spectroscopic studies of exciton dephasing in semiconductors. This behavior should be considered
while interpreting results of ultrafast spectroscopy experiments involving boson-like excitations.

PACS numbers: 71.35.-y, 73.21.Fg, 78.47.jh

Many-body interactions (MBIs) between excited elec-
trons and holes, which form bound states known as
exctions, are critical to understanding the optical re-
sponse of semiconductor quantum wells (QWs). Exper-
imentally, these interactions have been studied through
several ultrafast spectroscopy techniques including four-
wave mixing1. Microscopic models have been developed
to understand these MBIs. One can write the light-
matter interaction Hamiltonian in terms of fermionic cre-
ation and annihilation operators for electrons and holes,
as in the case of semiconductor Bloch equations2. Al-
ternatively, the Hamiltonian can be written in terms of
bosonic operators for excitons3–5.

While the microscopic models are critical for the theo-
retical understanding of exciton physics, they are compu-
tationally intensive to implement. Consequently, a few-
level model of excitons is often utilized to interpret ex-
perimental results and gain a physical understanding of
MBIs6,7. One approach starts by treating an exciton as a
two-level system8, which ignores the bosonic nature of ex-
citons. A complimentary treatment of MBIs in excitons
is inspired from their bosonic nature at low excitation
densities9–13. This work shows that the latter approach
explains some of the previous experimental results.

One of the enduring puzzles from early four-wave mix-
ing (FWM) experiments is the dependence of signal de-
cay rate on the polarization of the excitation pulses. It
was observed that the FWM signal decays faster for
cross-linearly polarized pulses than for co-circularly or
co-linearly polarized pulses14–16. A satisfactory explana-
tion of this observation is lacking although the contribu-
tion of disorder-mediated coupling17, excitation-induced
dephasing (EID)18 and unbound two-exciton states19 to
the FWM signal have been proposed as explanations.
Specifically, these models cannot reproduce the correct
FWM signal phase, as observed in two-dimensional co-

herent spectroscopy (2DCS) and attributed to excitation-
induced shift (EIS)20. The inadequacies of previous mod-
els can be partially attributed to the limitations of one-
dimensional FWM experiments with respect to unrav-
eling MBIs. We use 2DCS, which is a powerful tech-
nique to study coherent dynamics in semiconductors due
to its ability to separate signals from different quantum
pathways21, to address this limitation.

Here, we show that the polarization dependent FWM
signal decay rate and phase are a direct consequence of
the bosonic nature of excitons. Although these observa-
tions have been separately discussed previously, a self-
consistent and physical explanation for both the obser-
vations has not been presented, to the best of our knowl-
edge. Important physical insight into exciton-exciton
interactions is gained by modeling excitons as interact-
ing bosons to interpret experimental observations from
2DCS. Due to the significant reduction in computational
complexity, we can fit simulation results to experimen-
tal data and quantify exciton-exciton interactions. We
find that the interference between multiple pathways
that contribute to the FWM signal result in different
decay rates of the FWM signal and excitonic coher-
ences. This finding is used to show that the linewidth
for cross-linearly-polarized excitation pulses can be pre-

dicted from the co-circularly-polarized results using this
model. While 2DCS experiments with infra-red excita-
tion pulses have revealed the bosonic nature of molecular
vibrational states22,23, the bosonic nature of QW exci-
tons has not been previously discussed in the context of
2DCS experiments.

We describe excitons as a nearly harmonic ladder
of states. Exciton-exciton interactions are introduced
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through anharmonic terms in the Hamiltonian12,13
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â
†
i â
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where â
†
i and âi are the exciton creation and annihila-

tion operators, respectively, for spin i = ±1. The first
term in Eq. (1) is the harmonic oscillator Hamiltonian,
the second term includes interaction energy ∆′ between
same-spin excitons and the last term includes interaction
energy ∆B between opposite-spin excitons, which results
in the biexciton state. The interaction energies are sim-
ilar to phenomenological EIS12. The interaction energy
is positive (negative) for repulsive (attractive) interac-
tion. The anharmonic terms in Eq. (1) model the spin-
dependent exchange interactions between electrons and
holes as bosonic interactions between excitons. We show
that this treatment brings unique physical insight to the
interpretation of coherence decay dynamics of boson-like
particles.
The energy level scheme for the Hamiltonian in Eq.

(1) is shown in Fig. 1(a) with the ground |G〉, single
exciton |1±〉, same-spin two-exciton |2±〉 and biexciton
|Bx〉 states. Exciton states up to the two-exciton level are
shown because these are the only states that contribute
to the signal in the third-order perturbation theory for
the density matrix. ∆B is assumed to be negative indi-
cating a bound biexciton state. EID is included by in-
creasing the dephasing rate of |1±〉↔|2±〉 (|1±〉↔|Bx〉)
transitions with respect to |G〉↔|1±〉 transitions by γ′

(γ′
B). The |G〉↔|1±〉 and |1±〉↔|2±〉 transitions have

transition dipole moments µ1 and µ2, respectively, re-
lated by µ2 =

√
2µ1
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FIG. 1. (a) Energy level scheme for excitons as anharmonic
oscillators in circular basis showing the ground |G〉, single
exciton |1±〉, two-exciton |2±〉 and biexciton |Bx〉 states. The
solid and dashed arrows indicate transitions excited by light
with σ+ and σ− polarizations, respectively; transition dipole
moments (µ1 and µ2) and dephasing rates (γ, γ + γ′ and
γ + γ′

B) are indicated next to the arrows. Note that µ2 =√
2µ1. The dashed line indicates the energy of the |2±〉 and

|Bx〉 states in the absence of inter-exciton interactions. The
|Bx〉 state is red-shifted by binding energy ∆B and |2±〉 states
are blue shifted by interaction energy ∆. (b) Rephasing time
ordering of the pulses (A∗, B and C) used in experiment;
consecutive pulses are separated by time delays τ , and T .
The signal is emitted as photon-echo during time t.

filling effect, which was measured to be negligible. For
convenience, we denote the energy shift of the |2±〉 states
with respect to the unperturbed energy of two excitons
as ∆ = 2∆′. Although we treat the MBIs phenomenolog-
ically with the anharmonic interaction term, this model
is based on the microscopic description of excitons and
the interactions between them4.

Through polarization dependent 2DCS experiments
performed on the heavy hole exciton resonance in GaAs
QWs, we show that multiple quantum pathways may
contribute to the signal usually attributed solely to the
exciton resonance because of the bosonic nature of exci-
tons. Consequently, the decay of the FWM signal does
not necessarily correspond to the decay rate of individual
transitions (|G〉↔|1±〉 , |1±〉↔|2±〉). This fact is crucial
to the dependence of FWM signal decay rate on the po-
larization of excitation pulses.

2DCS is similar to a three-pulse FWM experiment with
the addition of active, interferometric stabilization of the
time delays and detection of radiated FWM field as op-
posed to the signal intensity. The details of the experi-
ment and the optical setup can be found elsewhere25. All
the experiments were performed in the rephasing time
ordering, shown in Fig. 1(b), where the so-called conju-
gated pulse A∗ is incident on the sample first, followed
by pulses B and C. The delay τ between pulses A∗ and
B was scanned, while the delay T between pulses B and
C was kept constant. The signal is emitted during time
t as a photon-echo due to inhomogeneity in the sam-
ple. We can adjust the polarization of each of the ex-
citation pulses and the detected signal individually. In
this work we discuss results for experiments done with
all the excitation pulses and signal having the same cir-
cular (co-circular), linear (co-linear) polarization or with
cross-linear polarization where pulses B and C have lin-
ear polarization orthogonal to that of pulse A∗ and the
signal. The experiments were performed with ∼ 200 fs
long pulses generated by a mode-locked Ti:sapphire os-
cillator. The delay between pulses B and C was kept
constant at 300 fs to ensure well defined time-ordering.
On average, an exciton density of ∼ 1010 cm−2 per pulse
per QW was excited in a four-period 10-nm-wide GaAs
QW sample with 10-nm-wide Al0.3Ga0.7As barriers. The
sample was kept at a temperature of 10 K in a sample-
in-vapor flow cryostat.

The result for the co-circular polarization scheme is
simpler to interpret because the biexciton state does not
contribute to the signal for this polarization26. An ab-
solute value 2D spectrum for the co-circular polarization
scheme is shown in Fig. 2(a), which has a single peak la-
beled P1. The negative excitation energies indicate oppo-
site evolution of the signal phase with τ compared to its
evolution during t because the conjugated pulse A∗ is in-
cident on the sample first. For a system dominated by in-
homogeneous broadening, the width of the peak along the
diagonal and cross-diagonal directions indicate the inho-
mogeneous and homogeneous linewidths, respectively27.
Figure 2(c) shows the real part of the spectrum in Fig.
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FIG. 2. (Color online) Measured 2D spectra for (a) co-circular
(absolute value), (c) co-circular (real part) and (e) cross-linear
(absolute value) polarization scheme. The corresponding sim-
ulated spectra using best-fit parameter values are shown in
(b), (d) and (f), respectively. Equal excitation and emission
energy magnitudes are indicated by the dashed line in the
spectra. The diagonal (Diag) and cross-diagonal (X-Diag) di-
rections are indicated by arrows in (a). The different peaks
are labeled P1, P2 and P3. The excitation spectrum is shown
as the solid line in (c).

2(a); the signal phase is obtained through a complimen-
tary pump-probe experiment28. The peak in Fig. 2(c)
has a dispersive lineshape, which has been previously at-
tributed to EIS20.
We calculate the FWM signal generated from the en-

ergy level scheme shown in Fig. 1(a) by analytically solv-
ing the density matrix perturbatively up to third order
in the excitation field for delta-function pulses in time.
For co-circular polarization, the FWM signal is

S1(τ, t) = Ae−iω(τ−t)e−γ(τ+t)e−
σ
2

2
(τ−t)2

(

1− e(i∆−γ′)t
)

(2)
where A is the amplitude. ω, γ, and σ are the reso-
nance energy, homogeneous dephasing rate, and inho-
mogeneous distribution width originating due to fluc-
tuations in QW width, respectively, for the |G〉↔|1±〉

transition. The quantum pathways involving only the
|G〉↔|1±〉 transitions contribute to the signal denoted
by the first term in the parenthesis in Eq. (2); the sec-
ond term includes contribution from quantum pathways
involving both |G〉↔|1±〉 and |1±〉↔|2±〉 transitions29.
We assume the same inhomogeneity for both |G〉↔|1±〉
and |1±〉↔|2±〉 transitions. It should be noted that for
∆, γ′ = 0 both the terms in the parenthesis cancel each
other exactly and there is no FWM signal, as expected
from a perfectly bosonic system24. If the above equality is
not satisfied, however, this cancellation is not perfect and
a non-zero FWM signal results. Specifically, for ∆ > 0,
the real part of the signal comprises a positive and a neg-
ative peak shifted along the emission energy axis i.e., a
dispersive peak as in Fig. 2(c), for small ∆ (< γ). Such
a lineshape is not obtained for a two-level system, which
yields a single positive peak27.
The parameters in Eq. (2) are quantified using a non-

linear fitting procedure. We simulate 2D spectra by tak-
ing a numerical Fourier transform of Eq. (2) along time
delays τ and t. We then take slices through the peak of
the spectrum in the real part and absolute value spec-
tra of both the experiment and simulation. The simu-
lated slices are then fit to the experimental ones to obtain
the parameter values. The simulated absolute value and
real part spectra, using the best-fit parameter values, are
shown in Figs. 2(b) and 2(d), respectively. We obtain
an excellent match between the measured and simulated
spectra for the following parameters: γ = 191 ± 3 µeV,
σ = 383±2 µeV, ∆ = 13±10 µeV, and γ′ = 6±6 µeV29.
The experiment and fitting procedure was repeated five
times and we report the statistical standard deviation in
the parameters values as the error. As discussed earlier,
the dispersive lineshape in Fig. 2(c) is a consequence of
∆ > 0. Based on the measured values of ∆ and γ′, we
conclude that EIS is a more dominant effect compared to
EID. The measured dephasing rate γ is nearly a factor of
two different than that obtained by fitting the diagonal
and cross-diagonal slices of absolute value spectrum to
lineshapes obtained by considering exciton as a two-level
system (102± 1 µeV)27.
Figure 2(e) shows the measured absolute value 2D

spectrum for the cross-linear polarization scheme. We
see two distinct peaks in the spectrum – P2 and P3. The
total signal for this polarization is

S2(τ, t) =e−iω(τ−t)e−γ(τ+t)
(

A1e
− σ

2

2
(τ−t)2e(i∆−γ′)t−

A2e
iφe−

1

2
(στ−σBt)2e(−i∆B−γ′

B
)t
)

(3)

where A1 and A2 are the amplitudes. The term σB ,
which denotes the inhomogeneity of the |1±〉↔|Bx〉 tran-
sitions, is included because ∆B can, in principle, be de-
pendent on the exciton energy, which results in σB 6= σ30.
A relative phase φ between the two terms is added phe-
nomenologically to fit the data29. The other parameters
are the same as in Eq. (2). The first term in Eq. (3)
is the same as the second term in Eq. (2) and results in
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peak P2. The second term in Eq. (3) includes contri-
bution from quantum pathways involving |G〉↔|1±〉 and
|1±〉↔|Bx〉 transitions and results in peak P3, which is
red-shifted along the emission energy axis relative to P2
by the biexciton binding energy ∆B. There is no con-
tribution to the signal from quantum pathways involving
only the |G〉↔|1±〉 transitions due to the destructive in-
terference of the signal from different pathways29. We
perform a fitting procedure similar to the one discussed
earlier; the resulting simulated spectrum is shown in Fig.
2(f)29. The parameters that define the lineshape of peak
P2 – γ, σ, ∆, and γ′ – are set to the values obtained from
fitting the co-circular spectra and not varied when fitting
the cross-linear spectrum.

An important observation is that peaks P1 and P2 in
Figs. 2(a) and 2(e), respectively, have different widths
along the cross-diagonal direction, which is apparent
in the cross-diagonal slices from experimental spectra,
shown in Fig. 3. In addition to co-circular and cross-
linear polarization schemes, Fig. 3 also shows a cross-
diagonal slice for co-linear polarization scheme (2D spec-
trum not shown) to compare with results of some of the
earlier experiments14–16. We find that while the peak-
width along the cross-diagonal direction for co-circular
and co-linear polarization schemes are identical, it is
greater for cross-linear polarization. Figure 3 also shows
the cross-diagonal slices from the simulated spectra as
lines. We emphasize that all the parameters that affect
the linewidth of peak P2 were fixed during the fitting
procedure for the cross-linear polarization scheme; the
larger width naturally comes out of the bosonic theory.

The difference in the lineshapes observed for different
polarization schemes can be understood through the in-
terference, or lack thereof, of signals from different quan-
tum pathways that contribute to the peak appearing on
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FIG. 3. (Color online) The cross-diagonal slices in measured
and simulated spectra are shown by markers and lines, re-
spectively, for co-circular (Co-cir), cross-linear (X-lin) and
co-linear (Co-lin) polarization schemes. The slices are offset
vertically for clarity. The full width at half maximum of the
slices are indicated. The asymmetric lineshape for cross-linear
polarization is due to the wing of the biexciton peak.

the diagonal. The spectral proximity of signal due to
the different quantum pathways for co-circular polariza-
tion – including or excluding the |1±〉↔|2±〉 transitions
– leads to nearly complete destructive interference at the
wings of P1 in Fig. 2(a). This interference results in a
total nonlinear signal with significantly narrower width
compared to the individual quantum pathway contribu-
tions. To highlight this point, we plot the time-integrated
FWM signal intensities for each quantum pathway (in-
dividual terms in Eq. (2)) as well as the total signal in
Fig. 4. It is apparent that independently, the FWM sig-
nal intensity from each quantum pathway is similar and
decays at a fast rate (given by γ) compared to the total
signal. The smaller total signal decay rate results in a
narrower peak in the frequency domain. Thus, the decay
rate of total signal is significantly different than decay
rates of the individual transitions that constitute the sig-
nal. However, for the cross-linear polarization scheme,
quantum pathways involving only the |G〉↔|1±〉 tran-
sitions do not contribute to the signal at peak P2; the
aforementioned interference is absent, resulting in a much
broader peak. The larger decay rate, however, reflects the
true dephasing rate of the excitonic transitions. This ef-
fect is a manifestation of the bosonic character of excitons
and has not been previously realized although scattering
states of unbound two-exciton states have been consid-
ered to obtain energy-level schemes similar to the one
shown in Fig. 1(a)6,7,19,31,32. The scattering state was
either considered to have the same polarization selection
rule as the biexciton state and was ignored for co-circular
excitation19,31,32 or the relation µ1 = µ2 was assumed6,7,
which does not give the dispersive peak observed in Fig.
2(c).

In summary, we have used 2DCS experiments to high-
light the bosonic character of QW excitons and their ef-
fect on the radiated non-linear signal. The polarization
dependent exciton linewidth is a natural consequence
of this bosonic character. Exciton-exciton interactions
are included in a physically intuitive and straightforward
way using the model of interacting bosons. Finally, we
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FIG. 4. (Color online) Simulated time-integrated four wave
mixing (FWM) signal for the first and second terms and the
total signal in Eq. (2). The signals have been rescaled to have
comparable values.
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have shown that the observed decay rate of the measured
non-linear signal can be different from the decoherence
rate of individual transitions that contribute to the sig-
nal for a boson-like system, a critical result that chal-
lenges standard interpretation of coherent spectroscopy.
In addition to providing important insight into exciton
physics in QWs, these results also highlight the effects
of a bosonic transition in non-linear optics experiments.
While these results are especially relevant for systems
such as excitons6,7,33 and exciton-polaritons34,35 in semi-
conductors, they are also important for non-linear optical
studies of bosonic quasiparticles in other systems such as
surface plasmon polaritons36, where the bosonic nature

has been recently revealed37.
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