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Time-reversal invariant topological superconductors are characterized by the presence of Majorana
Kramers pairs localized at defects. One of the transport signatures of Majorana Kramers pairs is
the quantized differential conductance of 4e2/h when such a one-dimensional superconductor is
coupled to a normal-metal lead. The resonant Andreev reflection, responsible for this phenomenon,
can be understood as the boundary condition change for lead electrons at low energies. In this
paper, we study the stability of the Andreev reflection fixed point with respect to electron-electron
interactions in the Luttinger liquid. We first calculate the phase diagram for the Luttinger liquid-
Majorana Kramers pair junction and show that its low-energy properties are determined by Andreev
reflection scattering processes in the spin-triplet channel, i.e. the corresponding Andreev boundary
conditions are similar to that in a spin-triplet superconductor - normal lead junction. We also study
here a quantum dot coupled to a normal lead and a Majorana Kramers pair and investigate the effect
of local repulsive interactions leading to an interplay between Kondo and Majorana correlations.
Using a combination of renormalization group analysis and slave-boson mean-field theory, we show
that the system flows to a new fixed point which is controlled by the Majorana interaction rather
than the Kondo coupling. This Majorana fixed point is characterized by correlations between the
localized spin and the fermion parity of each spin sector of the topological superconductor. We
investigate the stability of the Majorana phase with respect to Gaussian fluctuations.

I. INTRODUCTION

The search for topological superconductors, which host
Majorana zero modes (MZMs), has becomes an ac-
tive pursuit in condensed matter physics1–4. Such ex-
otic modes are predicted to obey non-Abelian braiding
statistics5–7, and have potential application in topologi-
cal quantum computations8,9. Many theoretical propos-
als for realizing topological superconductors in the lab-
oratory have been put forward recently10–18, and, more
excitingly, devices for detecting MZMs were successfully
fabricated in the laboratory and the preliminary signa-
tures of MZMs were observed19–28. Most research activ-
ity has focused on the topological superconductors be-
longing to class D ( i.e., SCs with broken time-reversal-
symmetry) and supporting an odd number of MZMs at a
topological defect29–31. However, Majorana zero modes
can also appear in pairs in time-reversal invariant topo-
logical superconductors (TRITOPS) belonging to class
DIII30–32. Those MZM pairs are referred to as “Majorana
Kramers pairs” (MKPs), and their stability is protected
by the time-reversal (TR) symmetry and the quasiparti-
cle excitation gap. Recently, several theoretical proposals
were put forward to realize TRITOPS33–41. Transport
signatures of MKPs and their detection schemes using a
QPC were also recently investigated in a quantum spin
Hall system42.

Most previous works on MKPs considered non-
interacting (or effectively non-interacting) models. It
is well-known, however, that interactions in one-
dimensional systems are very important43–46 and in

some cases may even modify the classification of non-
interacting systems47. For non-interacting systems, the
presence of a MKP leads to a quantized conductance of
4e2/h due to perfect Andreev reflection at the junction.
This quantization of the conductance is due to the con-
straints imposed by TR symmetry which leads to com-
plete decoupling of MKP in the non-interacting models.
The situation is different, however, in the presence of
interparticle interactions, and the fate of the perfect An-
dreev reflection fixed point is unclear. In this paper, we
study the stability of MKPs with respect to electron-
electron interactions and consider two generic systems -
a) MKP coupled to an interacting Luttinger liquid (see
Fig. 1 a)); b) MKP coupled to an interacting quantum
dot (see Fig. 1 b)).

We first consider a spinful Luttinger liquid lead with
SU(2) spin symmetry coupled to a TRITOPS with a
single MKP per end. In this case the boundary prob-
lem has an additional U(1) symmetry. We find that for
weak repulsive interactions, 1 > Kρ & 1/3 with Kρ

being the Luttinger parameter, the Andreev reflection
fixed point (A× A) is stable and the normal reflection
fixed point (N× N) is unstable. For intermediate inter-
action strength 1/4 < Kρ . 1/3, the phase diagram de-
pends on microscopic details, i.e. on the strength of four-
fermion interactions allowed by TR symmetry, which
causes a Berezinsky-Kosterlitz-Thouless (BKT) transi-
tion between A× A and N× N. Finally, for sufficiently
strong repulsive interactions Kρ < 1/4, the two electron
backscattering term becomes relevant, and drives the sys-
tem to a stable normal reflection fixed point.
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FIG. 1. (Color online) a) Schematic setup consisting of a) a
junction between the Luttinger liquid and TRITOPS, and b)
a quantum dot coupled to a normal lead and a TRITOPS.
Here, x = 0 denotes the point in the lead which couples to
the MKPs or quantum dots.

In the presence of spin-orbit coupling, the correspond-
ing boundary problem may break U(1) symmetry. In
this case, allowed processes involve spin-preserving and
spin-flip Andreev scattering which drive the system to
different boundary conditions for lead electrons: spin-
preserving Andreev boundary (A× A) condition corre-
sponds to ψσ(0) = −ψ†σ(0) and spin-flip Andreev bound-

ary (SFA) condition corresponds to ψσ(0) = −iψ†−σ(0).
Thus, the corresponding phase diagram depends on the
relative strength of the corresponding Andreev scat-
tering amplitudes. We find that the boundary condi-
tions in this case are similar to those in a spin-triplet
superconductor-Luttinger liquid junction and are stable
with respect to weak repulsive interactions. In this sense,
the physics is fundamentally different from an s-wave
superconductor-Luttinger junction where weak repulsive
interactions destabilize Andreev reflection fixed point45.

In this paper, we also study the effect of local repulsive
interactions by considering a MKP coupled to a quan-
tum dot (QD) and an SU(2)-invariant normal lead (NL).
In the limit of a large Coulomb interaction in the QD
and single-electron occupancy, we investigate the compe-
tition between Kondo and Majorana correlations. When
the coupling to the MKP is absent (λ = 0), the system
flows to the Kondo fixed point with the corresponding
boundary conditions for NL electrons ψRσ(0) = −ψLσ(0)
where R/L denote right and left movers. As we increase
the coupling constant λ, the system exhibits a crossover
from the Kondo dominated regime to a Majorana domi-
nated regime where the QD spin builds up a strong cor-
relation with the MKP. The latter is characterized by

A× A boundary conditions ψRσ(0) = −ψ†Lσ(0). Thus,
the problem at hand represents a new class of boundary
impurity problems where spin in the dot is coupled to
the fermion parity of a topological superconductor.

In order to understand thermodynamic and transport
properties of this Majorana fixed point, we have devel-
oped a slave-boson mean-field theory (please refer to
Refs.48,49 for Anderson impurity models) for this system.
We show that the Majorana dominated regime corre-
sponds to a new (i.e. different from Kondo) saddle-point

solution. We have analyzed the stability of this mean-
field solution with respect to Gaussian fluctuations (in
the spirit of Refs.50,51) finding that the mean field the-
ory is stable (in the quasi-long range order sense) and
can be used to calculate different observable quantities.
We use this approach to calculate differential tunneling
conductance as a function of applied voltage bias.

The paper is organized as follows. In Secs. II A and
II B, we introduce the model of a MKP - Luttinger liq-
uid junction, and consider the boundary problem with
and without (e.g., due to Rashba spin-orbit coupling in
the lead) U(1) symmetry. In Sec. III, we study the sig-
natures of a MKP in a QD-NL junction using both the
renormalization group (RG) analysis and the slave-boson
mean-field theory. We also consider the Gaussian fluctu-
ations around the mean-field solution, and analyze the
stability of the slave-boson mean-field solution. Finally,
we conclude in Sec. IV.

II. MAJORANA KRAMERS PAIR -
LUTTINGER LIQUID JUNCTION

In this section we consider the setup shown in Fig. 1 a)
consisting of a semi-infinite spinful Luttinger liquid cou-
pled weakly to a TRITOPS. We assume that the topo-
logical gap of the superconductor is much larger than the
other relevant energy scales (i.e. tunneling amplitudes tσ,
∆ and ∆AN see the text below Eq. (4) for definitions).
Thus, in the low-energy approximation the superconduc-
tor Hamiltonian consists of only the MKPs localized at
its opposite ends. In this section, we will use ψσ(0) to
describe the operators at the boundary x = 0, and use
t(l0) (similarly for t̃, ∆ and ∆̃) as the initial value in RG
flow with the initial length cutoff l0.

A. Majorana Kramers pair coupled to
SU(2)-invariant Luttinger liquid

1. Theoretical Model

We first consider an SU(2)-invariant interacting
nanowire coupled to a MKP. The Hamiltonian for the
1D lead can be written as the spinful Luttinger model

Hlead =
∑
j=ρ,σ

vj
2π

∫ ∞
0

dx

(
Kj(∂xθj)

2 +
(∂xφj)

2

Kj

)
(1)

where vρ/σ and Kρ/σare velocity and Luttinger parame-
ter for charge and spin modes, respectively. The bosonic
fields satisfy the commutation relation [φα(x), θβ(x′)] =
iπKαδαβsign(x− x′). We use here the following conven-
tion for the Abelian bosonization procedure52:

ψR/L,s(x) =
ΓR/L,s√

2πa
e
i 1√

2
{±[φρ(x)+sφσ(x)]+θρ(x)+sθσ(x)}

(2)
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where R/L represents right/left moving modes, a is an
ultraviolet cutoff length scale, s =↑ / ↓ denotes fermion
spin, and ΓR/L,s is the Klein factor.

The total Hamiltonian is given as

H = Hlead +HB . (3)

where HB the coupling between the Luttinger liquid lead
and the MKP. We neglect here the ground-state degen-
eracy splitting energy. The most general form of the TR
invariant boundary Hamiltonian describing the coupling
between the MKP and Luttinger liquid and including
only two and four-fermion operators reads

HB = i t↑γ↑

(
ψ↑(0) + ψ†↑(0)

)
− i t↓γ↓

(
ψ↓(0) + ψ†↓(0)

)
−∆iγ↑γ↓

(
−iψ†↑(0)ψ↓(0) + iψ†↓(0)ψ↑(0)

)
−∆ANiγ↑γ↓

(
−iψ†↑(0)ψ†↓(0) + iψ↓(0)ψ↑(0)

)
(4)

where γ↑/↓ are Majorana operators with {γσ, γσ′} =
2δσ,σ′ . Here t↑/↓, ∆ and ∆AN are set to be real. The
first two terms represent tunneling between the lead and
the MKP with the amplitudes t↑/↓. Under TR symmetry
T , field operators ψ transform as

TψR/L↑ = ψL/R↓, (5)

TψR/L↓ = −ψL/R↑, (6)

(i.e. T 2 = −1) and the coupling constants in the Hamil-
tonian need to complex conjugated. TR symmetry re-
quires that t↑ = t↓ = t with t being real. Assuming the
spin-quantization axis is fixed in the whole system, the
overall Hamiltonian H has U(1) spin-rotation symmetry,
leaving it invariant under the unitary transformation:

(ψ↑, ψ↓)
T → R(θ)(ψ↑, ψ↓)

T (7)

(γ↑, γ↓)
T → R(−θ)(γ↑, γ↓)T . (8)

Here R(θ) = ei
θ
2σy represents a U(1) spin-rotation matrix

by an angle θ. Thus, electron tunneling between Lut-
tinger liquid and topological superconductor preserves
the spin. The last two terms ∆ and ∆AN represent nor-
mal, and anomalous backscattering terms, which, in fact,
will also be generated by the tunneling terms in the RG
flow in the presence of interactions in the Luttinger liq-
uid.

2. Weak coupling RG analysis near normal reflection fixed
point

We now study the stability of the weak coupling normal
reflection fixed point using perturbative RG analysis. In
the ultraviolet, the boundary conditions for lead electrons
at x = 0 are given by ψRσ(0) = ψLσ(0) (i.e. perfect nor-
mal reflection). In terms of bosonization language, this
boundary condition corresponds to ΓL,s = ΓR,s and pin-
ning φρ,σ(0). Once we turn on the boundary couplings t,

∆ and ∆AN, boundary conditions for lead electrons may
change depending on the strength of interaction in the
lead. Let us study now the stability of this normal re-
flection fixed point. After integrating out the fields away
from x = 0, the corresponding imaginary-time partition
function becomes

Z =

∫
D[θρ]D[θσ] e−(S0+ST ), (9)

with

S0 =
∑
j=ρ,σ

Kj

2π

∫
dω

2π
|ω||θj(ω)|2, (10)

and the boundary coupling term reads

ST =

∫
dτ

2πa

[
t
(
iγ↑Γ↑ cos

θρ + θσ√
2
− iγ↓Γ↓ cos

θρ − θσ√
2

)
−∆γ↑γ↓Γ↑Γ↓ cos

√
2θσ −∆ANγ↑γ↓Γ↑Γ↓ cos

√
2θρ

]
,

(11)

where a is the ultraviolet cutoff. Here we used short-hand
notation θj(τ) denoting the fields at x = 0.

We now perform a perturbative RG procedure by sep-
arating the bosonic fields θj into slow, and fast modes
and integrating out the fast modes. After some manipu-
lations, the new effective action can be calculated using
the cumulant expansion:

Seff [θ<j ] = S0[θ<j ] + 〈ST 〉 −
1

2

(
〈S2
T 〉 − 〈ST 〉2

)
, (12)

where the average 〈· · · 〉 describes an integration over the
fast modes. The details of this calculation are presented
in the Appendix A, and we simply summarize the RG
equations here

dt

dl
=

(
1− 1

4Kρ
− 1

4Kσ

)
t− ∆t

4πvKσ
− ∆ANt

4πvKρ
,(13)

d∆

dl
=

(
1− 1

Kσ

)
∆−

(
1

Kρ
− 1

Kσ

)
t2

4πv
, (14)

d∆AN

dl
=

(
1− 1

Kρ

)
∆AN +

(
1

Kρ
− 1

Kσ

)
t2

4πv
. (15)

Here dl = d ln b where b is the ratio of the cutoff change
from Λ to Λ/b with Λ = v/a. One can notice that t
is a relevant perturbation and grows under RG. There-
fore, in the non-interacting case when ∆,∆AN = 0, the
system will flow to the perfect Andreev reflection fixed
point (A× A) corresponding to the boundary condition

ψ†L,s(0) = −ψR,s(0)45 and quantized differential conduc-

tance G = 4e2

h at zero temperature.
Let us now try to understand the effects of interactions.

In this section, we will focus on an SU(2) spin-invariant
lead (Kσ = 1) and repulsive interactions in the nanowire
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FIG. 2. Illustration of the RG flow diagram near the nor-
mal reflection fixed point N× N for the case with U(1) spin
symmetry. The red line indicates the regime where N× N is
stable. Here, we set Kρ = 1/3

Kρ < 1. In this case, the coupling ∆AN is irrelevant and
can be neglected, and RG equations simplify to

dt

dl
=

(
3

4
− 1

4Kρ

)
t− ∆t

4πv
, (16)

d∆

dl
= −

(
1

Kρ
− 1

)
t2

4πv
. (17)

The coupling t is relevant for not too strong repulsive in-
teractions. It becomes marginal, however, if initial value
of ∆(l0) is equal to the special value ∆∗ = πv(3 − 1

Kρ
).

Indeed, then above RG equations (after a slight redefini-
tion of variables) are identical to the anisotropic Kondo
model52, the solution of which is well-known. If the ini-
tial value of ∆(l0) is zero, and the parameter ∆∗ > 0 (i.e.
Kρ > 1/3), the system will flow to strong coupling A× A
fixed point whereas for Kρ . 1/3, the system will flow to
N× N fixed point for small t(l0) and flow to strong cou-
pling A× A for larger t(l0). The perturbative RG flow is
summarized in Fig. 2.

3. Weak coupling RG analysis near perfect Andreev
reflection fixed point

As shown in the previous section, the normal reflection
fixed point is unstable for weak repulsive interactions and
the system flows to the perfect Andreev fixed point corre-

sponding to the boundary conditions ψ†L,s(0) = −ψR,s(0)
which, in bosonic variables corresponds to pinning θρ
and θσ fields at x = 0. Thus, the fluctuating degrees
of freedom are the fields φρ and φσ and the correspond-
ing boundary action reads

S0 =
∑
j=ρ,σ

1

2πKj

∫
dω

2π
|ω||φj(ω)|2. (18)

We now consider perturbations near the Andreev fixed
point which are consistent with time-reversal and the

𝐾𝜌
11/4 1/3

𝔸 × 𝔸 fixed point

ℕ × ℕ fixed point

0

𝐾𝜎 = 1

FIG. 3. Illustration of the flow between the normal reflec-
tion fixed point N× N and the Andreev reflection fixed point
A× A for the case with U(1) spin symmetry. For the analysis
at N× N, the boundary perturbation ∆ bends the transition
line, i.e. the brown dashed line connecting Kρ = 1/3 at N× N
and Kρ = 1/4 at A× A. We also assume the initial value
∆(l0) in RG is zero.

spin-SU(2) symmetry of the Luttinger liquid lead. The
only fermion bilinear boundary perturbation preserving
aforementioned symmetries is

H1B = λ1(ψ†R↑(0)ψL↑(0) + ψ†R↓(0)ψL↓(0)) + h.c.

=
λ1

2πa
cos
(√

2φρ

)
cos
(√

2φσ

)
. (19)

In addition, one has to also consider the following four-
fermion perturbation consistent with the above symme-
tries:

H2B =λ2ψ
†
L↑(0)ψR↑(0)ψ†L↓(0)ψR↓(0) + h.c.

=
λ2

(2πa)2
sin(2

√
2φρ), (20)

which corresponds to two-electron backscattering. The
perturbative RG equations for λ1 and λ2 are given by

dλ1

dl
= (1−Kρ −Kσ)λ1 (21)

dλ2

dl
= (1− 4Kρ)λ2 (22)

One can see that the first term λ1 is irrelevant since
Kσ = 1 whereas the second coupling becomes relevant
for Kρ < 1/4 indicating that A× A fixed point becomes
unstable for strong repulsive interactions. Taking into ac-
count the perturbative RG analysis near both N× N and
A× A fixed points, we conjecture the qualitative phase
diagrams shown in Fig. 3.

4. Differential tunneling conductance

We now discuss transport signatures of MKPs. The
simplest experiment to detect the presence of a MKP
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is the differential conductance measurement. We focus
on the case with an SU(2) symmetric wire Kσ = 1 and
calculate G = dI/dV at zero voltage bias as a function
of temperature. The RG flow between the normal N× N
and Andreev reflection A× A defines a crossover temper-
ature T ∗, which roughly corresponds to the width of the
zero bias peak. Although the conductance for the whole
crossover regime requires involved calculations, the con-
ductance around N× N and A× A fixed points can be
obtained using perturbation theory, see, e.g., Ref. [53].

First of all, we consider the case 1/3 < Kρ < 1, where
A× A fixed point is stable. In the ultraviolet (i.e. near
the unstable normal reflection fixed point), the leading
relevant perturbation is the coupling to the MKP, t,
which has scaling dimension 3

4 −
1

4Kρ
. Near the stable

Andreev reflection fixed point (i.e. in the infrared), the
deviation from the quantized value comes from the lead-
ing irrelevant operators which cause backscatterings, i.e.
single-electron backscattering shown in Eq. (19) with
scaling dimension −Kρ and two-electron backscattering
shown in Eq. (20) with scaling dimension 1− 4Kρ.

Here, for Kρ > 1/3, the single-electron backscattering
shown in Eq. (19) is the leading irrelevant operator. We
can now obtain scaling of the conductance with tempera-
ture at zero bias (assuming the initial value of ∆ coupling
is zero, i.e. ∆(l0) = 0):

G

4e2/h

∣∣∣∣∣
Kρ>

1
3

=

{
c1,T (Kρ)

(
T
T∗

)2( 1
4Kρ
− 3

4 )
, T � T ∗

1− c2,T (Kρ)
(
T
T∗

)2Kρ
, T � T ∗

,

(23)
where c1/2,T (Kρ) are numerical coefficients of the order
one. Similarly, one can obtain voltage corrections to the
conductance at zero temperature. Interestingly, the anal-
ogous coefficient c1,V (Kρ) vanishes in the non-interacting
limit and, therefore, the scaling of the conductance with
voltage and temperature is different at Kρ = 1, see
Ref. [53] for details.

Next, we consider Kρ < 1/4, where N× N is stable in
the infrared. In this case, we start near the high energy
unstable fixed point A× A and calculate the conductance
by perturbing with the two-electron backscattering oper-
ator which is the leading relevant operator in this regime.
Thus, we obtain

G

4e2/h

∣∣∣∣∣
Kρ. 1

3

∼

{
1− c3,T (Kρ)

(
T
T∗

)2(4Kρ−1)
, T � T ∗

c4,T (Kρ)
(
T
T∗

)2( 1
4Kρ
− 3

4 )
, T � T ∗

,

(24)
where c3/4,T (Kρ) are O(1) numerical coefficients.

The calculation of the conductance in the regime 1/4 <
Kρ . 1/3 depends on microscopic details (i.e. strength
of t(l0)), and is outside the scope of the paper.

B. The effect of the Rashba spin-orbit coupling in
the lead

1. Theoretical Model

In this section, we consider the effect of Rashba spin-
orbit coupling (SOC) in the nanowire. When coupling to
MKP, the spin eigenstates of the MKP do not have to
be the same as the the spin eigenstates of the nanowire.
Therefore, tunneling between the lead and the TRITOPS
will have both spin-preserving and spin-flip components.
In order to see how the spin flip tunneling is generated,
we consider the direction of the Rashba coupling which
has an angle θ rotation compared to that of the MKP.
The corresponding tight binding model can written as

H = Hlead +HT (25)

Hlead = −t
N∑
j=1

∑
s

(
c†j+1,scj,s + h.c.

)
+ µ

∑
js

c†j,scj,s

+
∑
jss′

(−i)αRc†j+1,s (cos θσz + sin θσy)ss′ cj,s′ + h.c.,

HT = it0

[
γ↑(cN↑ + c†N↑)− γ↓(cN↓ + c†N↓)

]
. (26)

One can see that the above Hamiltonian respects TR
symmetry. We apply the following unitary transforma-
tion (

di↑
di↓

)
= e−i

θ
2σx

(
ci↑
ci↓

)
, (27)

and then the bulk and boundary Hamiltonians become

Hlead = µ
∑
js

d†j,sdj,s +
∑
j

[
(−t− iαR)d†j+1,↑dj,↑

+(−t+ iαR)d†j+1,↓dj,↓ + h.c.
]
, (28)

and

HT = it
∑
s=↑,↓

sγs(dN,s + d†N,s)

+t̃
∑
s

sγs(d
†
N,−s − dN,−s), (29)

where t = t0 cos θ and t̃ = t0 sin θ, and s = 1(−1) for
spin-↑ (↓). Therefore, the spin-flip tunneling is non-zero
for any θ 6= 0, i.e. due to the presence of SOC. One can
simply check that, in the presence of both t and t̃, the
U(1) symmetry shown in Eq. (8) is broken. In this case,
the boundary condition at the Andreev reflection fixed
point is determined by the relative magnitude of t and t̃.
For the discussion of boundary condition and bosoniza-
tion procedure in the normal reflection fixed point, please
refer to Appendix B.

It is instructive to analyze the boundary conditions
in the non-interacting case using the scattering matrix
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approach. The unitary scattering matrix is defined as
(see, e.g., Ref.54)

S(ω) = Î + 2πiŴ †
(
HMK − ω − iπŴŴ †

)−1

Ŵ , (30)

where HMK is the Hamiltonian for the MKP (2 by 2
matrix) which vanishes in the limit L� ξ with L and ξ
being respectively the length and coherence length of the
superconductor. Note that the local term iδEγ↑γ↓ is not

allowed by TR symmetry. The matrix Ŵ describes the
coupling between the MKP γ↑, γ↓ and the lead degrees

of freedom in the basis (ψ↑, ψ↓, ψ
†
↑, ψ
†
↓):

Ŵ =

(
it t̃ it −t̃
−t̃ −it t̃ −it

)
. (31)

Note that we assume that lead Hamiltonian is diagonal
here. Therefore, ψσ represent helicity eigenstates in the
case of a Rashba model. Using Eq. (30), we can represent
the scattering matrix at ω = 0 as

S(0) =

(
See(0) Seh(0)
She(0) Shh(0)

)
. (32)

The components See(0) and Seh(0) describe normal and
Andreev reflection, respectively. As pointed out in
Ref.42, the normal part See(0) is zero so we focus on
the non-diagonal components:

Seh(0) =

(
t̃2−t2
t2+t̃2

− 2it̃t
t2+t̃2

− 2it̃t
t2+t̃2

t̃2−t2
t2+t̃2

)
,

= − cos 2θ − iσx sin 2θ (33)

where the diagonal term is the coefficient of the same-spin

Andreev reflection ψ↑ → ψ†↑, and the off-diagonal term
is the coefficient of the spin-flip Andreev reflection ψ↑ →
ψ†↓. As we change the angle of SOC, θ, from 0 (t̃ = 0) to

π/4 (t = t̃), the Andreev reflection boundary condition

changes continuously from ψL,s(0) = −ψ†R,s(0)(A× A)

with s =↑, ↓ (i.e. t 6= 0 and t̃ = 0) to ψL↑(0) = −iψ†R↓(0)

and ψL↓(0) = −iψ†R↑(0). We denote this boundary con-

dition for t = t̃ as spin flip Andreev reflection boundary
condition (SFA), which describes an Andreev reflection
with spin-flip processes. Upon increasing θ to π/2, the

boundary condition becomes ψL,s(0) = ψ†R,s(0)(Ã× Ã)

(i.e. t = 0 and t̃ 6= 0). Here we would like to emphasize
that the SFA boundary condition is different from the
Andreev boundary condition in s-wave spin-singlet su-

perconducting junction where ψL↑(0) = ∓iψ†R↓(0) and

ψL↓(0) = ±iψ†R↑(0) (see, e.g., Ref.55). Notice differ-
ent signs in this case for spin-up and spin-down com-
ponents. The SFA boundary condition in our case cor-
responds to spin-triplet Andreev reflection which typi-
cally is realized at junctions between a normal lead and
a spin-triplet p-wave superconductor. Indeed, if we de-

note spin-triplet pair potential as ∆(p) ∝ (
−→
d (p) · −→σ )iσy,

𝕊𝔽𝔸

Spin-preserved 
Andreev process

∝ 𝐜𝐨𝐬 𝟐𝜽𝝈

Two-electron 
backscattering

∝ 𝐜𝐨𝐬𝟐 𝟐𝝓𝝆

𝔸 × 𝔸 or
 𝔸 ×  𝔸

Spin-flip 
Andreev process

∝ 𝐬𝐢𝐧 𝟐𝝓𝝈

Two-electron 
backscattering

∝ 𝐬𝐢𝐧𝟐 𝟐𝝓𝝆

Fixed 
points

Time-reversal invariant 
boundary perturbations

(a)

𝑡

 𝑡

ℕ × ℕ 𝔸 × 𝔸

 𝔸 ×  𝔸
𝕊𝔽𝔸

1

4
< 𝐾𝜌 ≲

1

3
, 𝐾𝜎 = 1 (c)

(b)

𝑡

 𝑡

ℕ × ℕ 𝔸 × 𝔸

 𝔸 ×  𝔸
𝕊𝔽𝔸

𝐾𝜌 <
1

4
, 𝐾𝜎 = 1

 𝑡

ℕ × ℕ 𝔸 × 𝔸

 𝔸 ×  𝔸
𝕊𝔽𝔸

1

3
≲ 𝐾𝜌 < 1,𝐾𝜎 = 1

𝑡

FIG. 4. RG flow diagram for the junction without U(1) sym-
metry: (a) for 1/3 < Kρ < 1 and Kσ = 1, (b) for Kρ < 1/4
and Kσ = 1, and (c) for 1/4 < Kρ . 1/3 and Kσ = 1, and the
green line indicates the conjectured BKT phase transition.
The inset table summarizes the important time-reversal in-
variant boundary perturbations near SFA, A× A, and Ã× Ã
fixed points. For Kσ = 1, along each line of the RG flow,
the phase diagram as a function of Kρ is similar to the that
shown in Fig. 2.

then different orientations of the
−→
d -vector correspond to

SFA (
−→
d ∝ (0, 0, 1)) and A× A (

−→
d ∝ (0,±1, 0)) bound-

ary conditions. This difference between conventional (s-
wave) spin-singlet Andreev boundary conditions and SFA
boundary conditions considered here becomes very im-
portant later when we consider allowed boundary per-
turbations.

2. RG analysis near normal reflection fixed point N× N

Let’s now analyze the interaction effects in the lead.
In the absence of U(1) spin-rotation symmetry, we can
have additional terms in the boundary action:

ST =

∫
dτ

[
i tγ↑

(
ψ↑(0) + ψ†↑(0)

)
− i tγ↓

(
ψ↓(0) + ψ†↓(0)

)
+t̃γ↑

(
ψ↓(0)− ψ†↓(0)

)
− t̃γ↓

(
ψ↑(0)− ψ†↑(0)

)
−∆iγ↑γ↓

(
−iψ†↑(0)ψ↓(0) + iψ†↓(0)ψ↑(0)

)
+∆̃iγ↑γ↓

(
ψ†↑(0)ψ↑(0)− ψ†↓(0)ψ↓(0)

) ]
. (34)

We have omitted here the irrelevant terms, e.g. ∆AN,
analogous to those considered in Sec. II A. After the
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bosonization, the boundary action reads

ST =

∫
dτ

[
t

2πa

(
iγ↑Γ↑ cos

θρ + θσ√
2
− iγ↓Γ↓ cos

θρ − θσ√
2

)
+

t̃

2πa

(
iγ↓Γ↑ sin

θρ + θσ√
2
− iγ↑Γ↓ sin

θρ − θσ√
2

)
− ∆

2πa
γ↑γ↓Γ↑Γ↓ cos

√
2θσ +

∆̃

2πv
iγ↑γ↓

i∂τθσ√
2

]
. (35)

Note the appearance of the new marginal term described
by coupling constant ∆̃.

We now perform a perturbative RG analysis up to the
second-order in coupling coefficients. The details of the
calculations are presented in Appendix C. Here we sum-
marize our results for Kσ = 1:

dt

dl
=

(
3

4
− 1

4Kρ
− ∆

4πv

)
t− ∆̃t̃

2πv
, (36)

dt̃

dl
=

(
3

4
− 1

4Kρ
+

∆

4πv

)
t̃− ∆̃t

2πv
, (37)

d∆

dl
= −

(
1

Kρ
− 1

)
t2 − t̃2

4πv
, (38)

d∆̃

dl
= −B(Kρ)

tt̃

4πv
. (39)

The generation of the ∆ term (proportional to t2 − t̃2)
originates from the processes involving two different spin
channels of the lead whereas the generation of the ∆̃ term
(proportional to tt̃ ) comes from processes within the
same spin channel. Both of these terms can be generated
only in the presence of the interaction in the lead. This
fact follows from the definition of the function B(Kρ)

B(Kρ) =
C(1/2Kρ − 1/2)

C(1/2)C(1/2Kρ)

(
1

Kρ
+ 1

)
> 0. (40)

Here the function C(ν) is defined as

C(ν) = lim
δ→0+

∫ ∞
0

e−δz cos(z)

(z + 1)ν
dz, (41)

and originates from the integration over relative coordi-
nate, τ − τ ′ during the RG procedure, see Appendix C.
In the non-interacting limit, Kρ → 1, C(ν → 0+) ∝ ν,

and thus, the RG equation for ∆̃ becomes

d∆̃

dl
≈ − c5

4πv

(
1

Kρ
− 1

)
tt̃, (42)

where numerical constant c5 ≈ 11.5. As mentioned, both
∆ and ∆̃ cannot be generated in the RG in the absence
of interactions in the lead (i.e. Kρ = 1).

Using Eqs.(36) it is instructive to analyze first the flow

in the non-interacting limit, in which case ∆ = ∆̃ = 0.
Both t and t̃ are relevant and flow to strong coupling. As
follows from the discussion in the previous section, the

exact boundary condition at the Andreev reflection fixed
point is determined by the initial values of t and t̃ and
we can identify the corresponding limits by looking at
the scattering matrix, i.e. t� t̃ corresponds to ψσ(0) =
−ψ†σ(0), t � t̃ corresponds to ψσ(0) = ψ†σ(0) and finally

t = t̃ corresponds to ψσ(0) = −iψ†−σ(0), see Fig. 4a.
We now analyze the RG flow for not-too-strong repul-

sive interactions 1/3 . Kρ < 1. First of all, one can no-
tice that even if we start with initial conditions ∆(l0) = 0,

∆̃(l0) = 0, the corresponding four-fermion terms are go-
ing to be generated by the RG procedure. Here l0 is
initial length cutoff. Since the couplings ∆ and ∆̃ affect
the RG flow differently, we now have 4-parameter phase
diagram. Based on the perturbative RG equations, one
can see that both t and t̃(l) will grow under RG, see Fig.
4. Thus, normal reflection fixed point is unstable in this
parameter regime.

3. RG analysis near spin-flip Andreev reflection fixed point
SFA

We now analyze the stability of the spin-flip Andreev
reflection fixed point SFA which corresponds to the fol-
lowing boundary conditions:

ψL↑(0) = −iψ†R↓(0), (43)

ψL↓(0) = −iψ†R↑(0). (44)

In the bosonization language, the bosonic fields φσ(0) = 0

and θρ(0) = −π/(2
√

2) are pinned, and the Klein factors
have the relation Γ↑L = Γ↓R and Γ↓L = Γ↑R. Now,
let us study all the fermion bilinear perturbations at the
boundary allowed by TR symmetry. First of all, one
can show that the normal backscattering is vanishing in
this case, in agreement with the scattering calculation in
Sec. II B 1. Indeed, using the boundary conditions (43)
one can show that

ψ†L↑(0)ψ↑,R(0) + ψ†R↓(0)ψL↓(0) + h.c.

= −iψ†L↑(0)ψ†L↓(0) + iψL↑(0)ψL↓(0) + h.c. = 0 (45)

Note that for s-wave spin-singlet superconductor the

boundary conditions are different: ψL↑(0) = ∓iψ†R↓(0)

and ψL↓(0) = ±iψ†R↑(0), and the backscattering term

∼ sin
√

2φρ does not vanish. Since this term is relevant
for Kρ < 1, the Andreev reflection fixed point is unstable
in an s-wave superconductor-LL junction.

Let’s now consider allowed Andreev reflection bilinear
processes. Among those, the only allowed bilinear term
is spin-conserving Andreev reflection:

HSFA
1B = λSFA1 (ψ†L↑ψ

†
↑,R + ψ†R↓ψ

†
L↓ + h.c.)

= λSFA1 (iψ†L↑ψL↓ + iψ†R↓ψ↑,R + h.c.)

= 2
λSFA1

2πa
(iΓL↑ΓL↓ + iΓR↓ΓR↑) cos

√
2θσ.(46)
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Additionally, we also consider the following four-fermion
term

HSFA
2B =

λSFA2

(2πa)2
(ψ†L↑ψR↑ψ

†
L↓ψR↓ + h.c.)

= 2λSFA2 ΓL↑ΓR↑ΓL↑ΓL↓ΓR↓ cos 2
√

2φρ, (47)

which corresponds to two-electron backscattering. The
leading order perturbative RG equations for λSFA1 and
λSFA2 are give by

dλSFA1

dl
=

(
1− 1

Kσ

)
λSFA1 , (48)

dλSFA2

dl
= (1− 4Kρ)λ

SFA
2 . (49)

One can see that the first term λSFA1 is marginal for
SU(2) symmetric Luttinger liquid lead Kσ = 1, whereas
the second coupling becomes relevant for Kρ < 1/4 in-
dicating that the SFA fixed point becomes unstable for
strong repulsive interactions. If the SU(2) spin symme-
try is broken in the lead, the SFA fixed point becomes
unstable for Kσ > 1, and the system will flow towards
the A× A fixed point. On the other hand, the SFA is
stable for Kσ < 1.

4. RG analysis near spin-conserving Andreev fixed point
A× A

As shown in Sec. II B 1, the boundary conditions near

A× A fixed point are ψL,s(0) = eiαψ†R,s(0) with α = 0 or

π. Thus, the boson fields are θρ = ±π/
√

2 and θσ = 0 are
pinned at the boundary, and the Klein factors satisfy the
relations ΓL,s = ΓR,s = ΓR. In the U(1)-conserving case,
there are only irrelevant perturbations for 1/3 < Kρ < 1
such as two-electron backscattering

HA×A
2B =λA×A2 ψ†L↑(0)ψR↑(0)ψ†L↓(0)ψR↓(0) + h.c.

=
λ2

(2πa)2
sin(2

√
2φρ). (50)

Additionally, if U(1) symmetry is broken, the spin-flip
Andreev reflection processes are allowed

HA×A
1B = λA×A1 (ψ†R,↑(0)ψ†L,↓(0)− ψ†R,↓(0)ψ†L,↑(0)) + h.c.

= 4iΓ↑Γ↓ sin
√

2φσ. (51)

The leading order perturbative RG equations for λA×A1

and λA×A2 are give by

dλA×A1

dl
= (1−Kσ)λA×A1 , (52)

dλA×A2

dl
= (1− 4Kρ)λ

A×A
2 . (53)

One can see that the first term λA×A1 is marginal for
SU(2) symmetric Luttinger liquid lead Kσ = 1, whereas
the second coupling becomes relevant for Kρ < 1/4 indi-
cating that A× A fixed point becomes unstable for strong
repulsive interactions. If the SU(2) spin symmetry is bro-
ken in the lead, the A× A fixed point becomes unstable
for Kσ < 1, and the system will flow towards the SFA
fixed point. On the other hand, the A× A is stable for
Kσ > 1. Exactly at Kσ = 1, both λA×A1 and λSFA1 terms
are marginal and compete with each other. Thus, gener-
ically both spin-conserving and spin-flip Andreev reflec-
tion processes will be present and their relative strength
depends on microscopic details. This conclusion is consis-
tent with the non-interacting results (Kρ = 1) discussed
in Sec.II B 1. Our main results are summarized in Fig. 4.

III. MAJORANA KRAMERS PAIR -
QUANTUM DOT - NORMAL LEAD JUNCTION

A. Theoretical model

In this section we study effect of local electron-electron
interactions and consider the system consisting of a QD
with a single spin-degenerate level coupled to MKP γ↑,↓,
localized at the end of a TRITOPS, and a NL. The
schematic plot of the device is shown in Fig. 1 b). As-
suming that TR symmetry and U(1)-spin rotation sym-
metry are preserved and the induced gap in the topologi-
cal superconductor is sufficiently larger than other energy
scales of the problem, the low-energy effective Hamilto-
nian of the system can be written as

H =
∑
σ

εd†σdσ + Un↑n↓ + V +HNL (54)

V =
∑
σ

[iλσγσ(dσ + d†σ) + tσ(d†σψσ(0) + h.c.)] (55)

where d†σ and dσ are creation and annihilation operators
on the QD, nσ = d†σdσ, ε is the chemical potential of the
QD, U is the strength of the electron-electron interaction
on the QD, ψ†σ and ψσ are fermion creation and annihila-
tion operators in the NL, and t(λσ) is the tunneling coef-
ficient between the NL(MKP) and the QD. For the per-
turbative RG analysis, we adopted the same Hamiltonian
for NL as Eq. (1) with K = 1. For slave-boson mean-
field theory analysis, we assumed quadratic dispersion ξk
for the NL. We set tσ and λσ to be real. Time-reversal
symmetry requires t↑ = t↓ = t and λ↑ = −λ↓ = λ. The
Hamiltonian HNL represents semi-infinite NL (x ≥ 0)
with hopping t0. We are interested in the limit where
ε < 0, U + ε > 0 such that the QD favors single occupa-
tion, and weak coupling regime |t|, |λ| � min(−ε, U − ε).
We also consider the non-interacting limit for NL. In
this limit, one can simplify the effective Hamiltonian by
projecting it onto single-occupation subspace56, see Ap-
pendix D for details. The effective Hamiltonian becomes
H = HNL +Hb with the boundary Hamiltonian Hb being
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Hb = ξ+

[
t2

2
S · s(0) +

iλ2

2
γ↑γ↓Sy +

iλt

2

(
γ↑(ψ↑ + ψ†↑)Sz + γ↓(ψ↓ + ψ†↓)Sz + γ↑(ψ↓S

− + ψ†↓S
+)− γ↓(ψ↑S+ + ψ†↑S

−)

)]
+ ξ−

[
iλt

2

(
γ↑(ψ↑ + ψ†↑)− γ↓(ψ↓ + ψ†↓)

)]
, (56)

where S = d†ασαβdβ , s(0) = ψ†α(0)σαβψβ(0), S+ = Sx +
iSy, S− = Sx− iSy and the coefficients ξ± are defined as

ξ± =
1

|ε|
± 1

U − |ε|
. (57)

In the limit λ→ 0, the first term ∼ t2 drives the system
to the Kondo fixed point where a spin in QD and a spin
in the lead form a spin-singlet state. In the presence of
the Majorana coupling λ, additional terms appear in the
Hamiltonian. These Majorana-induced couplings favor
the strong-correlation between QD spin and MKP, and,
therefore, compete with Kondo coupling.

The critical difference between the present Hamilto-
nian (56) and that of time-reversal broken case with sin-
gle Majorana mode, for example in Ref. 57, is the pres-
ence of the second term ∼ λ2. This time-reversal pre-
serving interaction term between QD and MKP replaces
the Zeeman-like coupling in the single Majorana mode
case. While the Zeeman-like coupling becomes zero at
the particle-hole symmetric point in the previous study57,
this interaction term is proportional to ξ+ and is always
non-zero for any position of the level ε in the dot. There-
fore, one cannot apply the same method as in Ref. [57]
to find the exact solution at the particle-hole symmetric
point. To understand low-energy properties of the sys-
tem, we present below the results from two complemen-
tary calculations: perturbative RG analysis and slave-
boson mean-field theory in the limit of an infinite on-site
repulsion.

B. Weak coupling perturbative RG analysis

In order to understand the effect of Majorana induced
couplings on the infrared(IR) fixed point the system
flows to, we study RG flow of the boundary couplings
in the weak-coupling limit. First, we introduce the fol-
lowing rescaled couplings: M(l0) = ξ+λ

2, T1(l0) = λtξ−,
T2(l0) = λtξ+ and J(l0) = t2ξ+. After performing
standard bosonization procedure and rescaling the pa-
rameters, we obtain the following effective action at the

boundary:

Sb =

∫
dτ

2πa

{
iMγ↑γ↓Sy −

iaJzSz√
2v

∂τθσ

+iT1

[
γ↑Γ↑ cos

(
θρ + θσ√

2

)
− γ↓Γ↓ cos

(
θρ − θσ√

2

)]
+iT z2 Sz

[
γ↑Γ↑ cos

(
θρ + θσ√

2

)
+ γ↓Γ↓ cos

(
θρ − θσ√

2

)]
+iT⊥2

[
γ↑Γ↓

(
Sx cos

(
θρ − θσ√

2

)
+ Sy sin

(
θρ − θσ√

2

))
−γ↓Γ↑

(
Sx cos

(
θρ + θσ√

2

)
− Sy sin

(
θρ + θσ√

2

))]
−iJ⊥Γ↑Γ↓

(
Sx sin

√
2θσ + Sy cos

√
2θσ

)}
(58)

Here we have introduced couplings T z,⊥2 and Jz,⊥ for
convenience. We will recover spin-rotation symmetry by
setting T z2 = T⊥2 and Jz = J⊥ at the end of the cal-
culation. We will focus on the non-interacting limit for
NL, but adding small repulsive interaction in NL does
not change our conclusion.

Let us now perform perturbative RG analysis up to
the second order in couplings near ultraviolet normal re-
flection fixed point. The procedure of the calculations is
similar to the one presented in Appendix A and C. The
RG equations for the couplings read

dM

dl
= M +

T 2
2

πv
(59)

dT1

dl
=
T1

2
(60)

dT2

dl
=
T2

2
+
T2J

πv
(61)

dJ

dl
=
J2

πv
(62)

From these RG equations, we can see that M is the
most relevant coupling while the Kondo coupling is only
marginally relevant. Thus, the system generically flows
to the Majorana strong coupling fixed point. If ini-
tially M(l0) � J(l0), the system can still reach the
Kondo strong coupling fixed point. One can estimate
the crossover scale, λc, by solving M(l∗) = J(l∗) ∼ 1 (l∗

is the crossover length scale) which leads to the following
estimate for the critical coupling

λc ∼
1

ξ+
exp

(
− πv

2ξ+t2

)
, (63)
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which defines a crossover between the two regimes. In
deriving this estimate, we have ignored the second order
contributions from T 2

2 term assuming that it is small.
Around the Kondo strong coupling fixed point, the

spin operator in QD is absorbed by NL and, therefore,
acquires scaling dimension one. As a result, T2 and
M terms become irrelevant and marginal, respectively.
However, the term proportional to T1 is still relevant
and drives the system to Andreev reflection strong cou-
pling fixed point with A× A boundary condition and
G(0) = 4e2/h, see Sec. II A.

Let us now study the nature of Majorana strong cou-
pling fixed point defined by M(l∗) ∼ 1 and J(l∗) �
1. The two degenerate (Kramers) states that minimize
iMγ↑γ↓Sy term are

|ψ1〉 = |iγ↑γ↓ = −1, Sy = 1〉
(64)

|ψ2〉 = |iγ↑γ↓ = 1, Sy = −1〉.

Assuming that M is large, one can project the rest of
the boundary terms on to this low-energy manifold and
simplify the boundary problem. Since the ground state
is an eigenstate of Sy and iγ↑γ↓, the terms that are pro-
portional to γ ⊗ I and γ ⊗ Sy will be projected to zero.
The remaining boundary terms at particle-hole symmet-
ric point (i.e. T1 = 0) are

Hmb = iT2(l∗)
[
β↑(ψ↑ + ψ†↑)− β↓(ψ↓ + ψ†↓)

]
+
iJ(l∗)

2
β↑β↓(−iψ†↑ψ↓ + iψ†↓ψ↑), (65)

where introduced generalized Majorana operators β↑ =
(γ↑Sz − γ↓Sx)/2 and β↓ = −(γ↓Sz + γ↑Sx)/2. In the

ground state manifold with iγ↑γ↓Sy = −1, these new
operators behave as MKP, {βσ, βσ′} = 2δσ,σ′ . Now one
can notice that the effective Hamiltonian (65) is exactly
the same as that in Eq. (4) with Kρ = 1 and ∆AN = 0.
Therefore, using the results from the previous section
and the condition T2(l∗) � J(l∗), we can immediately
conclude that the system will flow to the strong coupling
fixed point under RG and will be governed by the A× A
boundary condition ψσ(0) = −ψ†σ(0).

As follows from the aforementioned analysis, the cou-
pling of QD to MKP leads to a non-trivial many-body
ground-state where the spin on the QD gets entangled
with the fermion parity of the MKP. Due to the change
in the boundary conditions for lead electrons, the zero-
bias tunneling conductance is G = 4e2/h due to perfect
Andreev reflection phenomenon. Further insight about
the physical properties of the system can be obtained us-
ing a complementary approach - slave-boson mean field
theory.

C. Slave-boson mean field theory

In this section, we develop a slave-boson mean-field
approach for an infinite repulsive interaction in QD (i.e.
U →∞). In this case one can completely exclude double
occupancy state from the Hilbert space, see, for example,
Ref.58. Next, one can represent the creation and annihi-
lation operators for the QD as d†σ → f†σb and dσ → fσb

†

with an additional constraint b†b+
∑
σ f
†
σfσ = 1 where b

is a boson operator representing an empty state. Thus,
the effective action of the system in terms of new fields
variables reads

Ssb =

∫
dτ
∑
σ

[∑
k

ψ∗k,σ(∂τ + ξk)ψk,σ + f∗σ(∂τ + ε)fσ + iλσγ
1
σ(fσb

∗ + f∗σb) +
∑
k

t(f∗σψk,σb+ ψ∗k,σfσb
∗)

+
1

2

∑
i=1,2

γiσ∂τγ
i
σ + iδ1σγ

1
σγ

2
σ + iδ2γ

1
σγ

2
−σ + η

(
b∗b− 1

2
+ f∗σfσ

)]
, (66)

where η is the Lagrange multiplier, γ1 and γ2 correspond
to the Majorana modes at the end of the TSC near the
QD and at the opposite end. δ1↑ = −δ1↓ = δ1 and δ2
mix the Majorana modes at the opposite ends for finite
size system.

1. Mean-field solution

We now develop self-consistent mean-field theory for
the problem. We first calculate mean-field solution for

the action (66) and replace boson fields with their mean-
field value 〈b〉 = 〈b∗〉 = b and solve for b and η. Here,
without loss of generality, we assumed that b is real since
the phase can be gauged away. In the next section, we
will study effect fluctuations around the mean-field sad-
dle point and specify precisely the meaning of the mean-
field solution for this low-dimensional model.

The mean-field equations can be obtained by minimiz-
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ing the action (66):

∂S

∂η
= b2 +

∑
σ

〈f∗σfσ〉 − 1 = 0 (67)

∂S

∂b
= 2bη + t

∑
k,σ

(〈f∗σψk,σ〉+ 〈ψ∗k,σfσ〉)

+i
∑
σ

λσ〈γ1
σ(f∗σ + fσ)〉 = 0 (68)

The details of the calculation of the correlation functions
are presented in the Appendix E. We first consider the
limit T, δ1, δ2 → 0 and assume that |ε| � |λ|,Γ where
Γ = πνF |t|2 such that the probability for empty state in
QD b2 is small. In this limit, the first equation becomes

ε+ η ≈ π

2
Γb4, (69)

Substituting η ≈ −ε back into Eq.(68) and neglecting
smaller terms, one finds

η − 2Γ

π
ln

Λ

Γb2
− |λ|√

2b
≈ 0 (70)

where we assumed λ � Γb. For λ → 0 we recover the
solution for the Kondo-dominated regime:

TK ≡ Γb2 = Λe−
π|ε|
2Γ . (71)

If Majorana coupling λ� λc, b is determined by the last
term in Eq. (70):

b ≈ |λ|√
2|ε|

. (72)

The crossover between two regimes occurs at

λc ≈
√

2Λ

Γ
|ε|e−

π|ε|
4Γ (73)

which qualitatively agrees with the estimate for λc from
the RG analysis, see Eq. (63). In the presence of the
Majorana splitting δ1 and δ2 and for arbitrary value of
λ/Γb, we can solve the mean-field equations numerically.
In terms of δ2

1 + δ2
2 ≡ δ2, the second mean-field equa-

tion(68) now becomes

|ε|
Γ
− 2

π
ln

Λ

Γb2
− 2I(b, λ̃, δ̃) = 0, (74)

where

I(b,λ̃, δ̃) =
b2λ̃2

π
× (75)∫ ∞

0

dx
x(x− δ̃2 − b2λ̃2)

(x+ b4)(x(x− δ̃2 − 2b2λ̃2)2 + b4(x− δ̃2)2)

One can numerically solve the Eq. (74) for self-consistent

solution b as a function of λ̃ = λ/Γ and δ̃ = δ/Γ, see Fig.
5 for results. One can see that if we increase the splitting
for Majoranas δ, the Kondo correlations become more
important and eventually start to dominate. As a result,
the magnitude of λc defining the crossover between two
different fixed points is increased.

0.0 0.5 1.0 1.5 2.0 2.5 3.0

0.0

0.5

1.0

1.5

2.0

2.5

3.0

Λ
�

∆�

0

0.5

FIG. 5. The solution b of the mean-field equation as a function
of λ̃ and δ̃. We set ε = −6Γ and Λ = 50Γ.

2. Gaussian fluctuations around mean-field solution

In the previous section, we found mean-field solution
for b and η of Eq. (66). We now analyze the stability of
the mean-field solution with respect to fluctuations. This
issue is rather subtle, and has been discussed extensively
in the context of the Kondo problem51. Indeed, one can
check that the action (66) is invariant with respect to
local gauge transformations b→ beiθ and f → eiθf . The
mean-field solution appears to break this U(1) symmetry.
However, as we will show below, the fluctuations will
restore this symmetry.

We now make a transformation to the “radial coor-
dinates” and rewrite b(τ) = s(τ)eiθ(τ). One can check
that the action (66) is invariant with respect to local
gauge transformations b → beiθ and f → eiθf and
η(τ)→ η+ i∂τθ. Therefore, we can expand the action in
terms of fluctuations δs(τ) and ∂τθ(τ)

s(τ) = s̄+ δs(τ), η(τ) = η̄ + i∂τθ(τ). (76)

around the corresponding saddle point. Here s̄ is the
mean-field solution for b, defined in the previous section.
After integrating out fermions, the effective action reads

Seff = −Tr ln
[
G−1(s, η)

]
+

∫
dτ
[
η(s2 − 1) + s∂τs

]
(77)

where

G−1(s, η) =

(
−G−1

f sGγs

sGγs −G̃−1
f

)
(78)
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and

Gf = − 1

∂τ + ε+ η + s(Gψ +Gγ)s
, (79)

G̃f = − 1

∂τ − ε− η + s(G̃ψ +Gγ)s
, (80)

Gψ = −
∑
k

t2

∂τ + ξk
, G̃ψ = −

∑
k

t2

∂τ − ξk
, (81)

Gγ = − λ2

∂τ + δ
. (82)

We now expand the fields s and η around their mean-field
values and collect the quadratic terms in δs and ∂τθ. In
Matsubara frequency domain, the effective action for the
Gaussian fluctuation can be written as

S
(2)
eff =

1

2β

∑
ν

(θ̇−ν δs−ν)

(
Γθ̇θ̇ν Γθ̇sν
Γθ̇sν Γssν

)(
θ̇ν
δsν

)
(83)

where we introduced Fourier transform

δs(τ) =
1

β

∑
ν

δsνe
−iωντ , θ̇(τ) =

1

β

∑
ν

θ̇νe
−iωντ (84)

with bosonic Matsubara frequency ων = 2πν/β. The
details of the calculation of the above matrix elements
Γij are given in Appendix F. Here we simply highlight

the main results. We first note that Γθ̇sν ≈ 2is̄ near the
mean-field solution η̄ ≈ −ε. Diagonal element Γssν and
Γθθν can be obtained using the analytic continuation of
fermionic Matsubara frequency iωn → ω and integrating
around the two branch cuts Im[ω] = 0 and Im[ω] = −ων .

The correlation function of δs and θ̇ is given by

Dθ̇θ̇(iων) =
Γssν

Γθ̇θ̇ν Γssν + 4s̄2
, (85)

Dss(iων) =
Γθ̇θ̇ν

Γθ̇θ̇ν Γssν + 4s̄2
, (86)

and govern the dynamics of the fluctuating fields δs(τ)

and θ̇(τ). We can now address the question regarding
the restoration of the broken U(1) symmetry.

Let us consider the correlation function 〈b(τ)b∗(0)〉.
The mean-field solution assumes that 〈b(τ)b∗(0)〉 → s̄2

for τ → ∞. It has been shown, however, in Ref.51

that above correlation function for the generalized An-
derson model decays as a power-law 〈b(τ)b∗(0)〉 ∝ |τ |−α
with some non-universal exponent. We now perform a
similar analysis for QD-MKP problem at hand. Since
〈s(τ)s(0)〉 ∼ s̄2 in the long time limit, one can decouple
amplitude and phase fluctuations

〈b(τ)b∗(0)〉 ≈ s̄2〈ei(θ(τ)−θ(0))〉

= s̄2 exp(−1

2
〈[θ(τ)− θ(0)]2〉). (87)
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FIG. 6. The function Im[Dθ̇θ̇(Ω)] for different values of λ and
δ. Here panels a) and b) correspond to δ = 0.01 and λ = 0.2;
we used Γ = 1, ε = −5, Λ = 50 here.

We can evaluate the exponent, following Ref.51, as

1

2
〈[θ(τ)− θ(0)]2〉 =

1

β

∑
ν 6=0

Dθ̇θ̇

ω2
ν

(1− e−iωντ ) (88)

= −
∮

dΩ

2πi

1− e−Ωτ

1− e−βΩ

Dθ̇θ̇(Ω)

Ω2
(89)

T→0
= −

∫ ∞
0

dΩ

π

1− e−Ωτ

Ω2
Im[ lim

ξ→0+
Dθ̇θ̇(Ω + iξ)].

Here Matsubara sum was evaluated by integrating along
the branch cut Im[Ω] = 0 using the analytic continuation
for bosonic Matsubara frequency iων → Ω. We find that
Im[Dθ̇θ̇(Ω + iε)] ∝ −αΩ in low frequency limit, see Fig.
6. Here we eventually take ε → 0. Thus, the correlation
function

〈b(τ)b∗(0)〉 ∝ τ−α (90)

decays as a power law, which is a key result of this section.
In this sense, the situation is analogous to slave-boson
theory for the Kondo problem. The expression for α as
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FIG. 7. The exponent α as a function of Majorana coupling
strength λ.

a function of λ0 = λ/Γs̄ in the limit of zero splitting for
MKP, δ → 0, is given by

α =
1

2

1

(h(λ0) + s̄2π2/4)
(91)

h(λ)=

−
ln[4λ4]

8λ2 − 1−4λ2

8λ2
√

1−8λ2
ln
[

1−4λ2+
√

1−8λ2

1−4λ2−
√

1−8λ2

]
, λ < 1

2

− ln[4λ4]
8λ2 − 1−4λ2

4λ2
√

1−8λ2

(
π
2−tan−1 1−4λ2

√
1−8λ2

)
, λ ≥ 1

2

Using the corresponding mean-field solution of Eq. (68),
one can evaluate the exponent α, see Fig. 7. We find that
the exponent α moderately increases with λ. When the
Majorana splitting energy δ becomes larger, α decreases
and eventually approaches the value in the Kondo limit
α = 1

2 +O(s̄2).
Overall, we find that the correlation function (87) de-

cays as a power law in the long-time limit which is quali-
tatively similar to phase fluctuations in the Kondo prob-
lem51. This is the main result of this section showing
that fluctuations ultimately restore U(1) symmetry, in
agreement with the Mermin-Wagner theorem, but the
correlation function decays slowly in comparison with
the “disordered” high-temperature limit. The situation
is reminiscent of quasi-long range order where the fluc-
tuations ultimately restore broken symmetry but, at the
same time, there is a well-defined mean-field amplitude
of fluctuations (i.e. s̄ 6= 0) which opens up a gap in the
spectrum.

D. Differential tunneling conductance

Using the mean-field theory developed in the previous
sections, one can now calculate transport properties of
the NL-QD-TSC junction. To compute the differential
conductance G, one needs to compute scattering matrix

of the system within the mean-field approximation. The
slave-boson mean-field Hamiltonian can be written as

Hsb = HNL +
∑
σ

[∑
k

tb(f†σψk,σ + ψ†k,σfσ) + ε̃f†σfσ

+iλσbγ
1
σ(f†σ + fσ) + iδ1σγ

1
σγ

2
σ + iδ2γ

1
σγ

2
−σ

]
.(92)

The scattering matrix for electrons close to the Fermi
level is given by

S(E) = 1 + 2πiŴ †(Hlocal − E − πiŴŴ †)−1Ŵ , (93)

where Hlocal is the Hamiltonian describing the “local im-
purity” and Ŵ ∝ tb is the matrix of coupling constants
between local degrees of freedom and lead electrons.

Using the scattering matrix one can compute the prob-
ability for Andreev reflection and ultimately obtain dif-
ferential conductance G(V ). In agreement with the anal-
ysis in Sec. III B, we find that zero-bias differential con-
ductance is quantized G(0) = 4e2/h. In the limit of small
bias voltage and zero splitting δ → 0, the differential con-
ductance G(V ) reads

G(V ) ≈ 4e2

h

Γ2
eff

Γ2
eff + (eV )2

(94)

with the width of the zero-bias peak changing from Γeff ≈
min{TK , 2λ2

Γ } in Kondo-dominated to Γeff ≈ Γλ2

2ε2 in the
Majorana-dominted regime.

In addition to the differential conductance, the signa-
tures of MKP should be observable in shot noise and full
counting statistics measurements as have been discussed
in the context of a quantum dot coupled to a single Ma-
jorana zero mode, see, e.g., Refs. 59 and 60.

IV. CONCLUSIONS

We study two new boundary impurity problems in-
volving MKPs: Luttinger liquid - MKP and NL - QD -
MKP junctions, see Fig. 1. The presence of MKPs in
these systems leads to a drastic change of their physical
properties. A well-known example is the change of the
differential tunneling conductance through such a junc-
tion from essentially zero (perfect normal reflection) to
4e2/h (perfect Andreev reflection)33,42. This result, how-
ever, was obtained for non-interacting systems, and we
extend the analysis to interacting systems.

For the first example (i.e. Luttinger liquid - MKP
junction) we consider electron-electron interactions in the
bulk of the wire. We find that perfect Andreev reflection
fixed point is stable with respect to weak repulsive inter-
actions in the lead. This result should be contrasted with
the conventional Luttinger liquid - s-wave superconduc-
tor junction where weak repulsive interactions destabilize
Andreev reflection fixed point and drive the system back
to the normal reflection fixed point45. The reason for
such a difference is the relative sign change in Andreev
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boundary conditions indicating that Luttinger liquid -
MKP junction is similar, in this sense, to Luttinger liq-
uid coupled to spin-triplet p-wave superconductor rather
than spin-singlet s-wave superconductor. We perform
perturbative RG analysis near perfect normal reflection
and perfect Andreev reflection fixed points and propose
a phase diagram, see Fig. 4.

Next we investigate effect of local repulsive interac-
tions in the normal lead-quantum dot- TRI topological
superconductor junction. We show that the system flows
to a new fixed point which is characterized by a strong
entanglement of a QD spin with a MKP. These correla-
tions ultimately lead to the change of boundary condi-
tions for lead electrons: from Kondo to perfect Andreev
boundary conditions. Using a combination of a pertur-
bative RG analysis and slave-boson mean-field theory we
identify the ground-state of the system and calculate tun-
neling conductance through the junction, demonstrating
that zero-temperature differential tunneling conductance
is 4e2/h. As we increase Majorana coupling λ, the width
of the zero-bias peak exhibits a crossover from the Kondo
temperature TK to Γλ2/ε2 in the Majorana-dominated
regime. We have also studied effect of quantum fluctu-
ations near the slave-boson mean-field saddle point and
demonstrated that the mean-field solution is well-defined
(in the quasi-long range order sense) and thus can be used
to calculate the spectrum in the QD as well as other ob-
servables.

Our work represents the first step in understanding
the signatures of Majorana Kramers pairs (class DIII su-
perconductor) when coupled to an interacting lead. As
we have shown, the phase diagram in this case is much
richer than in the case of a single Majorana mode (class
D superconductor), see Ref.45. Our perturbative ap-
proach does not capture the crossover regime between
perfect normal reflection and perfect Andreev reflection.
It would be interesting to understand the phase diagram
for 1/4 < Kρ . 1/3 using numerical methods and check
our conjectured phase diagram.

In this paper we also analyzed Gaussian fluctuations
around the slave-boson mean-field solution, see Sec.
III C 2. We confirmed the stability of the low-energy
mean-field solution by calculating the correlation func-
tion of the slave bosons. It would be interesting to study
other physical quantities numerically such as impurity
spectral function and magnetic susceptibility of the im-
purity.

Note added. While this manuscript was in preparation,
we became aware of related independent work on this
subject61 which has some overlap with Sec. II.

V. ACKNOWLEDGEMENTS

We are grateful to Dmitry Pikulin, Jian Li and Andrei
Bernevig for stimulating discussions. YK was supported
by the Samsung Scholarship. RL wishes to acknowledge
the hospitality of the Aspen Center for Physics and the

support under NSF Grant #1066293. EG, JP and KF
acknowledges the support from the Danish National Re-
search Foundation.



15

Appendix A: Second order perturbative RG calculation for the case with U(1) symmetry

In this Appendix we provide details for the perturbative RG calculation for the case with U(1) symmetry. We will
use momentum shell RG procedure and calculate each term that is generated in the second order of perturbation
theory.

In order to obtain the quadratic corrections to the RG flow Eq. (14) and Eq. (15) of the main text, let us consider
the contribution from the t↑t↓ term:

δS(tt) = −1

2

∫
dτ

∫
dτ ′

t↑t↓
(2πa)2

γ↑(τ)Γ↑(τ) γ↓(τ
′)Γ↓(τ

′) (A1)

×
(〈

cos
θρ(τ) + θσ(τ)√

2
cos

θρ(τ
′)− θσ(τ ′)√

2

〉
>

−
〈

cos
θρ(τ) + θσ(τ)√

2

〉
>

〈
cos

θρ(τ)− θσ(τ)√
2

〉
>

)
.

Here 〈. . .〉> denotes integrating out the fast modes, Λ/b < |ω| < Λ, where b = el ≈ 1 + dl describes the change in UV

cutoff under RG procedure. One can evaluate above correlation functions using the following identity 〈e
i√
2
θ>j (τ)〉 =

e−
1
4 〈θ

>
j (τ)2〉. Taking into account that the correlation function 〈(θ<j (τ) − θ<j (τ ′))2〉< decays sufficiently quickly with

τ − τ ′, one can use the following approximation:

ei(θ
<
j (τ)−θ<j (τ ′)) ≈ (1 + (τ − τ ′)∂τθ<j + . . .)e−

1
2 〈(θ

<
j (τ)−θ<j (τ ′))2〉< (A2)

where the correlation functions are given by

〈(θj(τ)− θj(τ ′))2〉 = 〈(θ<j (τ)− θ<j (τ ′))2〉< + 〈(θ>j (τ)− θ>j (τ ′))2〉> =
2

Kj
ln

[
a

v|τ − τ ′|+ a

]
(A3)

gj(τ − τ ′) ≡ 〈θ>j (τ)θ>j (τ ′)〉> =
1

Kj

∫ Λ

Λ/b

dω

ω
cos(ω|τ − τ ′|). (A4)

After some manipulations, one finds that〈
cos

θρ(τ) + θσ(τ)√
2

cos
θρ(τ

′)− θσ(τ ′)√
2

〉
>

=
1

2

 cos
θ<σ (τ)+θ<σ (τ ′)√

2

(Λ|τ − τ ′|+ 1)
1

2Kρ

e−
1
2 (gσ(0)+gσ(τ−τ ′)) +

cos
θ<ρ (τ)+θ<ρ (τ ′)

√
2

(Λ|τ − τ ′|+ 1)
1

2Kσ

e−
1
2 (gρ(0)+gρ(τ−τ ′))

 . (A5)

The contribution of disconnected part is given by〈
cos

θρ(τ) + θσ(τ)√
2

〉
>

〈
cos

θρ(τ)− θσ(τ)√
2

〉
>

(A6)

=
1

2

 cos
θ<σ (τ)+θ<σ (τ ′)√

2

(Λ|τ − τ ′|+ 1)
1

2Kρ

e−
1
2 (gσ(0)+gρ(τ−τ ′)) +

cos
θ<ρ (τ)+θ<ρ (τ ′)

√
2

(Λ|τ − τ ′|+ 1)
1

2Kσ

e−
1
2 (gρ(0)+gσ(τ−τ ′))

 . (A7)

Before we proceed, it is important to note that

gj(τ − τ ′) ≡ 〈θ>j (τ)θ>j (τ ′)〉 =
1

Kj

∫ Λ

Λ/b

dω

ω
cos[ω(τ − τ ′)] ≈ 1

Kj
cos[Λ(τ − τ ′)]dl (A8)

and thus gj(0) ≈ dl/Kj . Let’s introduce new variables: center-of-mass T = τ+τ ′

2 and relative coordinates s = τ − τ ′.
The correction to the action to the linear order of dl becomes

δS(tt) =
1

4

t↑t↓
(2πa)2

∫ ∞
0

dT

∫ ∞
−∞

dsγ↑γ↓Γ↑Γ↓ cos
θσ(T + s/2) + θσ(T − s/2)√

2

(
1

2Kρ
− 1

2Kσ

)(
cos(Λs)

(Λ|s|+ 1)
1

2Kρ

)
dl

+
1

4

t↑t↓
(2πa)2

∫ ∞
0

dT

∫ ∞
−∞

dsγ↑γ↓Γ↑Γ↓ cos
θρ(T + s/2) + θρ(T − s/2)√

2

(
1

2Kσ
− 1

2Kρ

)(
cos(Λs)

(Λ|s|+ 1)
1

2Kσ

)
dl(A9)
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Since the above expression has a power law decay in Λ|s|, the contributions to the integral comes from the short time
|s| ∼ 1/Λ. After the simplification, the total contribution to the effective action reads

δS(tt) ≈ 1

4

t↑t↓
(2πa)2

2dl

Λ

(
1

2Kρ
− 1

2Kσ

)
C

(
1

2Kρ

)∫ β

0

dTγ↑γ↓Γ↑Γ↓ cos
√

2θσ(T )

+
1

4

t↑t↓
(2πa)2

2dl

Λ

(
1

2Kσ
− 1

2Kρ

)
C

(
1

2Kσ

)∫ β

0

dTγ↑γ↓Γ↑Γ↓ cos
√

2θρ(T ) (A10)

where the function C(ν) is defined as

C(ν) = lim
δ→0+

∫ ∞
0

e−δx cosx

(1 + x)ν
dx. (A11)

Notice that C(ν) is proportional to ν when ν → 0. Away from v = 0 is simply O(1) constant which can be absorbed
into the definition of the coupling constants.

Combining all the terms in Eq. (A10), we find the following contributions to the RG equations at quadratic order
in t:

d∆(2)

dl
= − t2

4πv

(
1

Kρ
− 1

Kσ

)
(A12)

d∆
(2)
AN

dl
=

t2

4πv

(
1

Kρ
− 1

Kσ

)
, (A13)

see Eqs. (14) and Eq. (15) of the main text. Note that factor of 2 here originates from the switching time coordinates
τ and τ ′.

We now consider the contribution to RG equations from the crossed terms proportional to t∆, see Eq. (13) in the
main text. The relevant terms in the second order expansion of ST are

δS(t∆) = −1

2

∫
dτ

∫
τ ′
−i t↑∆
(2πa)

2 γ↑(τ)Γ↑(τ) γ↑(τ
′)γ↓(τ

′)Γ↑(τ
′)Γ↓(τ

′)

×
(
〈cos

θρ(τ) + θσ(τ)√
2

cos
√

2θσ(τ ′)〉> − 〈cos
θρ(τ) + θσ(τ)√

2
〉>〈cos

√
2θσ(τ ′)〉>

)
. (A14)

Given that 〈γs(τ)γs(τ
′)〉 = sgn(τ − τ ′) and 〈Γs(τ)Γs(τ

′)〉 = sgn(τ − τ ′), above correlation function can be simplified

γ↑(τ)Γ↑(τ) γ↑(τ
′)γ↓(τ

′)Γ↑(τ
′)Γ↓(τ

′) = γ↓(τ
′)Γ↓(τ

′). (A15)

Next, we evaluate the bosonic part of the correlation function

〈cos
θρ(τ) + θσ(τ)√

2
cos
√

2θσ(τ ′)〉> − 〈cos
θρ(τ) + θσ(τ)√

2
〉>〈cos

√
2θσ(τ ′)〉>

≈ 1

2Kσ
cos

θ<ρ (T )− θ<σ (T )
√

2

cos(Λs)dl

(Λ|s|+ 1)
1

2Kσ

. (A16)

Here we dropped irrelevant terms generated by the RG procedure such as cos
θ<ρ (τ)+3θ<σ (τ)

√
2

. Using similar steps as in

the previous section, we obtain the correction to the action proportional t∆:

δS(t∆) ≈ 1

4

i t↑∆

(2πa)
2

2dl

Λ

1

2Kσ
C

(
1

2Kσ

)∫ β

0

dTγ↓(T )Γ↓(T ) cos
θρ(T )− θσ(T )√

2
. (A17)

Similarly, we evaluate the contribution to the effective action from t↑∆AN term to find

δS(t∆AN) = −1

2

∫
dτ

∫
dτ ′
−i t↑∆AN

(2πa)
2 γ↑(τ)Γ↑(τ) γ↑(τ

′)γ↓(τ
′)Γ↑(τ

′)Γ↓(τ
′)

×
(
〈cos

θρ(τ) + θσ(τ)√
2

cos
√

2θρ(τ
′)〉 − 〈cos

θρ(τ) + θσ(τ)√
2

〉〈cos
√

2θρ(τ
′)〉
)

≈ 1

4

i t↑∆AN

(2πa)
2

2dl

Λ

1

2Kρ
C

(
1

2Kρ

)∫ β

0

dTγ↓(T )Γ↓(T ) cos
θρ(T )− θσ(T )√

2
. (A18)
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Once again here we dropped the irrelevant term cos
3θ<ρ (τ)+3θ(τ)

√
2

. Combining all the terms in Eq. (A10), we find the

quadratic part of the RG flow Eq. (13) in the main text:

dt

dl
= − ∆t

4πvKσ
− ∆ANt

4πvKρ
. (A19)

Appendix B: Boundary conditions in the presence of spin-orbit coupling

In order to perform the bosonization procedure, we first analyze the non-interacting Hamiltonian and calculate
proper boundary conditions for fermion fields at the boundary x = 0. The corresponding Schrodinger equation is
given by (~ = 1) [(

− 1

2m

d2

dx2
−µ+V (x)

)
Î+

(
αRi

d

dx

)
σ̂y

]
ψ(x) = Eψ(x), (B1)

where Î is 2× 2 identity matrix and σ̂i is Pauli matrix, the potential V (x) is given by

V (x) =

{
V for x < 0

0 for x > 0
, (B2)

with V � EF and EF being the Fermi energy. The eigenfunctions can be written as

ψI(x > 0) = φ↑Le
ik1x| ↑〉+ φ↓Le

ik2x| ↓〉
+ φ↑Re

−ik2x| ↑〉+ φ↓Re
−ik1x| ↓〉, (B3)

ψII(x < 0) = A↑e
κ↑x| ↑〉+A↓e

κ↓x| ↓〉 (B4)

where | ↑ / ↓〉 are the eigenstates of σ̂y (i.e. σ̂y| ↑ / ↓〉 = ±| ↑ / ↓〉) and
~2k2

1/2

2m −µ∓αRk1/2 = E; κ↑/↓ = i± mαR
~ +κ0

with κ0 =

√
V − µ− E − m2α2

R

~2 > 0. We impose the following boundary conditions

ψI(0
+) = ψII(0

−)

(B5)(
∂xI + i

mαR
~

σ̂y

)
ψI(0

+) =
(
∂xI + i

mαR
~

σ̂y

)
ψII(0

−)

(Note that the current operator in the presence of SOC is J = ∂H
∂Px

= −i ~m (∂xI + imαR~ σ̂y)), and obtain

φ↑L
φ↑R

=
i(k2 + mαR

~ ) + κ0

i(k1 − mαR
~ )− κ0

= eiζ ,

φ↓L
φ↓R

=
i(k1 − mαR

~ ) + κ0

i(k2 + mαR
~ )− κ0

= eiζ . (B6)

where we use the condition k1 − mαR
~ = k2 + mαR

~ . Therefore, the boundary condition is simply ψL↑(0) = eiζψ↑,R(0)

and ψL↓(0) = eiζψR↓(0) (R/L denotes right/left moving field, and ↑ / ↓ is the spin index). As long as the scattering
at the boundary preserves helicity (i.e. boundary operator commutes with the Hamiltonian), the boundary conditions
at x = 0 correspond to perfect normal reflection of σy eigenstates. Therefore, we can proceed by using standard
Abelian bosonization procedure in the basis of σy-eigenstates.

Appendix C: Second order perturbative RG calculation with broken U(1) symmetry

In this section we evaluate additional terms contributing to the RG equations when U(1) symmetry is broken.
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We first consider the contribution of ∆̃t↓ to the RG flow Eq. (37)in the main text:

δS(∆̃t↓) =
1

2

∫
dτ

∫
dτ ′

∆̃

2πv
(−1)γ↑(τ)γ↓(τ)

it↓
2πa

γ↓(τ
′)Γ↓(τ

′)

× 1

2
√

2

[
〈∂τθσ(τ)e

i√
2
(θσ(τ ′)−θρ(τ ′))〉 − 〈∂τθσ(τ)〉〈e

i√
2
(θσ(τ ′)−θρ(τ ′))〉

+〈∂τθσ(τ)e
− i√

2
(θσ(τ ′)−θρ(τ ′))〉 − 〈∂τθσ(τ)〉〈e−

i√
2
(θσ(τ ′)−θρ(τ ′))〉

]
≈ −b

− 1
4

8πv

i∆̃t↓
2πa

∫
dTγ↑Γ↓ sin

θ<ρ − θ<σ√
2

∫
ds sgn(s)∂sgσ(s)

≈ ∆̃t↓
2πa

dl

4πvKσ

∫
dT iγ↑Γ↓ sin

θ<ρ − θ<σ√
2

. (C1)

Here we use the definition gj(τ − τ ′) = 〈θ>j (τ)θ>j (τ ′)〉with gj(0) = ln b/Kj , and the following relations

〈∂τθσ(τ)e
± i√

2
θσ(τ ′)〉 = ∂τθ

<
σ (τ) e

± i√
2
θ<σ (τ ′)

e−
1
4 〈(θ

>
σ )2〉 + e

± i√
2
θσ(τ ′)〈∂τθ>σ (τ)e

± i√
2
θ>σ (τ ′)〉, (C2)

〈∂τθσ(τ)〉〈e±
i√
2
θσ(τ ′)〉 = ∂τθ

<
σ (τ) e

± i√
2
θ<σ (τ ′)

e−
1
4 〈(θ

>
σ )2〉, (C3)

〈∂τθ>σ (τ)e
± i√

2
θ>σ (τ ′)〉 =

±i√
2
∂τ 〈θ>σ (τ)θ>σ (τ ′)〉e− 1

4 〈(θ
>
σ )2〉 (C4)

lim
δ→0+

∫
ds sgn(s)∂sgσ(s)e−δ|s| = − 2

Kσ
ln b ≈ −2dl

Kσ
. (C5)

At the end of the day, the correction to the RG equation reads

dt̃↑↓
dl

= − ∆̃t↓
2πvKσ

. (C6)

Similarly, the contribution of ∆̃t↑ will generate the following contribution: the RG equation

dt̃↓↑
dl

= − ∆̃t↑
2πvKσ

. (C7)

The cross term ∆̃t̃ leads to the similar correction to t. It is also straightforward to compute the contributions from
∆t̃i terms using the same technique as in Appendix A.

We now evaluate the contribution of the tt̃ term in the second order expansion of ST , see Eq. (39) in the main text.

During this calculation we will encounter the expressions such as e
i
θρ(τ)+θσ(τ)

√
2 e

−i θρ(τ′)+θσ(τ′)
√

2 . This term will contribute
to the RG flow of ∆̃. In order to demostrate this, one needs to carefully expand above expression up to the linear
order in s:

e
i
θρ(τ)+θσ(τ)

√
2 e

−i θρ(τ′)+θσ(τ′)
√

2 = e
i
θρ(τ)−θρ(τ′)

√
2 e

i
θσ(τ)−θσ(τ′)√

2 (C8)

=

(
1 + s

i∂T θρ√
2

)
1

(Λ|s|+ 1)
1

2Kρ

(
1 + s

i∂T θσ√
2

)
1

(Λ|s|+ 1)
1

2Kσ

(C9)

∼
(

1

Λ|s|+ 1
+

sgn(s)

Λ

i∂T (θρ + θσ)√
2

)
1

(Λ|s|+ 1)
1

2Kρ
+ 1

2Kσ
−1

(C10)
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After some algebra, one finds

δStt̃ = −1

2

∫
dτ

∫
dτ ′

{
tt̃

(2πa)2
iγ↑(τ)Γ↑(τ)iγ↓(τ

′)Γ↑(τ
′)

×
[
〈cos

θρ + θσ(τ)√
2

sin
θρ + θσ(τ ′)√

2
〉 − 〈cos

θρ + θσ(τ)√
2

〉〈sin θρ + θσ(τ ′)√
2

〉
]

+
tt̃

(2πa)2
iγ↓(τ)Γ↓(τ)iγ↑(τ

′)Γ↓(τ
′)

×
[
〈cos

θρ − θσ(τ)√
2

sin
θρ − θσ(τ ′)√

2
〉 − 〈cos

θρ − θσ(τ)√
2

〉〈sin θρ − θσ(τ ′)√
2

〉
]}

≈ 1

2

∫
dT

∫
ds

tt̃

(2πa)2Λ
γ↑γ↓

∂τθσ√
2

cos(sΛ)

(Λ|s|+ 1)
1

2Kρ
+ 1

2Kσ
−1

(
1

2Kρ
+

1

2Kσ

)
dl

≈ − 1

8πv

tt̃

2πv

(
1

Kρ
+

1

Kσ

)
dl C

(
1

2Kρ
+

1

2Kσ
− 1

) ∫
dT iγ↑Γ↑

i∂T θσ√
2
. (C11)

Once again we have to multiply the above expression by 2 due to the symmetry of between τ and τ ′.

1. Perturbative RG equations near normal reflection fixed point: From Eq. (36) to Eq. (39)

Taking into account above results, one finds the following system of RG equations for generic values of Kρ and Kσ:

dt

dl
=

(
1− 1

4Kρ
− 1

4Kσ
− C(1/2Kσ)∆

4πvKσ

)
t− ∆̃t̃

2πvKσ
, (C12)

dt̃

dl
=

(
1− 1

4Kρ
− 1

4Kσ
+
C(1/2Kσ)∆

4πvKσ

)
t̃− ∆̃t

2πvKσ
, (C13)

d∆

dl
= −C(1/2Kρ)

4πv

(
1

Kρ
− 1

)
(t2 − t̃2), (C14)

d∆̃

dl
= −C(1/2Kρ + 1/2Kσ − 1)

4πv

(
1

Kρ
+

1

Kσ

)
tt̃, (C15)

Compare with Eqs. (36) and (39) in the main text. Provided the coefficients C(xi) are non-zero (i.e. Kρ,Kσ 6= 1/2),

one can rescale C(1/2Kσ)∆→ ∆,
√
C(1/2Kρ)C(1/2Kσ) t→ t and

√
C(1/2Kρ)C(1/2Kσ) t̃→ t̃ to absorb the C(ν)’s

in first three equations. Then the last equation becomes

d∆̃

dl
= −C(1/2Kρ + 1/2Kσ − 1)

C(1/2Kρ)C(1/2Kσ)

(
1

Kρ
+

1

Kσ

)
tt̃

4πv
, (C16)

and we recover Eq. (42).

Appendix D: Derivation of the boundary Hamiltonian for Majorana-QD-LL system

In this section we present details for the derivation of effective boundary Hamiltonian of our model. To derive the
low-energy Hamiltonian we perform a Schrieffer-Wolff transformation56 and project out zero- and double-occupancy
sectors. The projection operators to the n-occupation subspace Pn are given by

P0 = (1− n↑)(1− n↓), (D1)

P1 = ((1− n↑)n↓ + (1− n↓)n↑, (D2)

P2 = n↑n↓. (D3)

The effective Hamiltonian can be written as

Heff = H11 +
∑
n=0,2

H1n
1

E −Hnn
Hn1, (D4)
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where

Hmn = PmHPn. (D5)

After some algebra, we find that

H11 = HNL (D6)

H01 =
∑
σ

(tψ†σ + iλσγσ)dσ(1− n−σ), (D7)

H10 =
∑
σ

(−tψσ + iλσγσ)d†σ(1− n−σ), (D8)

H12 =
∑
σ

(tψ†σ + iλσγσ)dσn−σ, (D9)

H21 =
∑
σ

(−tψσ + iλσγσ)d†σn−σ. (D10)

Using the above expressions with the low energy assumption E � min(−ε, U − ε), we get second order in t and λ
corrections to the Hamiltonian:

H12
1

E −H22
H21 =

1

|ε| − U
∑
σ,σ′

[
t2ψ†σψσ′ + λσλσ′γσγσ′ + iλσtγσψσ′ + iλσ′tγσ′ψ

†
σ

]
dσn−σd

†
σ′n−σ′

=
∑
σ,σ′

Dσ,σ′ , (D11)

H10
1

E −H00
H01 = − 1

|ε|
∑
σ,σ′

[
t2ψσψ

†
σ′ + λσλσ′γσγσ′ − iλσtγσψ†σ′ − iλσ′tγσ′ψσ

]
d†σn̄−σdσ′ n̄−σ′

=
∑
σ,σ′

Zσ,σ′ , (D12)

where n̄σ = 1− nσ, and Dσ,σ′ and Zσ,σ′ are given by

D↑↑ =
1

|ε| − U
[
t2ψ†↑ψ↑ + λ2 + iλtγ↑(ψ↑ + ψ†↑)

]
n↓, (D13)

D↓↓ =
1

|ε| − U
[
t2ψ†↓ψ↓ + λ2 − iλtγ↓(ψ↓ + ψ†↓)

]
n↑, (D14)

D↑↓ =
1

|ε| − U
[
t2ψ†↑ψ↓ − λ

2γ↑γ↓ + iλt(γ↑ψ↓ − γ↓ψ†↑)
]
(−d†↓d↑), (D15)

D↓↑ =
1

|ε| − U
[
t2ψ†↓ψ↑ − λ

2γ↓γ↑ − iλt(γ↓ψ↑ − γ↑ψ†↓)
]
(−d†↑d↓), (D16)

Z↑↑ =
1

|ε|
[
t2ψ†↑ψ↑ − λ

2 + iλtγ↑(ψ↑ + ψ†↑)
]
n↑, (D17)

Z↓↓ =
1

|ε|
[
t2ψ†↓ψ↓ − λ

2 − iλtγ↓(ψ↓ + ψ†↓)
]
n↓, (D18)

Z↑↓ =
1

|ε|
[
t2ψ†↓ψ↑ + λ2γ↑γ↓ + iλt(γ↑ψ

†
↓ − γ↓ψ↑)

]
d†↑d↓, (D19)

Z↓↑ =
1

|ε|
[
t2ψ†↑ψ↓ + λ2γ↓γ↑ − iλt(γ↓ψ†↑ − γ↑ψ↓)

]
d†↓d↑. (D20)
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Introducing the spin operators, S = d†ασαβdβ , s(0) = ψ†α(0)σαβψβ(0) and Sγ = γασαβγβ simplifies Eq.(D11) and
(D12):

H12
1

E −H22
H21 =

1

U − |ε|

[
t2

2
(S · s(0)− n↑(0)− n↓(0))− λ2

2
(SyS

γ
y + 2) +

iλt

2

{
(γ↑(ψ↑ + ψ†↑) + γ↓(ψ↓ + ψ†↓))Sz

+ γ↑(ψ↓S
− + ψ†↓S

+)− γ↓(ψ↑S+ + ψ†↑S
−)− (γ↑(ψ↑ + ψ†↑)− γ↓(ψ↓ + ψ†↓))

}]
, (D21)

H10
1

E −H00
H01 =

1

|ε|

[
t2

2
(S · s(0) + n↑(0) + n↓(0))− λ2

2
(SyS

γ
y − 2) +

iλt

2

{
(γ↑(ψ↑ + ψ†↑) + γ↓(ψ↓ + ψ†↓))Sz

+ γ↑(ψ↓S
− + ψ†↓S

+)− γ↓(ψ↑S+ + ψ†↑S
−) + (γ↑(ψ↑ + ψ†↑)− γ↓(ψ↓ + ψ†↓))

}]
, (D22)

By ignoring the terms correspond to small shifts in chemical potential, we finally get the low energy effective Hamil-
tonian Hb in Section III A.

Appendix E: Green’s functions in the slave-boson mean-field theory

To evaluate the correlation functions in Eqs. (67) and (68), we first transform the action to the Matsubara frequency
domain after the mean-field approximation:

Ssb =
∑
n,σ

[∑
k

ψ∗k,n,σ(−iωn + ξk)ψk,n,σ + f∗n,σ(−iωn + ε̃)fn,σ + iλσbγ
1
−n,σ(fn,σ + f∗−n,σ) +

∑
k

tb(f∗n,σψk,n,σ + ψ∗k,n,σfn,σ)

− 1

2

∑
i=1,2

iωnγ
i
−n,σγ

i
n,σ + iδ1σγ

1
−n,σγ

2
n,σ + iδ2γ

1
−n,σγ

2
n,−σ

]
, (E1)

where ε̃ = ε+ η. Next, we integrate out the NL fermion fields ψ∗ and ψ to find the following effective action:

Seff(f, γ1, γ2) =
∑
n,σ

[
f∗n,σ(−iωn + ε̃+

∑
k

t2b2

iωn − ξk
)fn,σ + iλσbγ

1
−n,σ(fn,σ + f∗−n,σ)−

∑
i=1,2

iωn
2
γi−n,σγ

i
n,σ

+iδ1σγ
1
−n,σγ

2
n,σ + iδ2γ

1
−n,σγ

2
n,−σ

]
, (E2)

=
∑
n,σ

[
f∗n,σ(−i(ωn + Γn) + ε̃)fn,σ + iλσbγ

1
−n,σ(fn,σ + f∗−n,σ)−

∑
i=1,2

iωn
2
γi−n,σγ

i
n,σ

+iδ1σγ
1
−n,σγ

2
n,σ + iδ2γ

1
−n,σγ

2
n,−σ

]
, (E3)

where Γn = Γb2 sgnωn and Γ = πt2νF . To compute the correlation functions in the mean-field equation, we perform
a canonical transformation for the Majorana fields γ1

σ = (c∗σ + cσ)/
√

2, γ2
↑ = i(c∗↑ − c↑)/

√
2 and γ2

↓ = −i(c∗↓ − c↓)/
√

2.
Then the effective action can be reads

Seff(f, c) =
∑
n,σ

[
f∗n,σ(−i(ωn + Γn) + ε̃)fn,σ +

iλσb√
2

(c∗n,σfn,σ + c−n,σf
∗
−n,σ + c−n,σfn,σ + c∗n,σf

∗
−n,σ)− iωnc∗n,σcn,σ

+δ1c
∗
n,σcn,σ + δ2(c∗n,↑c

∗
−n,↓ − cn,↑c−n,↓)

]
(E4)
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We now introduce the Nambu space and rewrite Seff =
∑
n>0 φ

†
nAnφn with φ†n =

(f∗n,↑, f
∗
n,↓, c

∗
n,↑, c

∗
n,↓, f−n,↑, f−n,↓, c−n,↑, c−n,↓) and

An =



ε̃−i(ωn+Γn) 0 − ibλ√
2

0 0 0 − ibλ√
2

0

0 ε̃−i(ωn+Γn) 0 ibλ√
2

0 0 0 ibλ√
2

ibλ√
2

0 −iωn+δ1 0 i ibλ√
2

0 0 δ2

0 − ibλ√
2

0 −iωn+δ1 0 −i ibλ√
2

−δ2 0

0 0 −i ibλ√
2

0 −̃ε−i(ωn+Γn) 0 − ibλ√
2

0

0 0 0 i ibλ√
2

0 −̃ε−i(ωn+Γn) 0 ibλ√
2

ibλ√
2

0 0 −δ2 i ibλ√
2

0 −iωn−δ1 0

0 − ibλ√
2

δ2 0 0 −i ibλ√
2

0 −iωn−δ1


.

(E5)
The correlation functions can be calculated as

G1(ωn) ≡ 〈fn,↑γ1
−n,↑〉 =

1√
2

(〈fn,↑c−n,↑〉+ 〈fn,↑c∗n,↑〉) (E6)

=
Θ(n)√

2

(
[A−1
n ]17 + [A−1

n ]13

)
− Θ(−n)√

2

(
[A−1
−n]35 + [A−1

−n]75

)
(E7)

=
ωn

i(ωn + Γn)− ε̃
· λb

ω2
n + δ2

1 + δ2
2 + 2b2λ2ωn(ωn+Γn)

(ωn+Γn)2+ε̃2

(E8)

= −〈fn,↓γ1
−n,↓〉, (E9)

Gf (ωn) ≡ 〈fn,↑f∗n,↑〉 = Θ(n)[A−1
n ]11 −Θ(−n)[A−1

−n]55 =
−1 + iλbG1(ωn)

i(ωn + Γn)− ε̃
(E10)

= 〈fn,↓f∗n,↓〉. (E11)

Notice the following relationship between correlation functions

〈f∗−n,↑γ1
−n,↑〉 = −〈f∗−n,↓γ1

−n,↓〉 = −G1(ωn)∗. (E12)

To compute 〈ψ∗k,n,σfn,σ〉, we have to integrate out NL fermions ψ∗k′,σ and ψk′,σ for all k′ 6= k from

Eq. E1. This procedure leaves the terms
∑
n,σ ψ

∗
k,n,σ(−iωn + ξk)ψk,n,σ and tb(f∗n,σψk,n,σ + ψ∗k,n,σfn,σ)

in the effective action and shifts iΓn → iΓn + t2b2

iωn−ξk such that S′eff =
∑
n>0 Φ†BnΦ where Φ† =

(ψ∗k,n,↑, ψ
∗
k,n,↓, ψ−n,↑, ψ−n,↓, f

∗
n,↑, f

∗
n,↓, c

∗
n,↑, c

∗
n,↓, f−n,↑, f−n,↓, c−n,↑, c−n,↓) and

Bn =



ξk − iωn 0 0 0 bt 0 0 0 0 0 0 0
0 ξk − iωn 0 0 0 bt 0 0 0 0 0 0
0 0 −ξk − iωn 0 0 0 0 0 −bt 0 0 0
0 0 0 −ξk − iωn 0 0 0 0 0 −bt 0 0
bt 0 0 0
0 bt 0 0
0 0 0 0

0 0 0 0 An(iΓn → iΓn + t2b2

iωn sgn(n)−ξk )

0 0 −bt 0
0 0 0 −bt
0 0 0 0
0 0 0 0



.

(E13)
Then straightforward calculation gives

GT (k, ωn) ≡ 〈fn,↑ψ∗k,n,↑〉 = Θ(n)[B−1
n ]51 −Θ(−n)[B−1

−n]39 =
tbGf (ωn)

iωn − ξk
(E14)

= 〈fn,↓ψ∗k,n,↓〉 (E15)
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Let’s plug above correlation functions back into the mean-field equations (67) and (68).

b2 − 2

β

∑
n

Gf (ωn)eiωn0+

= 1 (E16)

2bη − 4t

β

∑
k,n

Re[GT (k, ωn)eiωn0+

]− 4λ

β

∑
n

Re[iG1(ωn)eiωn0+

] = 0 (E17)

First, we evaluate Matsubara sum in Eq.(E16) using the conventional analytic continuation method with cut along
the real frequency axis due to the non-analyticity of sgn(ωn) = sgn(Imω).

− 2

β

∑
n

Gf (ωn) =
2

β

∑
n

[
1

iωn − ε̃+ iΓb2 sgn(ωn)
− iλG1(ωn)

iωn − ε̃+ iΓb2 sgn(ωn)

]
(E18)

=
i

π

∮
dωnF (ω)

[
1

ω − ε̃+ iΓb2 sgn(Imω)
− iλG1(−iω)

ω − ε̃+ iΓb2 sgn(Imω)

]
(E19)

=
1

π

∫ ∞
−∞

dωnF (ω)

[
2Γb2

(ω − ε̃)2 + (Γb2)2
+ F (b, η)

]
(E20)

T→0
≈ 1− 2

π
arctan

ε̃

Γb2
+

1

π

∫ 0

−∞
dωF (b, η), (E21)

where

nF (ω) =
1

eβω + 1
, (E22)

F (b, η) = 2 Re

 iωλ2b2

(ω − ε̃+ iΓb2)2
· 1

ω2 − δ2
1 − δ2

2 −
2b2λ2(ω2+iωΓb2)

(ω+iΓb2)2−ε̃2

 . (E23)

Let’s discuss first the limit of λ → 0. In this case, first two terms in Eq.(E21) combined with Eq.(E16) lead to the
solution ε̃ ≈ π

2 Γb4 ∼ b4. Thus, in this limit ε̃ is small and one can consider its effect perturbatively. When λ 6= 0, one
can evaluate the integral involving F (b, η) in Eq. (E21) to find that it vanishes when ε̃ = δ1 = δ2 = 0. In the limit of
δ1,2 = 0, we calculate the first order correction in ε̃ finding that Eq. (E16) becomes

b2 − f(r)
ε̃

Γb2
+O

(
ε̃2

(Γb2)2

)
= 0, (E24)

where

f(r) =

∫ 0

−∞
dx

4(r2x− x3)

π(1 + x2)(x4 + (1− 4r2)x2 + 4r4)
(E25)

is a dimensionless positive monotonic function of r = λ/Γb, see Fig. 8. One can see that there exist solution of
the above equation even for λ 6= 0. Indeed, in the limit of small b, one can neglect higher order terms in ε̃, and
ε̃ ≈ Γb4/f(r). For r = 0, f(0) = 2/π and for r � 1, f(0) ∝ 1/r.

Taking into account the solution for ε̃, let’s evaluate the Matsubara sums in Eq.(E17):

− t
β

∑
k,n

GT (k, ωn) =
t2b

β

∑
k,n

1

iωn − ξk

[
1

iωn − ε̃+ iΓb2 sgn(ωn)
− iλbG1(ωn)

iωn − ε̃+ iΓb2 sgn(ωn)

]
(E26)

= − iΓb
β

∑
n

[
sgn(ωn)

iωn − ε̃+ iΓb2 sgn(ωn)
− iλbG1(ωn) sgn(ωn)

iωn − ε̃+ iΓb2 sgn(ωn)

]
(E27)

The first term in the above equation can be calculated by introducing a UV cutoff Λ.

− iΓb
β

∑
n

sgn(ωn)

iωn − ε̃+ iΓb2 sgn(ωn)
=

Γb

2π

∮
dωnF (ω)

sgn(Imω)

ω − ε̃+ iΓb2 sgn(Imω)
(E28)

=
Γb

π

∫ ∞
−∞

dωnF (ω)
ω − ε̃

(ω − ε̃)2 + (Γb2)2
(E29)

T→0
≈ Γb

π

∫ 0

−Λ

dω
ω − ε̃

(ω − ε̃)2 + (Γb2)2
(E30)

ε̃→0
≈ −Γb

π

[
ln

Λ

|Γb2|
+O

(
ε̃

Γb2

)]
(E31)
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FIG. 8. The dependence of the dimensionless function f on r.

Since the second term in Eq.(E27) are not UV divergent, we can ignore its contribution. Finally, we proceed to the
evaluation of the last term in Eq.(E17).

−λ
β

∑
n

iG1(ωn) = −λ
2b

β

∑
n

iωn
iωn − ε̃+ iΓb2 sgnωn

1

ω2
n + δ2

1 + δ2
2 + 2b2λ2ωn(ωn+Γb2 sgnωn)

(ωn+Γb2 sgnωn)2+ε̃2

(E32)

=
1

πb

∫ ∞
−∞

dωnF (ω) Re

 iωλ2b2

ω − ε̃+ iΓb2
1

ω2 − δ2
1 − δ2

2 −
2b2λ2(ω2+iωΓb2)

(ω+iΓb2)2−ε̃2

 (E33)

T→0
≈ 1

πb

∫ 0

−∞
dωRe

 iωλ2b2

ω − ε̃+ iΓb2
1

ω2 − δ2
1 − δ2

2 −
2b2λ2(ω2+iωΓb2)

(ω+iΓb2)2−ε̃2

 (E34)

δ1,δ2→0
≈ Γb

π

[∫ 0

−∞
dω

ωλ2b2

(ω2 − 2b2λ2)2 + ω2Γ2b4
+O

(
ε̃

Γb2

)]
(E35)

= −Γb

2π

∫ ∞
0

dx
1

x2 + (r−2 − 4)x+ 4
+

Γb

π
O
(

ε̃

Γb2

)
(E36)

where r = λ/Γb. In the limit of r � 1 we get,

− λ

β

∑
n

iG1(ωn) ∼ − |λ|
2
√

2
+

Γb

π

[
1

4
+O

(
ε̃

Γb2

)]
+O(1/r2) (E37)

After collecting all the contributions in Eq. (E17) and neglecting the terms O
(
ε̃

Γb2

)
and O(1/r2), one finds the

following equation for b:

η +
Γ

2π
− 2Γ

π
ln

Λ

Γb2
− |λ|√

2b
≈ 0. (E38)

Finally, we can ignore the second term since η ∼ −ε� Γ, and we get Eq. (70).

Appendix F: Effective action for the gaussian fluctuations in the slave-boson mean-field theory

Thus far we have neglected effect of quantum fluctuations and considered only mean-field theory. We now take into
account Gaussian fluctuations. Around the mean-field saddle point, all the terms linear in fluctuations are absent.
The quadradic terms in δs and θ̇ can be obtained using Eq. (77).
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S
(2)
eff =− 2

β2

∑
n>0,ν

Tr
[
Gn(s̄, η̄)δG−1

2,n,ν

]
+

1

β2

∑
n>0,ν

Tr
[
Gn(s̄, η̄)δG−1

1,n,−νGn+ν(s̄, η̄)δG−1
1,n,ν

]
(F1)

+
1

β

∑
ν

[
δs−ν(−iων + η̄)δsν + 2is̄δθ̇−νδsν

]
(F2)

where the correlation functions are

Gn(s̄, η̄)1,1 = −(G−1
f,nG̃

−1
f,n

∣∣
s̄,η̄
− s̄4G2

γ,n)−1G̃−1
f,n ≡ −G

p
n (F3)

Gn(s̄, η̄)1,2 = −(G−1
f,nG̃

−1
f,n

∣∣
s̄,η̄
− s̄4G2

γ,n)−1s̄2Gγ,n ≡ −∆σ (F4)

Gn(s̄, η̄)2,1 = Gn(s̄, η̄)1,2 ≡ −∆n (F5)

Gn(s̄, η̄)2,2 = −(G−1
f,nG̃

−1
f,n

∣∣
s̄,η̄
− s̄4Gγ,nGγ,n)−1G−1

f,n ≡ −G
h
n, (F6)

δG−1
1,n,−ν =

(
iθ̇−ν + δs−ν(Gψ,n+ν +Gγ,n+ν +Gψ,n +Gγ,n)s̄ δs−ν(Gγ,n+ν +Gγ,n)s̄

δs−ν(Gγ,n+ν +Gγ,n)s̄ −iθ̇−ν + δs−ν(G̃ψ,n+ν +Gγ,n+ν + G̃ψ,n +Gγ,n)s̄

)
,

(F7)

δG−1
1,n,ν =

(
iθ̇ν + δsν(Gψ,n +Gγ,n +Gψ,n+ν +Gγ,n+ν)s̄ δsν(Gγ,n+ν +Gγ,n)s̄

δsν(Gγ,n+ν +Gγ,n)s̄ −iθ̇ν + δsν(G̃ψ,n +Gγ,n + G̃ψ,n+ν +Gγ,n+ν)s̄

)
, (F8)

and

δG−1
2,n,ν =

(
δs−ν(Gψ,n+ν +Gγ,n+ν)δsν δs−νGγ,n+νδsν

δs−νGγ,n+νδsν δs−ν(G̃ψ,n+ν +Gγ,n+ν)δsν

)
, (F9)

with

Gf,n =
1

iωn − ε− η − s̄2(Gψ,n +Gγ,n)
, (F10)

G̃f,n =
1

iωn + ε+ η − s̄2(G̃ψ,n +Gγ,n)
, (F11)

Gψ,n = G̃ψ,n = −iΓ sgn(n), Gγ,n = − iλ2ωn
ω2
n + δ2

. (F12)

After some manipulations, one finds that the fluctuating action reads

S
(2)
eff =

1

2β

∑
ν

(θ̇−ν δs−ν)

(
Γθ̇θ̇ν s̄Γθ̇sν
s̄Γθ̇sν Γssν

)(
θ̇ν
δsν

)
(F13)
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where

Γθ̇θ̇ν = − 2

β

∑
n>0

[
GpnG

p
n+ν +GhnG

h
n+ν − 2∆n∆n+ν

]
(F14)

Γssν = Γs(0)
ν + Γs(2)

ν + Γs(4)
ν (F15)

Γs(0)
ν = 2(η̄ − iων) (F16)

Γs(2)
ν =

4

β

∑
n>0

[
GpnGX,n+ν + 2∆nGγ,n+ν +GhnG̃X,n+ν

]
(F17)

Γs(4)
ν =

4s̄2

β

∑
n>0

[
GpnGX,nG

p
n+νGX,n+ν +GX,nG

p
nGX,nG

p
n+ν +GhnG̃X,nG

h
n+νG̃X,n+ν

+ G̃X,nG
h
nG̃X,nG

h
n+ν +GpnGγ,nGX,n+ν∆n+ν +GpnGγ,nGX,n∆n+ν +GpnGγ,nGX,n+ν∆n

+ GpnGγ,n+νGX,n∆n + 2GpnGγ,n+νGX,n∆n+ν +Gpn+νGγ,nGX,n∆n +GpnGγ,n+νGX,n+ν∆n

+ GhnGγ,n+νGX,n+ν∆n +GhnGγ,nG̃X,n+ν∆n+ν +GhnGγ,nG̃X,n∆n+ν +GhnGγ,nGX,n+ν∆n

+ GhnGγ,n+νGX,n∆n + 2GhnGγ,n+νG̃X,n∆n+ν +Ghn+νGγ,nG̃X,n∆n + 2∆nGγ,n∆n+νGγ,n+ν

+ 2∆nGγ,n∆n+νGγ,n + 2∆nGX,n∆n+νG̃X,n+ν + 2∆nGX,n∆n+νG̃X,n + 2GpnGγ,nG
h
n+νGγ,n+ν

+ GpnGγ,nG
h
n+νGγ,n +Gpn+νGγ,nG

h
nGγ,n

]
(F18)

Γθ̇sν = 2i+
2i

β

∑
n>0

[
Gpn(GX,n +GX,n+ν)Gpn+ν +Gpn(Gγ,n +Gγ,n+ν)∆n+ν

− Ghn(G̃X,n + G̃X,n+ν)Ghn+ν −Ghn(Gγ,n +Gγ,n+ν)∆n+ν

+ ∆nGγ,n(Gpn+ν −Ghn+ν) + ∆nGγ,n+ν(Gpn+ν −Ghn+ν)

+ ∆n(G̃X,n −GX,n)∆n+ν + ∆n(G̃X,n+ν −GX,n+ν)∆n+ν

]
(F19)

with

GX,n = Gψ,n +Gγ,n = G̃X,n. (F20)

Plugging in the mean-field solution η̄ ≈ −ε leads to

Gf,n =
1

iωn − s̄2(Gψ,n +Gγ,n)
= G̃f,n → Gpn = Ghn. (F21)

As a result, we get Γθ̇sν = 2iN near the mean-field solution.

To evaluate Γθ̇θ̇ν and Γssν , we need to sum over the fermionic Matsubara frequency ωn. It can be done using analytical
continuation ωn = −iω and integration along the contour shown in Fig. 9 a). One can see that the summation over
Matsubara frequency ωn can be evaluated by integrating along the branch cuts shown in Fig 9 a). We note that in
addition to the branch cuts, there are also contributions from the poles. However, one can show that the contribution
from all the residues sums to zero. Thus, for ν > 0 we only have one branch cut Im[ω] = 0. For example,

Γθ̇θ̇ν>0 =

∮
nF (ω)

2πi

[
Gp(ω)Gp(ω + iων) +Gh(ω)Gh(ω + iων)− 2∆(ω)∆(ω + iων)

]
= lim
ξ→0+

∫ Λ

−Λ

nF (ω)

2πi

[
Gp(ω + iξ)Gp(ω + iων) +Gh(ω + iξ)Gh(ω + iων)− 2∆(ω + iξ)∆(ω + iων)

]
(F22)

where nF (ω) is the Fermi distribution function which we eventually approximate as the theta function in the zero
temperature limit; Λ is a UV cutoff. For ν < 0 we have two additional integrals above and below branch cut at

Im[ω] = ων . Finally, we symmetrize the Γθ̇θ̇ν and Γssν by averaging the values for ν and −ν. Similar method can be
used for evaluating the boson correlation function Eq. (88). In this case the Matsubara sum can be transformed to
an integration over contour shown in Fig. 9 b).
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