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#### Abstract

We discuss $(2+1)$-dimensional gapless surface theories of bulk (3+1)-dimensional topological phases, such as the BF theory at level K, and its generalization. In particular, we put these theories on a flat $(2+1)$ dimensional torus $T^{3}$ parameterized by its modular parameters, and compute the partition functions obeying various twisted boundary conditions. We show the partition functions are transformed into each other under $S L(3, \mathbb{Z})$ modular transformations, and furthermore establish the bulk-boundary correspondence in (3+1) dimensions by matching the modular $\mathcal{S}$ and $\mathcal{T}$ matrices computed from the boundary field theories with those computed in the bulk. We also propose the three-loop braiding statistics can be studied by constructing the modular $\mathcal{S}$ and $\mathcal{T}$ matrices from an appropriate boundary field theory.
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## I. INTRODUCTION

The bulk-boundary correspondence is one of the most salient features of topologically ordered phases of matter. In topologically ordered states in $(2+1)$ dimensions $[(2+1) d]$, all essential topological properties in their bulk can be derived and understood from their edge theories, such as quantized transport properties, properties of bulk quasiparticles (fractional charge and braiding statistics thereof), and the topological entanglement entropy, etc. ${ }^{1-8}$ Edge or surface theories also play an important role in symmetry-protected and symmetry-enriched topological phases. ${ }^{9-15}$

The purpose of this paper is to study the bulkboundary correspondence in the simplest $(3+1)$ d topological field theory, the BF topological field theory ${ }^{16-22}$, and its generalizations. The BF theory describes, among others, the long wave-length limit of BCS superconductors, and the deconfined phase of the $\mathbb{Z}_{\mathrm{K}}$ gauge theory. It is also relevant to the hydrodynamic description of (3+1)d symmetry-protected topological (SPT) phases including topological insulators and related systems. ${ }^{23-31}$

To put our purpose in the proper context, let us give a brief overview of the bulk-boundary correspondence in $(2+1)$ d topologically ordered phases. For $(2+1)$ d topological phases, bulk topological phases can be characterized by the modular $\mathcal{S}$ and $\mathcal{T}$ matrices. The $\mathcal{S}$ and $\mathcal{T}$ transformations generate the basis transformation in the space of degenerate ground states, which appear when the system is put on a spatial two-dimensional torus. Combined together, the $\mathcal{S}$ and $\mathcal{T}$ transformations form the group $S L(2, \mathbb{Z})$, the mapping class group of the twodimensional torus $T^{2}$. Their geometric meanings are the $90^{\circ}$ rotation and Dehn twist defined on the torus, respectively. In the basis in which the $\mathcal{T}$ matrix is diagonal (the so-called quasi-particle basis), the diagonal entries of the $\mathcal{T}$ matrix encode the information on the topological spin of quasi-particles. On the other hand, the $\mathcal{S}$ matrix contains the information of the braiding and fusion. For an Abelian topological phase, the elements of the $\mathcal{S}$ matrix are given by braiding phases between quasiparticles, up to an over all normalization factor $1 / \mathcal{D}$, where $\mathcal{D}$ is the
total quantum dimension.
On the other hand, at their boundary (edge), gapless boundary excitations supported by a $(2+1)$ d topological phase can be described by a $(1+1)$ d conformal field theory (CFT). ${ }^{32}$ There is one-to-one correspondence between quasi-particle excitations in the bulk and primary fields living on the edge. On the $(1+1) \mathrm{d}$ spacetime torus, one can form the character $\chi_{j}(\tau)$ from the tower of states built upon a primary field $O_{j}$ :

$$
\begin{equation*}
\chi_{j}(\tau)=\operatorname{Tr}_{\mathcal{H}_{j}}\left[e^{2 \pi i \tau_{1} P_{0}-2 \pi \tau_{2} H_{0}}\right] \tag{1}
\end{equation*}
$$

where $H_{0}$ and $P_{0}$ are the Hamiltonian and the momentum operators, respectively, the complex parameter $\tau=\tau_{1}+i \tau_{2}$ is the modular parameter parameterizing the spacetime torus, and the trace is taken over all states in the Hilbert space $\mathcal{H}_{j}$ that is built upon the highest weight state associated with the primary field $O_{j}$. The characters $\chi_{j}$ transform into each other under the modular transformations of the spacetime torus. Under the modular $\mathcal{T}$ and $\mathcal{S}$ transformations, the characters $\chi_{j}(\tau)$ transform as

$$
\begin{align*}
& \chi_{j}(\tau+1)=e^{2 \pi i\left(h_{j}-\frac{c}{24}\right)} \chi_{j}(\tau)=\mathcal{T}_{j j} \chi_{j}(\tau) \\
& \chi_{j}(-1 / \tau)=\sum_{j^{\prime}} \mathcal{S}_{j j^{\prime}} \chi_{j^{\prime}}(\tau) \tag{2}
\end{align*}
$$

where the matrices $\mathcal{T}$ and $\mathcal{S}$ represent the action of the $\mathcal{T}$ and $\mathcal{S}$ modular transformations on the characters, respectively. The matrix $\mathcal{T}$ is a diagonal matrix and includes the conformal dimension $h$ for each character and the central charge $c$ for the CFT. The $\mathcal{T}$ and $\mathcal{S}$ matrices for the characters in the edge theory have the direct correspondence (and are essentially identical) to the the $\mathcal{T}$ and $\mathcal{S}$ matrices defined for the corresponding $(2+1) \mathrm{d}$ bulk topological theory.

Coming back to our main focus, i.e., $(3+1)$ d topologically ordered phases, the bulk topological system can be defined on a spatial torus $T^{3}$ (while other choices are of course possible). The mapping class group of the three-dimensional torus is $S L(3, \mathbb{Z})$, and, as in the case of $(2+1)$ d, is also generated by two transformations, which we also call the modular $\mathcal{S}$ and $\mathcal{T}$ transformations (see Sec. II A for details). For $(3+1)$ d topological phases defined on a spatial torus $T^{3}, \mathcal{S}$ and $\mathcal{T}$ matrices can be introduced to describe the basis transformation of degenerate ground states. As in $(2+1) \mathrm{d}$, the $\mathcal{S}$ and $\mathcal{T}$ matrices encode the topological data of the bulk topological phase, such as the braiding and spin statistics of excitations. ${ }^{33,34}$ In $(3+1) \mathrm{d}$, the exchange statistics of particles has to be either fermionic or bosonic. On the other hand, a particle and a loop-like excitation, or two loop-like excitations in the presence of an additional background loop, can have non-trivial braiding and can obey non-trivial statistics. For the Abelian topological phase described by the BF theory, the $\mathcal{S}$ matrix describes the braiding phase between particle and loop excitations, while the $\mathcal{T}$ matrix has the physical meaning of a $(3+1) \mathrm{d}$ analogue of topological spins. ${ }^{33}$ It has been also proposed that there exist
$(3+1)$ d topological phases that are characterized by their three-loop braiding statistics. ${ }^{34-40}$

We will demonstrate that these results, obtained and discussed previously from the bulk point of view, can be obtained solely from gapless boundary field theories. More specifically, taking various examples of $(3+1) \mathrm{d}$ topologically ordered phases and their surface states, which we put on the $(2+1) \mathrm{d}$ spacetime torus $T^{3}$, we compute the modular $\mathcal{S}$ and $\mathcal{T}$ matrices explicitly, and show that they agree with the $\mathcal{S}$ and $\mathcal{T}$ matrices obtained from the bulk considerations. We thereby establish the bulk-boundary correspondence in these $(3+1)$ d topologically ordered phases. Along the course, we also propose a bulk continuum field theory which realizes non-trivial three-loop braiding statistics.
N.B. Our strategy adopted in this paper is to utilize boundary field theories to learn about bulk excitations in $(3+1)$ d topological phases, by establishing a bulkboundary correspondence. One should however bear in mind that boundaries may have more "life" than their corresponding bulk, in that a given bulk topological phase can be consistently terminated by more than one boundary theory. Therefore, it would be more appropriate to consider a "stable equivalent class" of boundary theories for a given bulk theory. (See, for example, Ref. 41.) Nevertheless, one can expect universal topological properties of the bulk theories may be extracted from any boundary theory which consistently terminates the bulk.

## A. Outline of the paper

The rest of the paper is organized as follows.
In Sec. II, we consider the compactified free boson theory in $(2+1) \mathrm{d}$ defined on the 3 d flat torus $T^{3}$ is computed. This $(2+1)$ d theory is not necessarily tied to a particular $(3+1)$ d bulk topological order but serves as a warm up for later sections. We will show its partition function is invariant under $S L(3, \mathbb{Z})$.

In Sec. III, the surface theory of the $(3+1) \mathrm{d}$ BF theory at level K is studied. This theory can be subjected to twisted boundary conditions, which are induced by introducing quasi-particles in the $(3+1)$ d bulk. We will show that the partition functions with different boundary conditions are transformed into each other under $S L(3, \mathbb{Z})$, and form a representation of $S L(3, \mathbb{Z})$. The extracted $\mathcal{S}$ and $\mathcal{T}$ matrices agree with the known result. ${ }^{33}$ We will also compute the thermal entropy in Sec. IIID, and show that there is a constant negative contribution to the entropy. This contribution to the boundary thermal entropy is expected to capture the topological entanglement entropy defined in the corresponding $(3+1) \mathrm{d}$ bulk.

In Sec. IV, we introduce an additional term, the axion term or the theta term, to the $(3+1) \mathrm{d}$ BF theory. The theta angle has a texture (spatial inhomogeneity) and affects the boundary theory by twisting the quantum numbers. Being static, the texture in the theta angle is interpreted as a topological defect, and we will show that
the introduction of the defect makes the surface theory non-modular invariant, in the sense that the action of modular transformations is not closed within the space of the partition functions.

This BF theory with the theta term motivates us to consider yet another theory in Sec. V, which can be constructed by coupling two copies of the BF theory. Compared with the the defect system (the BF theory with the theta term) discussed in Sec. IV, in the coupled system, each copy can be interpreted as playing a role of a defect to the other. In this system, however, there is no externally imposed texture. We propose this continuum bulk field theory realizes three-loop braiding statistics discussed previously. ${ }^{35,37-39}$ On the surface, we consider two copies of the BF surface theories, which are coupled together in their zero mode sectors. We will show that, by computing the modular $\mathcal{S}$ and $\mathcal{T}$ matrices explicitly, this system exhibits three-loop braiding statistics.

Finally, we conclude in Sec. VI.

## II. THE COMPACTIFIED FREE BOSON IN $(2+1) \mathbf{D}$

The compactified real scalar theory in $(2+1)$ d is described by the Lagrangian density

$$
\begin{equation*}
\mathcal{L}=\frac{1}{(2 \pi)^{2}}\left[\left(\partial_{t} \phi\right)^{2}-\left(\partial_{x} \phi\right)^{2}-\left(\partial_{y} \phi\right)^{2}\right] \tag{3}
\end{equation*}
$$

where, for now, the spacetime is the "canonical" flat torus $T^{3}$ parameterized by $(t, x, y)$. (We will consider, momentarily in Sec. II B, a generic torus parameterized by six modular parameters.) The boson field obeys the compactification condition on a circle of radius $r$, i.e.,

$$
\begin{equation*}
\phi \equiv \phi+2 \pi \mathrm{r} \tag{4}
\end{equation*}
$$

This model can be exactly solved and is dual to the compact $U(1)$ gauge theory. Under the duality, the boson field $\phi$ is related to the $U(1)$ gauge field $a_{\mu}$ by

$$
\begin{equation*}
\epsilon^{\mu \nu \lambda} \partial_{\nu} a_{\lambda} \leftrightarrow \partial^{\mu} \phi, \quad f^{\mu \nu} f_{\mu \nu} \leftrightarrow \partial^{\mu} \phi \partial_{\mu} \phi \tag{5}
\end{equation*}
$$

Furthermore, quantized vortices on the boson side are dual to quantized charges in the $U(1)$ gauge theory. For the compact $U(1)$ gauge field theory, the monopole (instanton) proliferation leads to a confining phase and this process on the scalar boson side corresponds to adding a $\cos (\phi)$ term. ${ }^{42,43}$ This process breaks the $U(1)$ symmetry in the compact boson theory, and the particle number is not conserved anymore. If we prohibit the monopoles, on the other hand, the Abelian $U(1)$ gauge theory is stably gapless.

The free boson theory can be canonically quantized: The corresponding Hamiltonian is

$$
\begin{equation*}
H=\frac{1}{(2 \pi)^{2}} \int_{0}^{2 \pi R_{1}} d x \int_{0}^{2 \pi R_{2}} d y\left[\Pi^{2}+\left(\partial_{x} \phi\right)^{2}+\left(\partial_{y} \phi\right)^{2}\right] \tag{6}
\end{equation*}
$$

where $x$ and $y$ are periodic with radius $2 \pi R_{1}$ and $2 \pi R_{2}$, respectively, and the canonical momentum is $(\mathrm{r}:=(x, y))$

$$
\begin{equation*}
\Pi(r):=\partial_{t} \phi(r) \tag{7}
\end{equation*}
$$

The canonical commutation relation is given by

$$
\begin{align*}
{\left[\phi(t, r), \Pi\left(t, r^{\prime}\right)\right] } & =\frac{i}{2}(2 \pi)^{2} \delta^{(2)}\left(r-r^{\prime}\right) \\
& =\frac{i}{2} \frac{1}{R_{1} R_{2}} \sum_{s_{1,2} \in \mathbb{Z}} e^{i \mathbf{k} \cdot\left(r-r^{\prime}\right)} \tag{8}
\end{align*}
$$

where $\delta^{(2)}\left(\mathrm{r}-\mathrm{r}^{\prime}\right)$ is the periodic delta function and $\mathrm{k}=$ $\left(s_{1} / R_{1}, s_{2} / R_{1}\right)$ is the 2 d momentum $\left(s_{i} \in \mathbb{Z}\right)$.

To specify the Hilbert space, we develop the mode expansion of the bosonic field $\phi$. Due to the compactification condition (4), the bosonic field has the following expansion:

$$
\begin{equation*}
\phi(t, r)=\frac{\mathrm{r} N_{1}}{R_{1}} x+\frac{\mathrm{r} N_{2}}{R_{2}} y+\frac{\phi_{0}+\pi_{0} t}{2 \pi \sqrt{R_{1} R_{2}}}+\phi_{o s c}(t, \mathrm{r}) \tag{9}
\end{equation*}
$$

where $N_{1,2} \in \mathbb{Z}$ characterize the winding zero modes in the $x$ and $y$ direction, respectively. The Fourier decomposition of the oscillator part $\phi_{o s c}(t, r)$ is given by

$$
\begin{align*}
\phi_{o s c}(t, \mathrm{r})= & \frac{1}{\sqrt{R_{1} R_{2}}} \sum_{\mathrm{k} \neq 0} \frac{1}{2 \sqrt{\omega(\mathrm{k})}} \\
& \times\left[a(\mathbf{k}) e^{-i \omega t-i \mathbf{k} \cdot \mathbf{r}}+a^{\dagger}(\mathbf{k}) e^{i \omega t+i \mathbf{k} \cdot \mathbf{r}}\right] \tag{10}
\end{align*}
$$

According to Eq. (8), $a(\mathrm{k})$ satisfies the canonical commutation relation

$$
\begin{equation*}
\left[a(\mathrm{k}), a^{\dagger}\left(\mathrm{k}^{\prime}\right)\right]=\delta_{\mathrm{k}, \mathrm{k}^{\prime}} \tag{11}
\end{equation*}
$$

where $\omega(k)$ is the dispersion of the free boson on a Euclidean three-torus and given by

$$
\begin{equation*}
\omega(\mathrm{k})=\sqrt{\left(\frac{s_{1}}{R_{1}}\right)^{2}+\left(\frac{s_{2}}{R_{2}}\right)^{2}} . \tag{12}
\end{equation*}
$$

On the other hand, the zero mode part satisfies

$$
\begin{equation*}
\left[\phi_{0}, \pi_{0}\right]=2 \pi^{2} i \tag{13}
\end{equation*}
$$

Owing to the $2 \pi r$ periodicity of $\phi(t, r)$, the eigenvalues of $\pi_{0}$ needs to be quantized according to

$$
\begin{equation*}
\pi_{0}=\frac{\pi N_{0}}{\mathrm{r} \sqrt{R_{1} R_{2}}}, \quad N_{0} \in \mathbb{Z} \tag{14}
\end{equation*}
$$

To summarize, the boson field $\phi(t, r)$ can be modeexpanded as

$$
\begin{align*}
\phi(t, \mathrm{r})= & \frac{\phi_{0}}{2 \pi \sqrt{R_{1} R_{2}}}+\frac{N_{0} t}{2 \mathrm{r} R_{1} R_{2}}+\frac{\mathrm{r} N_{1}}{R_{1}} x+\frac{\mathrm{r} N_{2}}{R_{2}} y \\
+ & \frac{1}{\sqrt{R_{1} R_{2}}} \sum_{\mathrm{k} \neq 0} \frac{1}{2 \sqrt{\omega(\mathrm{k})}} \\
& \times\left[a(\mathrm{k}) e^{-i \omega t-i \mathrm{k} \cdot \mathrm{r}}+a^{\dagger}(\mathrm{k}) e^{i \omega t+i \mathrm{k} \cdot \mathrm{r}}\right] \tag{15}
\end{align*}
$$

The Hilbert space $\mathcal{H}_{0}$ consists of, for each winding sector specified by $N_{1,2}$, the zero mode part and the bosonic Fock space for each $k \neq 0$. States in the zero mode part are labeled by the eigenvalues of $\pi_{0}$, and hence by $N_{0}$. Furthermore, different winding sectors are summed over. In the following, the part of the partition function associated to the summation over $N_{0,1,2}$ is called the zero mode sector.

## A. Modular transformations on $T^{3}$

We now consider the theory put on a generic flat torus. A flat three-torus is parameterized by six real parameters, $R_{0,1,2}$ and $\alpha, \beta, \gamma$. For a flat three-torus $T^{3}$, the dreibein is given by ${ }^{15}$

$$
e^{A}{ }_{\mu}=\left(\begin{array}{ccc}
R_{0} & 0 & 0  \tag{16}\\
0 & R_{1} & 0 \\
0 & 0 & R_{2}
\end{array}\right)\left(\begin{array}{ccc}
1 & 0 & 0 \\
-\alpha & 1 & 0 \\
-\gamma & -\beta & 1
\end{array}\right)
$$

where $R_{0}, R_{1}$, and $R_{2}$ are the radii for the directions $\tau$, $x$, and $y$, and $\alpha, \beta$, and $\gamma$ describe the angles between directions $\tau$ and $x, x$ and $y$, and $\tau$ and $y$, respectively. The Euclidean metric is then given by

$$
\begin{align*}
g_{\mu \nu} & =e^{A}{ }_{\mu} e^{B}{ }_{\nu} \delta_{A B} \\
& =\left(\begin{array}{ccc}
R_{0}^{2}+\alpha^{2} R_{1}^{2}+\gamma^{2} R_{2}^{2} & -\alpha R_{1}^{2}+\beta \gamma R_{2}^{2} & -\gamma R_{2}^{2} \\
-\alpha R_{1}^{2}+\beta \gamma R_{2}^{2} & R_{1}^{2}+\beta^{2} R_{2}^{2} & -\beta R_{2}^{2} \\
-\gamma R_{2}^{2} & -\beta R_{2}^{2} & R_{2}^{2}
\end{array}\right) \tag{17}
\end{align*}
$$

The group $S L(3, \mathbb{Z})$ is generated by two transformations:

$$
U_{1}=\left(\begin{array}{lll}
0 & 0 & 1  \tag{18}\\
1 & 0 & 0 \\
0 & 1 & 0
\end{array}\right), \quad U_{2}=\left(\begin{array}{lll}
1 & 1 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

Under the $U_{2}$ transformation, the metric is transformed as

$$
\begin{equation*}
g_{\mu \nu} \xrightarrow{U_{2}}\left(U_{2} g U_{2}^{T}\right)_{\mu \nu} \tag{19}
\end{equation*}
$$

which corresponds to the changes

$$
\begin{equation*}
\alpha \rightarrow \alpha-1, \quad \gamma \rightarrow \gamma+\beta \tag{20}
\end{equation*}
$$

while $R_{0}, R_{1}, R_{2}$, and $\beta$ are unchanged.

On the other hand, $U_{1}$ can be decomposed as

$$
U_{1}=U_{1}^{\prime} M, \quad U_{1}^{\prime}=\left(\begin{array}{ccc}
0 & -1 & 0  \tag{21}\\
1 & 0 & 0 \\
0 & 0 & 1
\end{array}\right) \quad M=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 0 & -1 \\
0 & 1 & 0
\end{array}\right)
$$

where $U_{1}^{\prime}$ corresponds to the $90^{\circ}$ rotation in the $\tau-x$ plane and $M$ is the $90^{\circ}$ rotation in the $x-y$ plane. The generator $U_{1}^{\prime}$ acts on the metric as

$$
\begin{equation*}
g_{\mu \nu} \xrightarrow{U_{1}^{\prime}}\left(U_{1}^{\prime} g U_{1}^{\prime T}\right)_{\mu \nu} \tag{22}
\end{equation*}
$$

which corresponds to the changes

$$
\begin{align*}
& R_{0} \rightarrow R_{0} /|\tau|, \quad R_{1} \rightarrow R_{1}|\tau|, \quad \tau_{1} \rightarrow-\tau_{1} /|\tau|^{2} \\
& \gamma \rightarrow-\beta, \quad \beta \rightarrow \gamma \quad\left(\text { while } R_{2}\right. \text { is unchanged) } \tag{23}
\end{align*}
$$

where we have introduced

$$
\begin{equation*}
\tau \equiv \alpha+i r_{01}, \quad r_{01} \equiv R_{0} / R_{1} \tag{24}
\end{equation*}
$$

Observe also that under $R_{0} \rightarrow R_{0} /|\tau|$ and $R_{1} \rightarrow R_{1}|\tau|$, $\tau_{2} \rightarrow \tau_{2} /|\tau|^{2}$. Hence, $U_{1}^{\prime}$ induces $\tau \rightarrow-1 / \tau$.

The two transformations $U_{1}^{\prime}$ and $U_{2}$ correspond respectively to modular $S$ and $T^{-1}$ transformations in the $\tau-x$ plane, generating the $S L(2, \mathbb{Z})$ subgroup of $S L(3, \mathbb{Z})$ group. Combining with $M$, they generate the whole $S L(3, \mathbb{Z})$ group. In the following, we call $U_{1}^{\prime} M$ as $\mathcal{S}$ transformation and $U_{2}$ as $\mathcal{T}^{-1}$ transformation.

Moreover, the two generators of $S L(3, \mathbb{Z})$, the $U_{1}$ and $U_{2}$ transformations defined in Eq. (18), satisfy ${ }^{36,44}$

$$
\begin{align*}
& U_{1} U_{1}^{\dagger}=U_{1}^{3}=R^{6}=\left(U_{1} R\right)^{4}=\left(R U_{1}\right)^{4}=1  \tag{25}\\
& \left(U_{1} R^{2}\right)^{4}=\left(R^{2} U_{1}\right)^{4}=\left(U_{1} R^{3}\right)^{3}=\left(R^{3} U_{1}\right)^{3}=1  \tag{26}\\
& \left(U_{1} R^{2} U_{1}\right)^{2} R^{2}=R^{2}\left(U_{1} R^{2} U_{1}\right)^{2} \quad \bmod 3 \tag{27}
\end{align*}
$$

where

$$
\begin{equation*}
R=\left(U_{2} U_{1}\right)^{2} U_{2}^{-1} U_{1}^{2} U_{2}^{-1} U_{1} U_{2} U_{1} \tag{28}
\end{equation*}
$$

## B. The partition function on $T^{3}$

In this section, we calculate the partition function of the compactified free boson theory on the three-torus in the presence of the generic flat metric. The Euclidean action is given by

$$
\begin{align*}
S= & \left.\frac{1}{(2 \pi)^{2}} \int_{0}^{2 \pi} d^{3} \theta \sqrt{|g|} \right\rvert\, g^{\mu \nu} \partial_{\mu} \phi \partial_{\nu} \phi \\
= & \frac{1}{(2 \pi)^{2}} \int_{0}^{2 \pi R_{0}} d \tau \int_{0}^{2 \pi R_{1}} d x \int_{0}^{2 \pi R_{2}} d y\left[\left(\partial_{\tau} \phi\right)^{2}+\left(\frac{\alpha^{2} R_{1}^{2}}{R_{0}^{2}}+1\right)\left(\partial_{x} \phi\right)^{2}+\left(\frac{R_{2}^{2}}{R_{0}^{2}}(\alpha \beta+\gamma)^{2}+\frac{R_{2}^{2}}{R_{1}^{2}} \beta^{2}+1\right)\left(\partial_{y} \phi\right)^{2}\right. \\
& \left.+2 \alpha \frac{R_{1}}{R_{0}}\left(\partial_{\tau} \phi\right)\left(\partial_{x} \phi\right)+2 \frac{R_{2}}{R_{0}}(\alpha \beta+\gamma)\left(\partial_{\tau} \phi\right)\left(\partial_{y} \phi\right)+2\left(\frac{R_{1} R_{2}}{R_{0}^{2}} \alpha(\alpha \beta+\gamma)+\frac{R_{2}}{R_{1}} \beta\right)\left(\partial_{x} \phi\right)\left(\partial_{y} \phi\right)\right], \tag{29}
\end{align*}
$$

where $0 \leq \theta^{\mu} \leq 2 \pi$ are angular variables and we noted $\sqrt{|g|}=R_{0} R_{1} R_{2}, \tau=R_{0} \theta^{0}, x=R_{1} \theta^{1}$ and $y=R_{2} \theta^{2}{ }^{45}$ The inverse metric $g^{\mu \nu}=\left(e_{A}^{\star \mu}\right)^{T} \delta^{A B}\left(e_{B}^{\star \nu}\right)\left(e_{A}^{\star}\right.$ is the inverse of $e^{A}$ ) is given by

$$
g^{\mu \nu}=\left(\begin{array}{ccc}
\frac{1}{R_{0}^{2}} & \frac{\alpha}{R_{0}^{2}} & \frac{\alpha \beta+\gamma}{R_{0}^{2}}  \tag{30}\\
\frac{\alpha}{R_{0}^{2}} & \frac{\alpha^{2}}{R_{0}^{2}}+\frac{1}{R_{1}^{2}} & \frac{\alpha(\alpha \beta+\gamma)}{R_{2}^{2}}+\frac{\beta}{R_{1}^{2}} \\
\frac{\alpha \beta+\gamma}{R_{0}^{2}} & \frac{\alpha(\alpha \beta+\gamma)}{R_{0}^{2}}+\frac{\beta}{R_{1}^{2}} & \frac{(\alpha \beta+\gamma)^{2}}{R_{0}^{2}}+\frac{\beta^{2}}{R_{1}^{2}}+\frac{1}{R_{2}^{2}}
\end{array}\right)
$$

In the operator formalism, the partition function corresponding to the action (29) is given by the trace of the thermal density matrix $\exp \left(-2 \pi R_{0} H^{\prime}\right)$ over the Hilbert space $\mathcal{H}_{0}$ :

$$
\begin{equation*}
\mathcal{Z}=\operatorname{Tr}_{\mathcal{H}_{0}}\left[e^{-2 \pi R_{0} H^{\prime}}\right] \tag{31}
\end{equation*}
$$

The "boosted" Hamiltonian $H^{\prime}$ and the (untwisted) Hilbert space $\mathcal{H}_{0}$ are specified as follows. The boosted Hamiltonian $H^{\prime}$ consists of the "unboosted" Hamiltonian $H$ (with $\alpha=\gamma=0$ ), and the momentum $P_{x, y}$, which induces the boost in $x$ and $y$ directions, respectively:

$$
\begin{equation*}
H^{\prime}=H+i \frac{\alpha R_{1}}{R_{0}} P_{x}+i(\alpha \beta+\gamma) \frac{R_{2}}{R_{0}} P_{y} \tag{32}
\end{equation*}
$$

where

$$
\begin{align*}
H & =\int \frac{d x d y}{(2 \pi)^{2}}\left[\Pi^{2}+G^{i j} \partial_{i} \phi \partial_{j} \phi\right] \\
P_{i} & =\int \frac{d x d y}{(2 \pi)^{2}} 2 \Pi \partial_{i} \phi, \quad i=x, y \tag{33}
\end{align*}
$$

and $G^{i j}$ is defined as

$$
\begin{align*}
& g^{i j}=\left(\begin{array}{ll}
g_{11} & g_{12} \\
g_{21} & g_{22}
\end{array}\right)=\left(\begin{array}{cc}
\frac{1}{R_{1}^{2}} & \frac{\beta}{R_{1}^{2}} \\
\frac{\beta}{R_{1}^{2}} & \frac{\beta^{2}}{R_{1}^{2}}+\frac{1}{R_{2}^{2}}
\end{array}\right), \\
& G^{i j}=R_{i} R_{j} g^{i j}=\left(\begin{array}{cc}
1 & \beta \frac{R_{2}}{R_{1}} \\
\beta \frac{R_{2}}{R_{1}} & \frac{\beta^{2} R_{2}^{2}}{R_{1}^{2}}+1
\end{array}\right) \tag{34}
\end{align*}
$$

(where $i, j$ are not summed in $R_{i} R_{j} g^{i j}$ ). I.e.,

$$
\begin{align*}
H^{\prime}=\int & \frac{d x d y}{(2 \pi)^{2}}\left[\Pi^{2}+\left(\partial_{x} \phi+\beta \frac{R_{2}}{R_{1}} \partial_{y} \phi\right)^{2}+\left(\partial_{y} \phi\right)^{2}\right. \\
& \left.+2 i \frac{\alpha R_{1}}{R_{0}} \Pi \partial_{x} \phi+2 i(\alpha \beta+\gamma) \frac{R_{2}}{R_{0}} \Pi \partial_{y} \phi\right] \tag{35}
\end{align*}
$$

The mode expansion for the bosonic field $\phi$ is still given by Eq. (15), where the energy spectrum $\omega(\mathrm{k})$ is now given by

$$
\begin{align*}
\omega(\mathrm{k}) & =\sqrt{G^{i j} k_{i} k_{j}} \\
& =\sqrt{g^{i j} s_{i} s_{j}}=\sqrt{\left(\frac{s_{1}}{R_{1}}+\beta \frac{s_{2}}{R_{1}}\right)^{2}+\left(\frac{s_{2}}{R_{2}}\right)^{2}} \tag{36}
\end{align*}
$$

The Hilbert space $\mathcal{H}_{0}$ is given as a direct product of the bosonic Fock spaces each built out of a given zero mode state specified by $N_{0,1,2}$.

Next, we proceed to compute the partition function and study its properties under modular transformations of the three-torus. The partition function can be split into the zero mode part, which we call $Z_{0}$, and the oscillator part, which we call $Z_{o s c}$. The total partition function is $\mathcal{Z}=Z_{0} Z_{\text {osc }}$.

The partition function of the zero mode part is

$$
\begin{align*}
Z_{0}= & \sum_{N_{0,1,2} \in \mathbb{Z}} \exp \left[-\frac{\pi \tau_{2}}{2 \mathrm{r}^{2} R_{2}} N_{0}^{2}-2 \pi \mathrm{r}^{2} R_{2} \tau_{2}\left(N_{1}+\beta N_{2}\right)^{2}-\frac{2 \pi \mathrm{r}^{2} R_{0} R_{1}}{R_{2}} N_{2}^{2}\right. \\
& \left.+2 \pi i \tau_{1} N_{0}\left(N_{1}+\beta N_{2}\right)+2 \pi i \gamma N_{0} N_{2}\right] \tag{37}
\end{align*}
$$

where we recall $\tau_{2}=R_{0} / R_{1}, \tau_{1}=\alpha$ and $\tau=\tau_{1}+i \tau_{2}$.
On the other hand, for the oscillator part, the Hamiltonian is

$$
\begin{equation*}
H_{o s c}^{\prime}=\sum_{\mathrm{k} \neq 0}\left[\omega(\mathrm{k})+i \alpha \frac{R_{1}}{R_{0}} k_{1}+i(\alpha \beta+\gamma) \frac{R_{2}}{R_{0}} k_{2}\right] a^{\dagger}(\mathrm{k}) a(\mathrm{k})+E_{0} \tag{38}
\end{equation*}
$$

where $E_{0}$ is the ground state energy and needs to be properly regularized:

$$
\begin{equation*}
E_{0}=\sum_{\mathbf{s} \in \mathbb{Z}^{2} /(0,0)} \frac{1}{2} \sqrt{g^{i j} s_{i} s_{j}}=-\frac{\sqrt{\operatorname{det}(g)}}{2} \sum_{\mathbf{s} \in \mathbb{Z}^{2} /(0,0)} \frac{1}{\left|g^{i j} s_{i} s_{j}\right|^{2}} \tag{39}
\end{equation*}
$$

The partition function of the oscillator part can be decomposed into the product of the partition functions of onedimensional non-compact bosons with "mass" given by $s_{2}$. When the "mass" $s_{2}=0$,

$$
\begin{equation*}
Z_{s_{2}=0}=e^{-2 \pi R_{0} E_{0}\left(s_{2}=0\right)} \prod_{s_{1} \neq 0 \in \mathbb{Z}}\left[1-e^{-2 \pi R_{0}\left(\omega(\mathrm{k})+i \alpha \frac{s_{1}}{R_{0}}\right)}\right]^{-1}=\left|\frac{1}{\eta(\tau)}\right|^{2} \tag{40}
\end{equation*}
$$

where $\eta(\tau)$ is the Dedekind eta function and $\tau$ is the 2-dimensional modular parameter:

$$
\begin{equation*}
\eta(\tau):=e^{\frac{\pi i \tau}{12}} \prod_{n=1}^{\infty}\left(1-q^{n}\right), \quad q:=e^{2 \pi i \tau} \tag{41}
\end{equation*}
$$

On the other hand, the other massive part equals to

$$
\begin{align*}
Z_{s_{2} \neq 0} & =e^{-2 \pi R_{0} E_{0}\left(s_{2} \neq 0\right)} \prod_{s_{2} \neq 0, s_{1} \in \mathbb{Z}}\left[1-e^{-2 \pi R_{0}\left(\omega(\mathrm{k})+i \alpha \frac{s_{1}}{R_{0}}+i(\alpha \beta+\gamma) \frac{s_{2}}{R_{0}}\right)}\right]^{-1} \\
& =\prod_{s_{2} \in \mathbb{Z}^{+}} \Theta_{\left[\beta s_{2}, \gamma s_{2}\right]}^{-1}\left(\tau, \frac{R_{1}}{R_{2}} s_{2}\right) \tag{42}
\end{align*}
$$

where the massive theta function $\Theta_{\left[\beta s_{2}, \gamma s_{2}\right]}\left(\tau, \frac{R_{1}}{R_{2}} s_{2}\right)$ is defined as

$$
\begin{equation*}
\Theta_{[a, b]}(\tau, m) \equiv e^{4 \pi \tau_{2} \Delta(m, a)} \prod_{n \in \mathbb{Z}}\left|1-e^{-2 \pi \tau_{2} \sqrt{m^{2}+(n+a)^{2}}+2 \pi i \tau_{1}(n+a)+2 \pi i b}\right|^{2} \tag{43}
\end{equation*}
$$

where

$$
\begin{equation*}
\Delta(m, a) \equiv \frac{1}{2} \sum_{n \in \mathbb{Z}} \sqrt{m^{2}+(n+a)^{2}}-\frac{1}{2} \int_{-\infty}^{\infty} d k\left(m^{2}+k^{2}\right)^{1 / 2} \tag{44}
\end{equation*}
$$

Thus the partition function for the oscillator part equals to

$$
\begin{equation*}
Z_{o s c}=Z_{s_{2}=0} Z_{s_{2} \neq 0}=\left|\frac{1}{\eta(\tau)}\right|^{2} \prod_{s_{2} \in \mathbb{Z}^{+}} \Theta_{\left[\beta s_{2}, \gamma s_{2}\right]}^{-1}\left(\tau, \frac{R_{1}}{R_{2}} s_{2}\right) \tag{45}
\end{equation*}
$$

Together with (37), we have completed the calculation of the total partition function, $\mathcal{Z}=Z_{0} Z_{\text {osc }}$.

It is instructive to compare the above partition function with the partition function of the $(1+1) \mathrm{d}$ compact-
ified free boson. Performing dimensional reduction, by
taking $R_{2}=1, N_{2}=0$ and $s_{2}=0$, the partition function reduces to

$$
\begin{align*}
& \mathcal{Z}=\frac{1}{|\eta(\tau)|^{2}} \sum_{N_{0,1} \in \mathbb{Z}} \exp \left(-\frac{\pi \tau_{2}}{2 \mathrm{r}^{2}} N_{0}^{2}-2 \pi \mathrm{r}^{2} \tau_{2} N_{1}^{2}\right. \\
&\left.+2 \pi i \tau_{1} N_{0} N_{1}\right) \tag{46}
\end{align*}
$$

This is the partition function for the compactified free boson in $(1+1)$ d.

## 1. Modular invariance

We now show that the total partition function is invariant under the $S L(3, \mathbb{Z})$ transformations.

For $Z_{0}$, under $U_{1}^{\prime}$ transformation, by using the Poisson resummation formula twice, we have

$$
\begin{equation*}
Z_{0}(\tau) \xrightarrow{U_{1}^{\prime}} Z_{0}(-1 / \tau)=|\tau| Z_{0}(\tau) \tag{47}
\end{equation*}
$$

where the Poisson resummation formula is

$$
\begin{equation*}
\sum_{n \in \mathbb{Z}} e^{-\pi a n^{2}+b n}=\frac{1}{\sqrt{a}} \sum_{k \in \mathbb{Z}} e^{-\frac{\pi}{a}\left(k+\frac{b}{2 \pi i}\right)^{2}} \tag{48}
\end{equation*}
$$

For $Z_{\text {osc }}$ part, under $U_{1}^{\prime}$ transformation, the massless $s_{2}=0$ component will contribute a $1 /|\tau|$ prefactor. The massive part is invariant under $U_{1}^{\prime}$ transformation, since the massive theta function satisfies

$$
\begin{align*}
\Theta_{[a, b]}\left(\tau, \frac{R_{1}}{R_{2}} s_{2}\right) & \xrightarrow{U_{1}^{\prime}} \Theta_{[a, b]}\left(-\frac{1}{\tau}, \frac{R_{1}}{R_{2}} s_{2}|\tau|\right) \\
& =\Theta_{[b,-a]}\left(\tau, \frac{R_{1}}{R_{2}} s_{2}\right) \tag{49}
\end{align*}
$$

Thus the total partition function is invariant under $U_{1}^{\prime}$ transformation.

Under the $M$ transformation which is basically a $\pi / 2$ rotation in the $x-y$ plane, the partition function for the zero mode part becomes

$$
\begin{align*}
Z_{0} \xrightarrow{M} Z_{0}= & \sum_{N_{0}, 1,2 \in \mathbb{Z}} \exp \left(-\frac{\pi R_{0}}{2 \mathrm{r}^{2} R_{1} R_{2}} N_{0}^{2}\right. \\
& -2 \pi \mathrm{r}^{2} R_{0} R_{1} R_{2}\left[\left(\beta \frac{N_{1}}{R_{1}}-\frac{N_{2}}{R_{1}}\right)^{2}+\left(\frac{N_{1}}{R_{2}}\right)^{2}\right] \\
& \left.-2 \pi i \alpha R_{0}\left[\beta N_{1}-N_{2}\right] N_{0}-2 \pi i \gamma N_{1} N_{0}\right) \tag{50}
\end{align*}
$$

Therefore the invariance of the zero mode part of the partition function can be seen from relabeling,

$$
M:\left\{\begin{array} { l } 
{ N _ { 1 } }  \tag{51}\\
{ N _ { 2 } } \\
{ N _ { 0 } }
\end{array} \quad \rightarrow \left\{\begin{array}{l}
-N_{2} \\
N_{1} \\
N_{0}
\end{array}\right.\right.
$$

It is also straightforward to show that the oscillator part is invariant under $M$ transformation and thus the total partition function is invariant under $M$ transformation.

Finally, it is also easy to check that the partition function is invariant under $U_{2}$ transformation. Hence the partition function is invariant under the $S L(3, \mathbb{Z})$ transformation.

## III. THE SURFACE THEORY OF THE (3+1)D BF THEORY

## A. Bulk and surface theories

a. The bulk field theory The (3+1)-dimensional one component BF theory is described by the action

$$
\begin{align*}
S_{b u l k} & =\int_{\mathcal{M}}\left[\frac{\mathrm{K}}{2 \pi} b \wedge d a-a \wedge J_{q p}-b \wedge J_{q v}\right] \\
& =\int d^{4} x\left[\frac{\mathrm{~K}}{4 \pi} \varepsilon^{\mu \nu \lambda \rho} b_{\mu \nu} \partial_{\lambda} a_{\rho}-a_{\mu} j_{q p}^{\mu}-\frac{1}{2} b_{\mu \nu} j_{q v}^{\mu \nu}\right] \tag{52}
\end{align*}
$$

where $\mu, \nu, \ldots=0, \ldots, 3, a=a_{\mu} d x^{\mu}$ and $b=$ $(1 / 2) b_{\mu \nu} d x^{\mu} d x^{\nu}$ are one and two form gauge fields; $\mathcal{M}$ is the bulk spacetime manifold. The "level" K is an integer. The three form $J_{q p}$ and two form $J_{q v}$ represent currents of zero-dimensional (point-like) quasi-particles and one-dimensional quasi-vortex lines, respectively. The BF theory furnishes the following (bulk) equations of motion

$$
\begin{equation*}
\frac{\mathrm{K}}{2 \pi} d a=J_{q v}, \quad \frac{\mathrm{~K}}{2 \pi} d b=J_{q p} . \tag{53}
\end{equation*}
$$

The BF theory implements a non-trivial fractional statistics between quasiparticles and quasivortices. To see this, we consider the following configuration of quasiparticles and quasivortices:

$$
\begin{equation*}
J_{q p}=\delta_{3}(\mathcal{C}), \quad J_{q v}=\delta_{2}(\mathcal{S}) \tag{54}
\end{equation*}
$$

Here $\mathcal{C}$ and $\mathcal{S}$ represent the one-dimensional wold-line and the two-dimensional world-sheet of quasiparticles and quasivortices, respectively; $\delta_{D-n}(\mathcal{N})$ is the delta function $(D-n)$-form associated a submanifold $\mathcal{N} \subset \mathcal{M}$, where $D-n=\operatorname{dim} \mathcal{M}-\operatorname{dim} \mathcal{N}$. By definition, for any $n$-form $A_{n}$,

$$
\begin{equation*}
\int_{\mathcal{N}} A_{n}=\int_{\mathcal{M}} \delta_{D-n}(\mathcal{N}) \wedge A_{n} \tag{55}
\end{equation*}
$$

Hence, for example,

$$
\begin{equation*}
\int_{\mathcal{M}} J_{q p} \wedge a=\int_{\mathcal{C}} a, \quad \int_{\mathcal{M}} J_{q v} \wedge b=\int_{\mathcal{S}} b \tag{56}
\end{equation*}
$$

Some useful properties of the delta function forms are summarized in Appendix B.

In the presence of these quasiparticles and quasivortices, we now integrate over $a$ and $b$ to derive the effective
action for $J_{q p}$ and $J_{q v}$. Since the theory is quadratic, this can be done by solving the equations of motion. These equations, up to a closed form, are solved by

$$
\begin{equation*}
b=\frac{2 \pi}{\mathrm{~K}} d^{-1} J_{q p}, \quad a=\frac{2 \pi}{\mathrm{~K}} d^{-1} J_{q v} \tag{57}
\end{equation*}
$$

(If the spacetime is trivial, by the Poincaré lemma, a closed form is exact. If so, such exact term does not affect our final result since, for an arbitrary closed submanifold $\mathcal{N}, \int \delta(\mathcal{N})(d \phi) \sim \int \delta(\partial \mathcal{N}) \phi=0$.) From the formula (B4), $d^{-1} J_{q p}$ and $d^{-1} J_{q v}$ are determined as

$$
\begin{align*}
& d^{-1} J_{q p}=\delta_{2}(\mathcal{D}), \quad \text { where } \quad \partial \mathcal{D}=\mathcal{C} \\
& d^{-1} J_{q v}=\delta_{1}(\mathcal{V}), \quad \text { where } \quad \partial \mathcal{V}=\mathcal{S} \tag{58}
\end{align*}
$$

where the two-dimensional manifold $\mathcal{D}$ and the threedimensional manifold $\mathcal{V}$ are chosen such that $\partial \mathcal{D}=\mathcal{C}$ and $\partial \mathcal{V}=\mathcal{S}$. They are not unique, but different choices lead to different $d^{-1} J_{q p, q v}$ which differ by closed forms.

Substituting these solution into the action,

$$
\begin{align*}
S_{b u l k} & =-\frac{2 \pi}{\mathrm{~K}} \int\left(d^{-1} J_{q v}\right) \wedge J_{q p} \\
& =-\frac{2 \pi}{\mathrm{~K}} L k(\mathcal{S}, \mathcal{C}) \tag{59}
\end{align*}
$$

where $L k$ is the linking number between $J_{q p}$ and $J_{q v}$. Hence,

$$
\begin{align*}
\int \mathcal{D}[a, b] e^{i S_{b u l k}} & =e^{-\frac{2 \pi i}{K} L k(\mathcal{S}, \mathcal{C})} \\
& =e^{-\frac{2 \pi i}{K} \sum_{i j} q_{i} \lambda_{j} L k\left(\mathcal{S}_{i}, \mathcal{C}_{j}\right)} \tag{60}
\end{align*}
$$

In the last line, we assume the world-line $\mathcal{L}$ consists of trajectories $\mathcal{L}_{i}$ of many quasiparticles each carrying charge $q_{i} \in \mathbb{Z}: J_{q p}=\delta_{3}(\mathcal{C})=\sum_{i} q_{i} \delta_{3}\left(\mathcal{C}_{i}\right)$. Similarly, the worldline $\mathcal{S}$ consists of trajectories $\mathcal{S}_{i}$ of many quasivortices each carrying charge $\lambda_{i} \in \mathbb{Z}: J_{q v}=\delta_{2}(\mathcal{S})=\sum_{i} \lambda_{i} \delta_{2}\left(\mathcal{S}_{i}\right)$. The fractional phase (when $|\mathrm{K}|>1$ ) in Eq. (60) represents statistical interactions between quasiparticles and quasivortices.

Once the coupling of the gauge fields to the currents is prescribed, it also specifies the set of Wilson loops and Wilson surfaces included in theory (see Eq. (56)). If the theory is canonically quantized on $\mathcal{M}=\mathbb{R} \times \Sigma$, the set of the Wilson loop and Wilson surface operators of our interest is

$$
\begin{equation*}
\exp i m \int_{L} a, \quad \exp i n \int_{S} b \tag{61}
\end{equation*}
$$

where $m, n$ are integers, and $L$ and $S$ are arbitrary closed loops and surfaces in $\Sigma$. These operators satisfy the commutation relations,

$$
\begin{align*}
& {\left[\int_{L} a, \int_{S} b\right]=\frac{2 \pi i}{\mathrm{~K}} I(L, S),} \\
& e^{i m \int_{L} a} e^{i n \int_{S} b}=e^{\frac{2 \pi i}{\mathrm{~K}} I(L, S)} e^{i n \int_{S} b} e^{i m \int_{L} a} . \tag{62}
\end{align*}
$$

where $I(L, S)$ is the intersection number of the loop $L$ and the surface $S$.
b. The boundary theory On a closed manifold, the BF theory is invariant under gauge transformations $a \rightarrow$ $a+d \varphi$, where $\varphi$ is zero form, and $b \rightarrow b+d \zeta$, where $\zeta$ is one form. In the presence of a boundary (surface), there may appear gapless degrees of freedom localized on the surface. The action describing the boundary degrees of freedom can be inferred by adopting the temporal gauge $a_{0}=b_{i 0}=b_{0 i}=0(i=1,2,3)$, solving the Gauss law constraints $\varepsilon^{i j k 0} \partial_{k} b_{i j}=\varepsilon^{0 i j k} \partial_{j} a_{k}=0$ by $a_{k}=\partial_{k} \varphi$, $b_{i j}=\partial_{i} \zeta_{j}-\partial_{j} \zeta_{i}$, and then plugging these back to the action. The resulting action is ${ }^{46-48}$

$$
\begin{equation*}
S_{\partial \mathcal{M}}=\int_{\partial \mathcal{M}} d t d x d y\left[\frac{\mathrm{~K}}{2 \pi} \epsilon_{i j} \partial_{i} \zeta_{j} \partial_{t} \varphi-V(\varphi, \zeta)\right] \tag{63}
\end{equation*}
$$

where $i, j=1,2$. Here we have added the potential $V(\varphi, \zeta)$, which originates from microscopic details of the boundary and is non-universal. This boundary action can be obtained from the the free scalar and the $U(1)$ Maxwell theories by imposing a self-dual (or an anti-selfdual) constraint, $\epsilon^{\mu \nu \lambda} \partial_{\nu} \zeta_{\lambda}= \pm \partial^{\mu} \varphi .^{47}$

The appearance of the gapless degrees of freedom on the surface deserves more comments. In particular they should be contrasted with the gapless edge theory of the $(2+1)$-dimensional Chern-Simons theory. For the singlecomponent Chern-Simons theory in $(2+1)$ dimensions, the boundary is described by the single-component chiral boson theory, which is stable and cannot be gapped out. The appearance of the gapless edge theory is necessary since the bulk theory is anomalous and the anomaly must be compensated by the degrees of freedom living on the edge.

On the other hand, the surface theory of the BF theory in $(3+1)$ dimensions (also in $(2+1)$ dimensions) can be gapped out by adding suitable perturbations (if we do not require any symmetry). In other words, there is no anomaly protecting the gapless nature of the surface theory. Nevertheless, the appearance of the surface theory (63) can still be understood in terms of an anomaly. While the BF theory (both in $(2+1)$ and $(3+1)$ dimensions) is equivalent to the topological $\mathbb{Z}_{\mathrm{K}}$ gauge theory, which does not have gauge anomaly on a manifold with boundary, the continuum action of the BF theory artificially preserves $U(1)$ symmetry. The BF theory is anomalous under $U(1)$ in the presence of a boundary, and this anomaly must be canceled by gapless degrees of freedom living on the boundary. As in the bulk theory, the boundary theory is invariant under the artificial $U(1)$ symmetry; this symmetry translates the boson field $\varphi \rightarrow \varphi+$ const. If the $U(1)$ symmetry is strictly preserved, the gapless boundary theory cannot be gapped, as can be inferred easily from the fact that any gapping term of cosine type $\cos (n \varphi+\alpha)$ violates the $U(1)$ symmetry. (If we use the dual picture of the compactified boson, i.e., the compact $U(1)$ gauge theory, the $U(1)$ symmetry is equivalent to prohibiting monopoles.) On the other hand, once we relax the $U(1)$ symmetry, which is, from our point of view, an artificial symmetry after all, this gapless boundary theory can be easily gapped out by
adding some relevant perturbation and is not stable at all.

While this gapless surface theory is not stable at all, it does encode topological data of the bulk, as we will demonstrate later. Let us for now discuss, in more detail, the connection between the bulk excitations and the fields living on the boundary. In the following we choose $\mathcal{M}=S^{1} \times \Sigma$, where the spatial manifold $\Sigma$ is a solid torus, $\Sigma=D^{2} \times S^{1}$, and hence $\partial \mathcal{M}=T^{3}$. Let us first consider a quasiparticle current consisting of a quasiparticle carrying $n_{0}$ units of charges $\left(n_{0} \in \mathbb{Z}\right)$ :

$$
\begin{equation*}
j_{q p}^{\mu}(x)=n_{0} \int_{L} d \tau \frac{d X^{\mu}(\tau)}{d \tau} \delta^{(4)}[x-X(\tau)] \tag{64}
\end{equation*}
$$

where $L$ is the world-line of the quasiparticle, and the coordinate $X^{\mu}(\tau)$ represents the trajectory of the particle. For the quasiparticle at rest, $X^{1,2,3}(\tau)=$ const. $=X^{1,2,3}$,

$$
\begin{equation*}
j_{q p}^{0}(x)=n_{0} \delta^{(3)}(\vec{x}-\vec{X}) \tag{65}
\end{equation*}
$$

Integrating the equation of motion over the total space,

$$
\begin{equation*}
\frac{\mathrm{K}}{4 \pi} \int_{\Sigma} d^{3} x \varepsilon^{0 i j k} \partial_{i} b_{j k}=\int_{\Sigma} d^{3} x j_{q p}^{0}=n_{0} \tag{66}
\end{equation*}
$$

Using Stokes' theorem, $\int_{\Sigma} d b=\int_{\partial \Sigma} b=$ $(1 / 2) \int_{\partial \Sigma} b_{i j} \epsilon^{i j} d^{2} x$, and substituting $b_{i j}=\partial_{i} \zeta_{j}-\partial_{j} \zeta_{i}$, this reduces to

$$
\begin{equation*}
\int_{\partial \Sigma} d^{2} x \epsilon_{i j} \partial_{i} \zeta_{j}=\frac{2 \pi}{\mathrm{~K}} n_{0} \tag{67}
\end{equation*}
$$

Hence adding a quasiparticle in the bulk corresponds to introducing flux on the surface.

Similarly, let us consider to introduce a quasivortex source:

$$
\begin{equation*}
j_{q v}^{\mu \nu}(x)=n \int_{S} d^{2} \sigma \epsilon^{\alpha \beta} \frac{\partial X^{\mu}(\sigma)}{\partial \sigma^{\alpha}} \frac{\partial X^{\nu}(\sigma)}{\partial \sigma^{\beta}} \delta^{(4)}[x-X(\sigma)] \tag{68}
\end{equation*}
$$

where $S$ is the world-surface of the quasivortex, and the coordinate $X^{\mu}(\sigma)$ represents the trajectory of the particle in spacetime, and $n$ is an integer. Let us consider a straight quasivortex at rest, stretching along a noncontractible cycle of the bulk solid torus. For convenience, this direction is taken as the $x$-direction (Fig. 1). Then, $j_{q v}^{02}=j_{q v}^{03}=0$ and

$$
\begin{equation*}
j_{q v}^{01}(x)=n_{2} \delta\left(x^{2}-X^{2}\right) \delta\left(x^{3}-X^{3}\right) \tag{69}
\end{equation*}
$$

where $X^{2,3}(\sigma)=$ const. and we have renamed the integer $n$ as $n_{2}$. Integrating the equation of motion over space,

$$
\begin{equation*}
L_{1} \times \frac{\mathrm{K}}{2 \pi} \int d y d z \varepsilon^{01 i j} \partial_{i} a_{j}=n_{2} \times L_{1} \tag{70}
\end{equation*}
$$

where $i, j=1,2$ and $L_{1}=2 \pi R_{1}$ is the length of the quasivortex stretching in the $x$-direction, and we noted


FIG. 1. (a) The presence of a point-like quasiparticle in the bulk (solid torus) induces a fractional flux on the spatial boundary $\Sigma$ (torus). (b) The presence of a quasivortex line in the bulk twists the boundary conditions of the surface theory. Here and in (c), the bulk is presented as a filled cylinder where the top and the bottom of the cylinder are identified. The shaded surface is a sheet of the branch cut which emanates from the quasivortex, and intersects with the spatial boundary (depicted by a wavy line). The surface excitations experience a twisted boundary condition as they go through the branch cut. (c) Similar to (b), a bulk quasivortex, which creates a branch cut on the surface which now goes along a different cycle of the surface, is depicted.
the flux $\varepsilon^{01 i j} \partial_{i} a_{j}$ is independent of $x_{1}$. Using Stokes' theorem, and substituting $a_{i}=\partial_{i} \varphi$,

$$
\begin{equation*}
\oint d y \partial_{y} \varphi=\frac{2 \pi}{\mathrm{~K}} n_{2} \tag{71}
\end{equation*}
$$

Hence introducing a quasivortex (quasivortices) along the non-contractible loop in the bulk corresponds to introducing winding of the scalar boson on the surface.

One may wish to develop a similar argument for a quasivortex (quasivortices) stretching in the $y$-direction. (Fig. 1 (c)). It should however be noted that once we fix our geometry as above (Fig. 1 (b)), loops running in the $y$-direction are contractible in the bulk. In other words, if one constructs a solid torus by filling "inside" of a two-dimensional torus, one needs to specify one of noncontractible cycles on the two-dimensional torus, such that after filling, this cycle now is contractible in the sold torus.

## B. The surface theory and quantization

We now proceed to the canonical quantization of the surface theory. We start from the surface Lagrangian density

$$
\begin{align*}
\mathcal{L}= & \frac{\mathrm{K}}{2 \pi}\left(\epsilon_{i j} \partial_{i} \zeta_{j}\right)\left(\partial_{t} \varphi\right) \\
& -\frac{1}{2 \lambda_{1}}\left(\epsilon_{i j} \partial_{i} \zeta_{j}\right)^{2}-\frac{1}{2 \lambda_{2}} G^{i j} \partial_{i} \varphi \partial_{j} \varphi . \tag{72}
\end{align*}
$$

The boson field $\varphi$ is compact and satisfy

$$
\begin{equation*}
\varphi \equiv \varphi+2 \pi \tag{73}
\end{equation*}
$$

I.e., physical observables are made of bosonic exponents

$$
\begin{equation*}
\exp [i m \varphi(t, r)], \quad m \in \mathbb{Z} \tag{74}
\end{equation*}
$$

and the derivative of the boson fields (current operators). The winding number of $\varphi$ is quantized, in the absence of bulk quasiparticles, according to

$$
\begin{equation*}
\oint d x^{i} \partial_{i} \varphi=2 \pi N_{i}, \quad N_{i} \in \mathbb{Z} \tag{75}
\end{equation*}
$$

where $i=1,2$ and $i$ is not summed on the right hand side. On the other hand, the gauge field $\zeta_{i}$ is compact, meaning that physical observables are Wilson loops,

$$
\begin{equation*}
\exp i m \int_{C} d x^{i} \zeta_{i}(t, r), \quad m \in \mathbb{Z} \tag{76}
\end{equation*}
$$

where $C$ is a closed loop on $\partial \Sigma=T^{2}$. The flux associated to $\zeta_{i}$ is quantized, in the absence of bulk quasiparticles, according to

$$
\begin{equation*}
\int d x d y \epsilon_{i j} \partial_{i} \zeta_{j}=2 \pi N_{0} \tag{77}
\end{equation*}
$$

where $N_{0}$ is an integer. The canonical commutation relation is

$$
\begin{equation*}
\left[\varphi(t, \mathrm{r}), \epsilon_{i j} \partial_{i} \zeta_{j}\left(t, \mathrm{r}^{\prime}\right)\right]=\frac{2 \pi i}{\mathrm{~K}} \delta^{(2)}\left(\mathrm{r}-\mathrm{r}^{\prime}\right) \tag{78}
\end{equation*}
$$

In the following, we fix $\lambda_{1}$ and $\lambda_{2}$ according to

$$
\begin{equation*}
\frac{(2 \pi)^{2}}{\mathrm{~K}^{2} \lambda_{1} \lambda_{2}}=1 \tag{79}
\end{equation*}
$$

This choice is convenient since it gives rise to the same energy dispersion as the compactified free boson discussed in the previous section.

To proceed, we consider the mode expansion of the fields. The equations of motion are

$$
\begin{align*}
& \frac{-\mathrm{K}}{2 \pi} \epsilon_{i j} \partial_{i} \partial_{t} \zeta_{j}+\frac{1}{\lambda_{2}} G^{i j} \partial_{i} \partial_{j} \varphi=0 \\
& \frac{-\mathrm{K}}{2 \pi} \epsilon_{l k} \partial_{l} \partial_{t} \varphi+\frac{1}{\lambda_{1}} \epsilon_{l k} \partial_{l}\left(\epsilon_{i j} \partial_{i} \zeta_{j}\right)=0 \tag{80}
\end{align*}
$$

The mode expansion consistent with the equations of motion are

$$
\begin{align*}
\varphi(\mathrm{r})= & \alpha_{0}+\frac{\beta_{1} x}{R_{1}}+\frac{\beta_{2} y}{R_{2}} \\
& +\frac{1}{\sqrt{R_{1} R_{2}}} \sqrt{\frac{1}{2 \mathrm{~K}^{2} \lambda_{1}}} \sum_{\mathrm{k} \neq 0} \frac{1}{\omega(\mathrm{k})^{1 / 2}} \\
& \quad \times\left[a(\mathrm{k}) e^{-i \mathrm{k} \cdot \mathrm{r}}+a^{\dagger}(\mathrm{k}) e^{+i \mathrm{k} \cdot \mathrm{r}}\right] \\
\zeta_{j}(\mathrm{r})= & \frac{\alpha_{j}}{2 \pi R_{j}}
\end{align*}+\frac{\beta_{0}}{2 \pi R_{1} R_{2}} x \delta_{j, 2} .
$$

where the eigenvalues of $\beta_{0}$ and $\beta_{1,2}$ describes the flux (associated with the gauge field $a$ in the bulk), and the winding of the $\varphi$ field, respectively. The quantization conditions of these variables will be discussed momentarily. Reflecting the compact nature of the $\varphi$ and $\zeta_{j}$ fields, the zero modes are compact variable $\alpha_{\mu} \equiv \alpha_{\mu}+2 \pi$ ( $\mu=0,1,2$ ); For $\alpha_{0}$, the compactification condition comes from the fact that physical observables are given as bosonic exponents (74). Similarly, for $\alpha_{1,2}$, that physical observables are given in terms of Wilson loops (76), and that these Wilson loop operators must be invariant under large gauge transformations imposes the compactification condition, $\alpha_{1,2} \equiv \alpha_{1,2}+2 \pi$.

From the commutator $\left[\varphi(t, r), \epsilon_{i j} \partial_{i} \zeta_{j}\left(t, r^{\prime}\right)\right]$, we read off

$$
\begin{align*}
& {\left[a(\mathrm{k}), a^{\dagger}\left(\mathrm{k}^{\prime}\right)\right]=\delta_{\mathrm{k}, \mathrm{k}^{\prime}}} \\
& {\left[\alpha_{0}, \beta_{0}\right]=\frac{2 \pi i}{\mathrm{~K}} \frac{1}{2 \pi}} \tag{82}
\end{align*}
$$

From the compactification condition $\alpha_{0} \equiv \alpha_{0}+2 \pi, \beta_{0}$ is quantized according to

$$
\begin{equation*}
\beta_{0}=\frac{M_{0}}{\mathrm{~K}}, \quad M_{0} \in \mathbb{Z} \tag{83}
\end{equation*}
$$

This quantization condition translates into

$$
\begin{equation*}
\int d x d y \epsilon_{i j} \partial_{i} \zeta_{j}=\frac{2 \pi M_{0}}{\mathrm{~K}} \tag{84}
\end{equation*}
$$

Compared with the quantization condition (77), the flux is now quantized in the fractional unit. We will separate $M_{0}$ into its non-fractional and fractional parts as

$$
\begin{equation*}
M_{0}=\mathrm{K} N_{0}+n_{0}, \quad N_{0} \in \mathbb{Z}, \quad n_{0}=0, \ldots, \mathrm{~K}-1 \tag{85}
\end{equation*}
$$

and write the quantization condition of $\beta_{0}$ as

$$
\begin{equation*}
\beta_{0}=N_{0}+n_{0} / \mathrm{K} \tag{86}
\end{equation*}
$$

The quantization condition of $\beta_{1,2}$ can be discussed similarly. From the commutator $\left[\varphi(t, r), \epsilon_{i j} \partial_{i} \zeta_{j}\left(t, r^{\prime}\right)\right]$, we infer

$$
\begin{equation*}
\left[\epsilon_{i j} \partial_{i} \varphi(t, r), \zeta_{j}\left(t, r^{\prime}\right)\right]=-\frac{2 \pi i}{\mathrm{~K}} \delta^{(2)}\left(\mathrm{r}-\mathrm{r}^{\prime}\right) \tag{87}
\end{equation*}
$$

which implies

$$
\begin{equation*}
\left[\beta_{1}, \alpha_{2}\right]-\left[\beta_{2}, \alpha_{1}\right]=-\frac{2 \pi i}{\mathrm{~K}} \frac{1}{2 \pi} \tag{88}
\end{equation*}
$$

One can choose, for example,

$$
\begin{equation*}
\left[\beta_{1}, \alpha_{2}\right]=0, \quad\left[\beta_{2}, \alpha_{1}\right]=\frac{2 \pi i}{\mathrm{~K}} \frac{1}{2 \pi} \tag{89}
\end{equation*}
$$

This choice may be consistent with the previous consideration from the bulk point of view, and in particular with the comment below (71). I.e., this choice may correspond to choosing which non-contractible loops on the surface are contractible in the bulk, when forming a solid
torus starting from the two-dimensional torus by filling its "inside".

From the compactness of the gauge field $\zeta_{i}$, the zero modes satisfy $\alpha_{i} \equiv \alpha_{i}+2 \pi$, which imposes the quantization condition

$$
\begin{equation*}
\beta_{2}=\frac{M_{2}}{\mathrm{~K}}, \quad M_{2} \in \mathbb{Z} \tag{90}
\end{equation*}
$$

As before, we split $M_{2}$ into the fractional and nonfractional parts,

$$
\begin{equation*}
M_{2}=\mathrm{K} N_{2}+n_{2}, \quad N_{2} \in \mathbb{Z}, \quad n_{2}=0, \ldots, \mathrm{~K}-1 \tag{91}
\end{equation*}
$$

With this, the boson field obeys the twisted boundary condition

$$
\begin{equation*}
\varphi\left(t, x, y+2 \pi R_{2}\right)=\varphi(t, x, y)+2 \pi\left(N_{2}+\frac{n_{2}}{\mathrm{~K}}\right) \tag{92}
\end{equation*}
$$

While above consideration allows winding in the $y$ direction but not in the $x$-direction, in computing the partition functions of the surface theory in the next section, we consider winding in both directions,

$$
\begin{align*}
& \varphi\left(t, x+2 \pi R_{1}, y\right)=\varphi(t, x, y)+2 \pi\left(N_{1}+\frac{n_{1}}{\mathrm{~K}}\right) \\
& \varphi\left(t, x, y+2 \pi R_{2}\right)=\varphi(t, x, y)+2 \pi\left(N_{2}+\frac{n_{2}}{\mathrm{~K}}\right) \tag{93}
\end{align*}
$$

That is

$$
\begin{equation*}
\beta_{i=1,2}=N_{1,2}+n_{1,2} / \mathrm{K} \tag{94}
\end{equation*}
$$

To summarize, in the presence of twisted boundary conditions, the mode expansion of the fields are given by

$$
\begin{align*}
\partial_{i} \varphi(t, \mathrm{r})= & \frac{N_{i}+n_{i} / \mathrm{K}}{R_{i}} \\
+ & \frac{-i}{\sqrt{R_{1} R_{2}}} \sqrt{\frac{1}{2 \mathrm{~K}^{2} \lambda_{1}}} \sum_{\mathrm{k} \neq 0} \frac{k_{i}}{\sqrt{\omega(\mathrm{k})}} \\
& \times\left[-a(\mathrm{k}) e^{-i \omega(\mathrm{k}) t-i \mathbf{k} \cdot \mathrm{r}}+a^{\dagger}(\mathrm{k}) e^{+i \omega(\mathrm{k}) t+i \mathrm{k} \cdot \mathrm{r}}\right] \\
\epsilon_{i j} \partial_{i} \zeta_{j}(t, \mathrm{r}) & =\frac{N_{0}+n_{0} / \mathrm{K}}{2 \pi R_{1} R_{2}} \\
+ & \frac{-i}{\sqrt{R_{1} R_{2}}} \sqrt{\frac{\lambda_{1}}{8 \pi^{2}}} \sum_{\mathrm{k} \neq 0} \sqrt{\omega(\mathrm{k})} \\
& \times\left[a(\mathrm{k}) e^{-i \omega(\mathrm{k}) t-i \mathrm{k} \cdot \mathbf{r}}-a^{\dagger}(\mathrm{k}) e^{+i \omega(\mathrm{k}) t+i \mathbf{k} \cdot \mathbf{r}}\right] \tag{95}
\end{align*}
$$

The above consideration is somewhat analogous to the quantization of the chiral boson theory that appears at the edge of the $(2+1) \mathrm{d}$ Chern-Simons theory at level K. The $(1+1)$ d chiral boson theory defined on a spatial circle of radius $2 \pi$ is described by the Lagrangian density

$$
\begin{equation*}
\mathcal{L}=\frac{\mathrm{K}}{4 \pi} \partial_{x} \Phi\left(\partial_{t}-\partial_{x}\right) \Phi \tag{96}
\end{equation*}
$$

where $\Phi$ is a single component boson theory compactified as $\Phi \equiv \Phi+2 \pi$, and obeys the canonical commutation relation $\left[\Phi(x), \partial_{x} \Phi\left(x^{\prime}\right)\right]=(2 \pi i / \mathrm{K}) \delta\left(x-x^{\prime}\right)$. The zero mode part of $\Phi$, defined by the mode expansion

$$
\begin{equation*}
\Phi(t, x)=\Phi_{0}-p(t+x)+i \sum_{n \neq 0} b_{n} e^{-i n(t+x)} \tag{97}
\end{equation*}
$$

satisfies $\left[\Phi_{0}, p\right]=i / \mathrm{K}$. This then suggests the quantization rule, $p=$ (integer) $/ \mathrm{K}$, and the boundary condition of the chiral boson field

$$
\begin{equation*}
\Phi(t, x+2 \pi)=\Phi(t, x)-\frac{2 \pi(\text { integer })}{\mathrm{K}} \tag{98}
\end{equation*}
$$

Thus, the canonical quantization naturally leads to the twisted boundary condition of the chiral boson field.

Quantization of the surface theory with the above twisted boundary conditions gives the spectrum of local as well as nonlocal (quasiparticles) excitations, which obey untwisted and twisted boundary conditions, respectively. Once we specify the boundary condition (with some integer vector $n_{\mu=0,1,2}$ ), the theory is quantized within one sector (labeled by the equivalence class $[\vec{n}]$ with the relation $\vec{n} \equiv \vec{n}+\mathrm{K} \vec{\Lambda}$ where $\vec{\Lambda}$ is a vector with integer entries) of the original spectrum. For this surface theory, there are $\mathrm{K}^{3}$ sectors in this compactified theory and is consistent with the $\mathrm{K}^{3}$ ground states of single component BF theory defined on $T^{3}$.

## C. The partition functions and modular transformations

Now we compute the partition function (coupled to the $T^{3}$ metric):

$$
\begin{equation*}
\mathcal{Z}^{n_{0} n_{1} n_{2}}=\operatorname{Tr}_{\mathcal{H}_{n_{0} n_{1} n_{2}}}\left[e^{-2 \pi R_{0} H^{\prime}}\right] \tag{99}
\end{equation*}
$$

where $\mathcal{H}_{n_{0} n_{1} n_{2}}$ is the Hilbert space twisted by $n_{0}, n_{1}, n_{2}$ fractional quantum numbers, and

$$
\begin{align*}
H^{\prime} & =H+i \frac{\alpha R_{1}}{R_{0}} P_{x}+i(\alpha \beta+\gamma) \frac{R_{2}}{R_{0}} P_{y} \\
H & =\int d x d y \frac{\mathrm{~K}^{2} \lambda_{1}}{8 \pi^{2}}\left[\frac{4 \pi^{2}}{\mathrm{~K}^{2} \lambda_{1}^{2}}\left(\epsilon_{i j} \partial_{i} \zeta_{j}\right)^{2}+G^{i j} \partial_{i} \varphi \partial_{j} \varphi\right] \\
P_{i} & =\int d x d y \frac{\mathrm{~K}}{2 \pi}\left(\epsilon_{l m} \partial_{l} \zeta_{m}\right)\left(\partial_{i} \varphi\right) \tag{100}
\end{align*}
$$

The calculation of the partition function goes in parallel with the calculation presented in the previous section for the free boson theory. To see this, we note, from the equation of motion,

$$
\begin{equation*}
\epsilon_{i j} \partial_{i} \zeta_{j}=\frac{\mathrm{K} \lambda_{1}}{2 \pi} \partial_{t} \varphi \tag{101}
\end{equation*}
$$

up to a constant term. Thus, in terms of $\varphi$, the Hamiltonian density and the commutation relation are given
by

$$
\begin{align*}
& \mathcal{H}=\frac{1}{2} \frac{\mathrm{~K}^{2} \lambda_{1}}{(2 \pi)^{2}}\left[\left(\partial_{t} \varphi\right)^{2}+G^{i j} \partial_{i} \varphi \partial_{j} \varphi\right] \\
& {\left[\varphi(t, \mathrm{r}), \partial_{t} \varphi\left(t, \mathrm{r}^{\prime}\right)\right]=\frac{(2 \pi)^{2} i}{\mathrm{~K}^{2} \lambda_{1}} \delta^{(2)}\left(\mathrm{r}-\mathrm{r}^{\prime}\right) .} \tag{102}
\end{align*}
$$

By introducing the rescaled field,

$$
\begin{equation*}
\tilde{\phi}=\mathrm{K} \sqrt{\frac{\lambda_{1}}{2}} \varphi \tag{103}
\end{equation*}
$$

the Hamiltonian and the commutation relation can be made isomorphic to those of the free boson theory. The compactification condition of the rescaled boson field is

$$
\begin{equation*}
\mathrm{r}=\mathrm{K} \sqrt{\frac{\lambda_{1}}{2}} \tag{104}
\end{equation*}
$$

The partition function $\mathcal{Z}^{n_{0} n_{1} n_{2}}$ can now be computed from the partition function of the free boson theory. The zero mode part of the partition function for each excitation sector is obtained from $Z_{0}$ (Eq. (37)) by making replacement $N_{0} \rightarrow \mathrm{~K} N_{0}+n_{0}$ and $N_{i} \rightarrow N_{i}+n_{i} / \mathrm{K}(i=1,2)$ :

$$
\begin{align*}
Z^{n_{0} n_{1} n_{2}}= & \sum_{N_{0,1,2} \in \mathbb{Z}} \exp \left\{-\frac{\pi \mathrm{K}^{2} \tau_{2}}{2 \mathrm{r}^{2} R_{2}} \tilde{N}_{0}^{2}-2 \mathrm{r}^{2} \pi R_{2} \tau_{2}\left[\tilde{N}_{1}+\beta \tilde{N}_{2}\right]^{2}-\frac{2 \mathrm{r}^{2} \pi R_{0} R_{1}}{R_{2}} \tilde{N}_{2}^{2}\right. \\
& \left.+2 \pi i \tau_{1} \mathrm{~K} \tilde{N}_{0}\left[\tilde{N}_{1}+\beta \tilde{N}_{2}\right]+2 \pi i \gamma \mathrm{~K} \tilde{N}_{0} \tilde{N}_{2}\right\} \tag{105}
\end{align*}
$$

where we have introduced the notation

$$
\begin{equation*}
\tilde{N}_{\mu}:=N_{\mu}+n_{\mu} / \mathrm{K} \tag{106}
\end{equation*}
$$

For the oscillator part, since the Hamiltonian is the same as the oscillator part for the compact boson, the partition function is exactly the same as the free boson case presented above. Thus we have

$$
\begin{align*}
Z_{\text {osc }} & =Z_{s_{2}=0} Z_{s_{2} \neq 0} \\
& =\left|\frac{1}{\eta(\tau)}\right|^{2} \prod_{s_{2} \in \mathbb{Z}^{+}} \Theta_{\left[\beta s_{2}, \gamma s_{2}\right]}^{-1}\left(\tau, \frac{R_{1}}{R_{2}} s_{2}\right) . \tag{107}
\end{align*}
$$

The total partition function for each sector is $\mathcal{Z}^{n_{0} n_{1} n_{2}}=$ $Z^{n_{0} n_{1} n_{2}} Z_{\text {osc }}$.

Although the surface theory of the $(3+1)$ d BF theory resembles the compactified free boson discussed in the previous section, these theories are physically different.

For the compactified boson, the partition function is invariant under the $\mathcal{S}$ and $\mathcal{T}$ modular transformations: It is anomaly-free and a well-defined theory on the $(2+1) \mathrm{d}$ spacetime torus. On the other hand, for the surface theory, the partition function for each sector is not modular invariant and thus it is not a well-defined theory on the $(2+1)$ d torus. It should be regarded as the boundary theory of a higher-dimensional topological phase. There are $\mathrm{K}^{3}$ sectors determined by three quantum number $n_{0,1,2}$ and they form a complete basis under $S$ and $T$ modular transformations, as we will show now.

Under $M$ transformation, quantum numbers are transformed as

$$
M:\left\{\begin{array} { l } 
{ N _ { 1 } + \frac { n _ { 1 } } { \mathrm { K } } }  \tag{108}\\
{ N _ { 2 } + \frac { n _ { 2 } } { \mathrm { K } } } \\
{ N _ { 0 } + \frac { n _ { 0 } } { \mathrm { K } } }
\end{array} \rightarrow \left\{\begin{array}{l}
-N_{2}-\frac{n_{2}}{\mathrm{~K}} \\
N_{1}+\frac{n_{1}}{\mathrm{~K}} \\
N_{0}+\frac{n_{0}}{\mathrm{~K}}
\end{array}\right.\right.
$$

To discuss $U_{1}^{\prime}$ transformation, we use the Poisson resummation to rewrite the summation over $N_{0}$ and $N_{1}$ in $Z^{n_{0} n_{1} n_{2}}$ and rewrite the zero-mode partition function as

$$
\begin{align*}
Z^{n_{0} n_{1} n_{2}}= & \frac{1}{\mathrm{~K}|\tau|} \sum_{N_{2}, M_{0,1} \in \mathbb{Z}} \exp \left\{-\frac{\pi \tau_{2}}{2 r^{2} R_{2}|\tau|^{2}} M_{1}^{2}-\frac{2 r^{2} \pi R_{2} \tau_{2}}{|\tau|^{2}}\left[\frac{M_{0}}{\mathrm{~K}}-\gamma \tilde{N}_{2}\right]^{2}-\frac{2 \pi r^{2} R_{0} R_{1}}{R_{2}} \tilde{N}_{2}^{2}\right. \\
& \left.-\frac{2 \pi i \tau_{1} \mathrm{~K}}{|\tau|^{2}} \frac{M_{1}}{\mathrm{~K}}\left[\frac{M_{0}}{\mathrm{~K}}-\gamma \tilde{N}_{2}\right]+2 \pi i \beta \tilde{N}_{2} M_{1}+\frac{2 \pi i n_{1}}{\mathrm{~K}} M_{1}+\frac{2 \pi i n_{0}}{\mathrm{~K}} M_{0}\right\} \tag{109}
\end{align*}
$$

Let us introduce

$$
\begin{equation*}
M_{1}:=\mathrm{K} N_{0}^{\prime}+n_{0,}^{\prime}, \quad M_{0}:=\mathrm{K} N_{1}^{\prime}+n_{1}^{\prime} \tag{110}
\end{equation*}
$$

Then, the partition function can be written as

$$
\begin{align*}
Z^{n_{0} n_{1} n_{2}}= & \frac{1}{K|\tau|} \sum_{N_{2}, M_{0}, \in \mathbb{Z}} \sum_{n_{0,1}^{\prime} \in \mathbb{Z}_{\mathrm{K}}} \exp \left[-\frac{\pi \tau_{2} K^{2}}{2 r^{2} R_{2}|\tau|^{2}} \tilde{N}_{0}^{\prime 2}-\frac{2 r^{2} \pi R_{2} \tau_{2}}{|\tau|^{2}}\left[\tilde{N}_{1}^{\prime}-\gamma \tilde{N}_{2}\right]^{2}-\frac{2 \pi r^{2} R_{0} R_{1}}{R_{2}} \tilde{N}_{2}^{2}\right. \\
& \left.-\frac{2 \pi i \tau_{1} \mathrm{~K}}{|\tau|^{2}} \tilde{N}_{0}^{\prime}\left[\tilde{N}_{1}^{\prime}-\gamma \tilde{N}_{2}\right]+2 \pi i \mathrm{~K} \beta \tilde{N}_{2} \tilde{N}_{0}^{\prime}+\frac{2 \pi i n_{1} n_{0}^{\prime}}{\mathrm{K}}+\frac{2 \pi i n_{0} n_{1}^{\prime}}{\mathrm{K}}\right] \tag{111}
\end{align*}
$$

where $\sum_{n \in \mathbb{Z}_{\mathrm{K}}}:=\sum_{n=0}^{\mathrm{K}-1}$. From these expressions, under $U_{1}^{\prime}$ transformation,

$$
\begin{equation*}
\left(U_{1}^{\prime} \mathcal{Z}\right)^{n_{0} n_{1} n_{2}}=\frac{1}{\mathrm{~K}} \sum_{n_{0,1}^{\prime} \in \mathbb{Z}_{\mathrm{K}}} e^{\frac{2 \pi i}{\mathrm{~K}}\left(n_{0} n_{1}^{\prime}+n_{1} n_{0}^{\prime}\right)} \mathcal{Z}^{n_{0}^{\prime} n_{1}^{\prime} n_{2}} \tag{112}
\end{equation*}
$$

Combined with the $M$ transformation, we can write down the modular $\mathcal{S}$ and $\mathcal{T}$ matrices:

$$
\begin{align*}
& \mathcal{S}_{n_{i}, n_{i}^{\prime}}=\frac{1}{\mathrm{~K}} \delta_{n_{1}, n_{2}^{\prime}} e^{-\frac{2 \pi i}{\mathrm{~K}}\left(n_{0}^{\prime} n_{2}-n_{0} n_{1}^{\prime}\right)} \\
& \mathcal{T}_{n_{i}, n_{i}^{\prime}}=\delta_{n_{0}, n_{0}^{\prime}} \delta_{n_{1}, n_{1}^{\prime}} \delta_{n_{2}, n_{2}^{\prime}} e^{\frac{2 \pi i}{\mathrm{~K}} n_{0} n_{1}} \tag{113}
\end{align*}
$$

This result is consistent with previous works, Refs. 33 and 34 , and also 36 , where the action of the modular transformations are calculated in the bulk. (See also other related works: Refs. 35, 37-39.) In terms of the bulk physics, the $\mathcal{S}$ matrix describes the braiding phase between particle and loop excitations, whereas the $\mathcal{T}$ matrix encodes information related to $(3+1) \mathrm{d}$ analogue of topological spins. ${ }^{33}$ (See also Refs. 35, 37-39.) The exact agreement between the $\mathcal{S}$ and $\mathcal{T}$ matrices calculated in the bulk and the boundary suggests there is one-toone correspondence, the bulk-boundary correspondence in $(3+1) \mathrm{d}$.

The computed $\mathcal{S}$ and $\mathcal{T}$ matrices (113) are expected to be consistent with the algebraic relations in Eq. (27): As in $(1+1)$ d CFTs, together with the charge conjugation matrix $\mathcal{C}, \mathcal{S}$ and $\mathcal{T}$ matrices should obey essentially the same algebraic relations as Eq. (27). Assuming the charge conjugation matrix is unity, $\mathcal{C}=1$, we have checked, for the case of $\mathrm{K}=2,3,4,5$, the $\mathcal{S}$ and $\mathcal{T}$ matrices satisfy all the above constraints except the last equation in Eq. (27).

Before we leave this section, as we have done in the previous section, it is instructive to dimensionally reduce the partition functions of the surface theory of the $(3+1) \mathrm{d}$ BF theory. For each given sector, after dimensional reduction, the partition function is given by

$$
\begin{align*}
\mathcal{Z}^{n_{0}, n_{1}}= & \frac{1}{|\eta(\tau)|^{2}} \sum_{N_{0,1} \in \mathbb{Z}} \exp \left\{-\pi \tau_{2} \mathrm{~K}\left(N_{0}+\frac{n_{0}}{\mathrm{~K}}\right)^{2}\right. \\
& -\pi \tau_{2} \mathrm{~K}\left(N_{1}+\frac{n_{1}}{\mathrm{~K}}\right)^{2} \\
& \left.+2 \pi i \tau_{1} \mathrm{~K}\left(N_{0}+\frac{n_{0}}{\mathrm{~K}}\right)\left(N_{1}+\frac{n_{1}}{\mathrm{~K}}\right)\right\} . \tag{114}
\end{align*}
$$

Here, we made a convenient choice $\lambda_{1}=1 / \mathrm{K}$, i.e., $2 \mathrm{r}^{2}=$ K . This is the same as the character of the edge theory of the $(2+1) \mathrm{d} \mathbb{Z}_{\mathrm{K}}$ gauge theory in its topological phase. The effective Lagrangian density of the edge CFT is by

$$
\begin{equation*}
\mathcal{L}=\frac{1}{4 \pi} \partial_{t} \vec{\Phi}^{T} \mathbf{K} \partial_{x} \vec{\Phi}-\partial_{x} \vec{\Phi}^{T} \mathbf{V} \partial_{x} \vec{\Phi} \tag{115}
\end{equation*}
$$

where $\mathbf{K}=\mathrm{K} \sigma_{x}$ and $\mathbf{V}$ is a symmetric and positive definite matrix that accounts for the interaction on the edge and is non-universal. The characters defined in Eq. (114) can be simplified as

$$
\begin{equation*}
\chi_{a b}(\tau)=\frac{1}{|\eta(\tau)|^{2}} \sum_{s, t} q^{\frac{1}{4 \mathrm{~K}}(\mathrm{~K} s+a+\mathrm{K} t+b)^{2}} \bar{q}^{\frac{1}{4 \mathrm{~K}}(\mathrm{~K} s+a-\mathrm{K} t-b)^{2}} \tag{116}
\end{equation*}
$$

where $a=n_{0}$ and $b=n_{1}$. There are $\mathrm{K}^{2}$ characters in total. Under the $\mathcal{S}$ and $\mathcal{T}$ modular transformations, they are transformed as

$$
\begin{align*}
& \chi_{a b}(\tau+1)=e^{2 \pi i \frac{a b}{\mathrm{~K}}} \chi_{a b}(\tau) \\
& \chi_{a b}(-1 / \tau)=\frac{1}{\mathrm{~K}} \sum_{a^{\prime}, b^{\prime}} \chi_{a^{\prime} b^{\prime}}(\tau) e^{-2 \pi i \frac{a^{\prime} b+b^{\prime} a}{\mathrm{~K}}} . \tag{117}
\end{align*}
$$

## D. Entropy of the boundary theory

In this section, we compute the thermal entropy

$$
\begin{equation*}
S_{T}:=\frac{d}{d T}\left[T \ln \chi_{a}\right] \tag{118}
\end{equation*}
$$

obtained from the partition functions of the boundary theory discussed above. Here, $\chi_{a}$ is the partition function in the sector labeled by $a=\left(n_{0}, n_{1}, n_{2}\right)$, and

$$
\begin{equation*}
1 / T=2 \pi R_{0} \tag{119}
\end{equation*}
$$

is the inverse temperature.
While $S_{T}$ is defined for a system with a real (physical) boundary, it is expected to carry information on the universal topological part of the entanglement entropy (the topological entanglement entropy). The latter is defined for the bulk system (the BF theory) defined on a manifold without a physical boundary, and obtained by integrating out (tracing over) a subregion B (compliment to, say, subregion A). ${ }^{8,49-51}$

We are interested in the entropy $S_{T}$ in the limit $R_{1} / R_{0} \rightarrow \infty$ and $R_{1} / R_{2} \rightarrow \infty$. (We could also equivalently take the limit with $R_{1}$ and $R_{2}$ exchanged, in which case, we have to resum differently but the result would be the same.) To evaluate the entropy in this limit, we first make use of the $\mathcal{S}$-modular transformation, ${ }^{52}$ and write

$$
\begin{equation*}
S_{T}=\frac{d}{d T}\left[T \ln \left(\mathcal{S}_{a}^{b} \chi_{b}(-1 / \tau)\right)\right] \tag{120}
\end{equation*}
$$

In the above limit, only the identity character gives rise to the dominant contribution, $\lim _{R_{1} / R_{0} \rightarrow \infty, R_{1} / R_{2} \rightarrow \infty} \chi_{a}(\tau)=\mathcal{S}_{a}^{0} \chi_{0}(-1 / \tau)$, as seen from Eq. (111). Hence

$$
\begin{equation*}
\left.S_{T}\right|_{R_{1} / R_{0} \rightarrow \infty, R_{1} / R_{2} \rightarrow \infty}=\frac{d}{d T}\left[T \ln \left(\mathcal{S}_{a}^{0} \chi_{0}\right)\right] . \tag{121}
\end{equation*}
$$

Then using the modular $\mathcal{S}$ matrix computed in the previous section,

$$
\begin{align*}
\left.S_{T}\right|_{R_{1} / R_{0} \rightarrow \infty, R_{1} / R_{2} \rightarrow \infty} & =\frac{d}{d T}\left[T \ln \left(\frac{1}{\mathrm{~K}} \chi_{0}\right)\right] \\
& =-\ln \mathrm{K}+\frac{d}{d T}\left[T \ln \chi_{0}\right] \tag{122}
\end{align*}
$$

The first term is the subleading term, and identical to the bulk topological entanglement entropy, although $S_{T}$ and the entanglement entropy are defined differently. The second term is the extensive piece, which basically corresponds to the entropy of the free boson and is the usual leading order term. (When $S_{T}$ is interpreted as the entanglement entropy, the second term corresponds to the area law term.)

## IV. THE SURFACE THEORY OF THE ( $3+1$ )D BF THEORY WITH THE $\Theta$ TERM

Recall that in the surface theory of the BF theory discussed in the previous section, there are three quantum numbers $M_{0,1,2}$, which we wrote in terms of their nonfractional and fractional parts as

$$
\begin{equation*}
M_{\mu}=N_{\mu}+\frac{n_{\mu}}{\mathrm{K}}, \quad \mu=0,1,2 \tag{123}
\end{equation*}
$$

These quantum numbers in the surface theory can be interpreted as arising from the presence of bulk quasiparticles or quasi-vortices; $M_{1,2}$ represents the fractional winding number of the $\varphi$ field induced by a bulk quaxi-vortex, whereas $M_{0}$ represents a fractionalized flux threading the surface induced by a bulk quasi-particle.

In this section, we consider the following "twist" of the quantum number

$$
\begin{align*}
M_{0} & \rightarrow M_{0}+\frac{Q_{1} M_{2}-Q_{2} M_{1}}{\mathrm{~K}} \\
& =M_{0}+\frac{Q \times M}{\mathrm{~K}}, \tag{124}
\end{align*}
$$

in the surface theory of the BF theory, where $Q_{1,2}$ are fixed integers, and we have introduced the notation

$$
\begin{equation*}
Q \times M:=Q_{1} M_{2}-Q_{2} M_{1} \tag{125}
\end{equation*}
$$

This twist can be induced by considering a modification of the BF theory by introducing the $\Theta$ term (axion term). In the next section, we will consider a similar twist to discuss three-loop braiding statistics.

## A. The BF theory with the $\Theta$-term in $(3+1) \mathrm{d}$

We motivate the twist (124) by considering the following modification of the bulk BF theory by adding a $\Theta$-term:

$$
\begin{align*}
& S_{b u l k}=\int_{\mathcal{M}}[ \frac{\mathrm{K}}{2 \pi} b \wedge d a-\frac{\mathrm{p}}{8 \pi^{2}} d \Theta \wedge a \wedge d a \\
&\left.-a \wedge J_{q p}-b \wedge J_{q v}\right] \tag{126}
\end{align*}
$$

In the second term (the- $\Theta$ term or axion term), p is a parameter, specific value of which will be discussed later, $\Theta$ is a non-dynamical background field, and we consider an inhomogeneous but time-independent configuration of $\Theta$, which will be specified later. Compared to the standard form of the $\Theta$ term, $\Theta d a \wedge d a$, we have done an integration by part and put the derivative acting on $\Theta$. Since the $\Theta$ field is non-dynamical, we will interpret the presence of the $\Theta$ term as an introduction of a static defect. In Ref. 53, a similar effective action has been proposed to describe the thermal and gravitational response of topological defects in superconducting topological insulators. ${ }^{27}$ We also note that the BF theory with the $\Theta$-term, $\Theta d a \wedge d a$, has been proposed to describe the fermonic and bosonic topological insulators. In Ref. 37 , the BF theory with the $\Theta$ term was used to discuss three-loop braiding processes.

To see the $\Theta$-term induces the twist (124), we assume the following configuration of the $\Theta$-field:

$$
\begin{equation*}
\Theta(x, y, z)=\frac{Q_{1} x}{R_{1}}+\frac{Q_{2} y}{R_{2}} . \tag{127}
\end{equation*}
$$

where $Q_{1,2}$ are fixed integers. From the equation of motion,

$$
\begin{align*}
& \frac{\mathrm{K}}{2 \pi} \varepsilon^{\mu \nu \lambda \rho} \partial_{\lambda} a_{\rho}=j_{q v}^{\mu \nu} \\
& \frac{\mathrm{K}}{4 \pi} \varepsilon^{\mu \nu \lambda \rho} \partial_{\nu} b_{\lambda \rho}+\frac{\mathrm{p}}{4 \pi^{2}} \varepsilon^{\mu \nu \lambda \rho} \partial_{\nu} \Theta \partial_{\lambda} a_{\rho}=j_{q p}^{\mu} \tag{128}
\end{align*}
$$

By plugging the first equation into the second, these equations of motion reduce to

$$
\begin{align*}
& \frac{\mathrm{K}}{2 \pi} \varepsilon^{\mu \nu \lambda \rho} \partial_{\lambda} a_{\rho}=j_{q v}^{\mu \nu} \\
& \frac{\mathrm{K}}{4 \pi} \varepsilon^{\mu \nu \lambda \rho} \partial_{\nu} b_{\lambda \rho}=-\frac{\mathrm{p}}{2 \pi \mathrm{~K}} \partial_{\nu} \Theta j_{q v}^{\mu \nu}+j_{q p}^{\mu} . \tag{129}
\end{align*}
$$

In the presence of quasiparticle and quasivortex sources, (65) and (69), the equations of motion integrated over space are

$$
\begin{align*}
\frac{\mathrm{K}}{2 \pi} \int d y d z \varepsilon^{01 i j} \partial_{i} a_{j} & =M_{1} \\
\frac{\mathrm{~K}}{2 \pi} \int d x d z \varepsilon^{02 i j} \partial_{i} a_{j} & =M_{2} \\
\frac{\mathrm{~K}}{4 \pi} \int_{\Sigma} d^{3} x \varepsilon^{0 i j k} \partial_{i} b_{j k} & =-\frac{\mathrm{p}}{\mathrm{~K}} Q_{i} M_{i}+N_{0} \tag{130}
\end{align*}
$$

where $M_{1,2}, N_{0} \in \mathbb{Z}$ and we noted

$$
\begin{equation*}
\partial_{i} \Theta \int d^{3} x j_{q v}^{0 i}=\frac{Q_{i}}{R_{i}} M_{i} \times\left(2 \pi R_{i}\right)=2 \pi Q_{i} M_{i} \tag{131}
\end{equation*}
$$

( $i$ is not summed over). These can be reduced to, by using Stokes' theorem,

$$
\begin{align*}
& \int d y \partial_{y} \varphi=\frac{2 \pi}{\mathrm{~K}} N_{2} \\
& \int d x \partial_{x} \varphi=\frac{2 \pi}{\mathrm{~K}} N_{1} \\
& \int d^{2} x \epsilon_{i j} \partial_{i} \zeta_{j}=\frac{2 \pi}{\mathrm{~K}} N_{0}+\frac{2 \pi \mathrm{p}}{\mathrm{~K}^{2}}(Q \times N) \tag{132}
\end{align*}
$$

where $M_{1}=-N_{2}$ and $M_{2}=N_{1}$. Hence, upon choosing $p=1$, in the presence of the defect field $\Theta$, the quantum number $N_{0}$ in the surface theory is "twisted" as in Eq. (124).

We observe that the following action

$$
\begin{align*}
S_{b u l k}^{\prime} & =\int d^{4} x \frac{\mathrm{~K}}{4 \pi} \varepsilon^{\mu \nu \lambda \rho} \partial_{\nu} b_{\lambda \rho} a_{\mu} \\
& -j_{q p}^{\mu} a_{\mu}-j_{q v}^{\mu \nu} \frac{1}{2}\left[b_{\mu \nu}-\frac{\mathrm{p}}{2 \pi \mathrm{~K}}\left(a_{\mu} \partial_{\nu} \Theta-a_{\nu} \partial_{\mu} \Theta\right)\right] \tag{133}
\end{align*}
$$

shares the same equations of motion, Eq. (129), as the BF theory with $\Theta$ terms, (126). Hence, the boundary theory derived from $S_{b u l k}^{\prime}$ has the same quantization rules of the zero modes as the boundary theory of $S_{b u l k}$. In the next section, we will consider the boundary theory derived from $S_{b u l k}^{\prime}$, and its partition functions.

To contrast the two theories $S_{b l u k}$ and $S_{b u l k}^{\prime}$, we note, in $S_{\text {bulk }}$, that the coupling to the currents are "normal" while the commutators are "abnormal", in the sense that the commutators among fields $a, b$ are modified due to the presence of the theta term. On the other hand, in $S_{b u l k}^{\prime}$, the commutators are normal (the same as the ordinary BF theory) while the coupling to the current is "abnormal". (Since that the commutators are the same as the ordinary BF theory, $S_{\text {bulk }}^{\prime}$ and the corresponding boundary theory can be analyzed in a complete parallel with the BF theory - a practical reason why we will consider on $S_{b u l k}^{\prime}$ in the following - expect for the zero mode part.)

In spite of these differences, these theories lead to the same quantization conditions (the same "lattice" of quantum numbers) of zero modes. To see how this is possible,
we note that the quantization rule of the zero modes are determined both by (a) the canonical commutation relations and (b) the compactification conditions. The compactification condition is determined by declaring physically observable Wilson loop operators. This in term is determined from the coupling of the theory to the current. Therefore, in the original theory, (a) is abnormal but (b) is normal. In the modified theory, (a) is normal but (b) is abnormal. In the next section, we demonstrate this by deriving the quantization conditions (132), derived from the bulk point of view here, in terms of the boundary theory of $S_{b u l k}^{\prime}$. In Appendix A, we quantize the boundary theory of the original theory, $S_{b u l k}$, to derive the quantization rule (132).

## B. The surface theory and partition functions

## 1. The compactification conditions and quantization rules

We now proceed to consider the surface theory of the bulk theory (133). Without sources, the surface theory is described by the same Lagrangian density as the surface of the BF theory, (72), and hence has the same canonical commutation relations. This immediately means that the oscillator part of the surface theory can be treated in exactly the same as before. On the other hand, reflecting the abnormal coupling of the gauge fields to the currents in the bulk action $S_{b u l k}^{\prime}$, the compactification conditions of the boundary fields $\varphi$ and $\zeta$ are modified, as we will now discuss.

As we noted earlier, the coupling to the current can be written, e.g., $\int d^{4} x j_{q p}^{\mu} a_{\mu}=\oint_{L} a$. Thus, introducing a proper current corresponds to introducing a Wilson loop. If we now consider a Wilson line $L$ that is spatial, and that ends at the boundary,

$$
\begin{equation*}
\int_{L} a=\int_{L} d \varphi=\int_{\partial L} \varphi=\varphi(\partial L) \tag{134}
\end{equation*}
$$

where we noted $\partial L$ is a point, and we have used the solution to the Gauss law constraint, $a_{a}=\partial_{a} \varphi(a=$ $1,2,3)$. Thus,

$$
\begin{equation*}
\exp i m \int_{L} a=\exp [i m \varphi(\partial L)] \tag{135}
\end{equation*}
$$

This means that $\varphi$ is compactified with the radius $2 \pi$.
Let us repeat the same exercise for the coupling to the quasivortex current:

$$
\begin{align*}
& \int d^{4} x j_{q v}^{\mu \nu} \frac{1}{2}\left[b_{\mu \nu}-\frac{\mathrm{p}}{2 \pi \mathrm{~K}}\left(a_{\mu} \partial_{\nu} \Theta-a_{\nu} \partial_{\mu} \Theta\right)\right] \\
& =\int_{S}\left[b-\frac{\mathrm{p}}{2 \pi \mathrm{~K}} a \wedge d \Theta\right] \tag{136}
\end{align*}
$$

where $S$ is the world surface of a quasivortex (quasivortices). In the presence of a boundary and using $b=d \zeta$,
this is evaluated as

$$
\begin{equation*}
=\int_{S}\left[d \zeta-\frac{\mathrm{p}}{2 \pi \mathrm{~K}} d \varphi \wedge d \Theta\right]=\int_{\partial S}\left[\zeta-\frac{\mathrm{p}}{2 \pi \mathrm{~K}} \varphi \wedge d \Theta\right] \tag{137}
\end{equation*}
$$

where the boundary of the world sheet is on the surface. We thus have a Wilson line on the surface:

$$
\begin{equation*}
\exp i m \int_{\partial S}\left[\zeta-\frac{\mathrm{p}}{2 \pi \mathrm{~K}} \varphi \wedge d \Theta\right] \tag{138}
\end{equation*}
$$

We now consider the case where $\partial S$ is along the $x$ - or $y$ - cycles. Recalling the mode expansion Eq. (81), and noting $(\mathrm{p} / 2 \pi \mathrm{~K}) \int_{L_{i}} \varphi d \Theta=(\mathrm{p} / \mathrm{K}) \alpha_{0} Q_{i}$ the zero modes enter into the integral $\int_{\partial S}\left[\zeta-\frac{\mathrm{p}}{2 \pi \mathrm{~K}} \varphi \wedge d \Theta\right]$ through the following combinations

$$
\begin{equation*}
\alpha_{1}-\frac{\mathrm{p}}{\mathrm{~K}} Q_{1} \alpha_{0}, \quad \alpha_{2}-\frac{\mathrm{p}}{\mathrm{~K}} Q_{2} \alpha_{0} \tag{139}
\end{equation*}
$$

Together with $\alpha_{0}$, the following three linear combinations

$$
\begin{equation*}
v_{\mu}^{a} \alpha_{\mu}, \quad a=0,1,2 \tag{140}
\end{equation*}
$$

are angular variables, where

$$
\begin{align*}
& v^{0}=(1,0,0)^{T} \\
& v^{1}=\left(-\frac{\mathrm{p} Q_{1}}{\mathrm{~K}}, 1,0\right)^{T}, \quad v^{2}=\left(-\frac{\mathrm{p} Q_{2}}{\mathrm{~K}}, 0,1\right)^{T} . \tag{141}
\end{align*}
$$

Noting the commutation relations among zero modes,

$$
\begin{equation*}
\left[\alpha_{0}, \beta_{0}\right]=\left[\alpha_{1},-\beta_{2}\right]=\left[\alpha_{2}, \beta_{1}\right]=\frac{i}{\mathrm{~K}} \tag{142}
\end{equation*}
$$

we consider the linear combinations

$$
\begin{equation*}
w_{a}^{\mu} \bar{\beta}_{\mu}, \quad \bar{\beta}=\left(\beta_{0},-\beta_{2}, \beta_{1}\right), \quad a=0,1,2 \tag{143}
\end{equation*}
$$

where $w^{a}$ are translation vectors reciprocal to $v^{a}$ :

$$
\begin{equation*}
w_{a}^{\mu} v_{\mu}^{b}=\delta_{b}^{a} \tag{144}
\end{equation*}
$$

Explicitly, they are given by

$$
\begin{equation*}
w_{0}=\left(1, \frac{\mathrm{p} Q_{1}}{\mathrm{~K}}, \frac{\mathrm{p} Q_{1}}{\mathrm{~K}}\right), w_{1}=(0,1,0), w_{2}=(0,0,1) \tag{145}
\end{equation*}
$$

Then, in the "rotated" basis, the commutation relation takes the following canonical form:

$$
\begin{equation*}
\left[v_{\mu}^{a} \alpha_{\mu}, w_{b}^{\nu} \bar{\beta}_{\nu}\right]=\frac{i}{\mathrm{~K}} v_{\mu}^{a} w_{b}^{\mu}=\frac{i}{\mathrm{~K}} \delta_{b}^{a} \tag{146}
\end{equation*}
$$

Due to the compacticity of $v_{\mu}^{a} \alpha_{\mu}, w_{b}^{\nu} \bar{\beta}_{\nu}$ takes on values

$$
\begin{equation*}
w_{b}^{\nu} \bar{\beta}_{\nu}=\frac{1}{\mathrm{~K}} \times m_{b}, \quad m_{b=1,2,3} \in \mathbb{Z} \tag{147}
\end{equation*}
$$

Inverting this relation,

$$
\begin{equation*}
\bar{\beta}_{\mu}=\frac{1}{\mathrm{~K}} u_{\mu}^{a} m_{a}, \quad u_{\nu}^{a} w_{a}^{\mu}=\delta_{\nu}^{\mu} \tag{148}
\end{equation*}
$$

where

$$
\begin{align*}
& u_{0}=(1,0,0)^{T} \\
& u_{1}=\left(\frac{-\mathrm{p} Q_{1}}{\mathrm{~K}}, 1,0\right)^{T}, \quad u_{2}=\left(\frac{-\mathrm{p} Q_{2}}{\mathrm{~K}}, 0,1\right)^{T} \tag{149}
\end{align*}
$$

Renaming the integers as $m_{0} \rightarrow N_{0}, m_{1} \rightarrow-N_{2}$, and $m_{2} \rightarrow N_{1}$, Eq. (148) is nothing but the quantization rule (132).

## 2. The partition functions

With the twist (124), we can now write down the zero mode partition function. Let us recall the partition function of the BF surface without the theta term, $Z^{n_{0} n_{1} n_{2}}$, defined in Eq. (105). For later use, we write $Z^{n_{0} n_{1} n_{2}}$ as

$$
\begin{align*}
Z^{n_{0} n_{1} n_{2}} & =\sum_{N_{0,1,2} \in \mathbb{Z}} f_{\mathrm{K}}\left(M_{0}, M_{i}\right) \\
& =\sum_{N_{0,1,2} \in \mathbb{Z}} f_{\mathrm{K}}\left(\mathrm{~K} N_{0}+n_{0}, \mathrm{~K} N_{i}+n_{i}\right), \tag{150}
\end{align*}
$$

where $f_{\mathrm{K}}$ is defined by the summand in Eq. (105), and recall $M_{\mu}=\mathrm{K} N_{\mu}+n_{\mu}$. We will call the partition function resulting from the twist $Z_{Q_{1} Q_{1}}^{n_{0} n_{1} n_{2}}$. It is given by
$Z_{Q_{1} Q_{2}}^{n_{0} n_{1} n_{2}}=\sum_{N_{0,1,2} \in \mathbb{Z}} f_{\mathrm{K}}\left(\mathrm{K} N_{0}+n_{0}+\frac{Q \times M}{\mathrm{~K}}, \mathrm{~K} N_{i}+n_{i}\right)$.

To proceed, we write

$$
\begin{align*}
M_{i} & =\mathrm{K} N_{i}+n_{i}=\mathrm{K}^{2} \bar{N}_{i}+\mathrm{K} t_{i}+n_{i} \\
Q_{i} & =\mathrm{K} R_{i}+r_{i}=\mathrm{K}^{2} \bar{R}_{i}+\mathrm{K} s_{i}+r_{i} \tag{152}
\end{align*}
$$

where new integers $\bar{N}_{i}, \bar{R}_{i}, R_{i}$ and $\mathbb{Z}_{\mathrm{K}}$ variables $t_{i}, s_{i}, r_{i}$ are introduced. In the following, we will show that the zero mode partition function depends on $Q_{i}$ only through $r_{i}$, and hence can be denoted as $Z_{r_{1} r_{2}}^{n_{1} n_{1} n_{2}}$, and that the partition function can be written as

$$
\begin{equation*}
Z_{r_{1} r_{2}}^{n_{0} n_{1} n_{2}}=\sum_{t_{1,2} \in \mathbb{Z}_{\mathrm{K}}} X^{\bar{n}_{0} \bar{n}_{1} \bar{n}_{2}} \tag{153}
\end{equation*}
$$

where we have introduced

$$
\begin{align*}
& \underline{\mathrm{n}}_{0}:=n_{0}+s \times n+r \times t \quad \bmod \mathrm{~K}, \\
& \left\{\begin{array}{l}
\bar{n}_{0}:=\mathrm{K}_{0}+(r \times n) \\
\bar{n}_{1}:=\mathrm{K} t_{1}+n_{1} \\
\bar{n}_{2}:=\mathrm{K} t_{2}+n_{2},
\end{array}\right. \tag{154}
\end{align*}
$$

(i.e., $\left.\underline{\mathrm{n}}_{0}=\left(n_{0}+s \times n+r \times t\right) \% \mathrm{~K}\right)$ and $X^{\bar{n}_{0} \bar{n}_{1} \bar{n}_{2}}$ is defined by

$$
\begin{equation*}
X^{\bar{n}_{0} \bar{n}_{1} \bar{n}_{2}}:=\sum_{A_{0}, \bar{N}_{1,2} \in \mathbb{Z}} f_{\mathrm{K}}\left(\mathrm{~K} A_{0}+\frac{\bar{n}_{0}}{\mathrm{~K}}, \mathrm{~K}^{2} \bar{N}_{i}+\bar{n}_{i}\right) . \tag{155}
\end{equation*}
$$

To show Eq. (153), we start by writing the partition function in terms of variables introduced in Eq. (152):

$$
\begin{align*}
& Z_{Q_{i}=\mathrm{K}^{2} \bar{R}_{i}+\mathrm{K} s_{i}+r_{i}}^{n_{0} n_{1} n_{2}}=\sum_{N_{0}, \bar{N}_{1,2} \in \mathbb{Z}} \sum_{t_{1,2} \in \mathbb{Z}_{\mathrm{K}}} \\
& \times f_{\mathrm{K}}\left(\mathrm{~K} N_{0}+n_{0}+\frac{Q \times M}{\mathrm{~K}}, \mathrm{~K}^{2} \bar{N}_{i}+\mathrm{K} t_{i}+n_{i}\right) \tag{156}
\end{align*}
$$

By further introducing

$$
\begin{align*}
a_{0} & =n_{0}+s \times n+r \times t \\
A_{0} & =N_{0}+(\mathrm{K} \bar{R}+s) \times N+\bar{R} \times n+r \times \bar{N} \tag{157}
\end{align*}
$$

and noting the equality

$$
\begin{equation*}
\mathrm{K} N_{0}+n_{0}+\frac{Q \times M}{\mathrm{~K}}=\mathrm{K} A_{0}+a_{0}+\frac{r \times n}{\mathrm{~K}} \tag{158}
\end{equation*}
$$

Then,

$$
\begin{align*}
& Z_{Q_{i}=\mathrm{K}^{2} \bar{R}_{i}+\mathrm{K} s_{i}+r_{i}}^{n_{0} n_{1} n_{2}}=\sum_{N_{0}, \bar{N}_{1,2} \in \mathbb{Z}} \sum_{t_{1,2} \in \mathbb{Z}_{\mathrm{K}}} \\
& \quad \times f_{\mathrm{K}}\left(\mathrm{~K} A_{0}+a_{0}+\frac{r \times n}{\mathrm{~K}}, \mathrm{~K}^{2} \bar{N}_{i}+\mathrm{K} t_{i}+n_{i}\right) . \tag{159}
\end{align*}
$$

We now fix $t_{1,2}$ and consider

$$
\begin{align*}
& X_{Q_{i}=\mathrm{K}^{2}, \bar{R}_{i}+\mathrm{K} s_{i}+r_{i}}^{n_{0} n_{1} n_{2} t_{1} t_{2}} \sum_{N_{0}, \bar{N}_{1,2} \in \mathbb{Z}} \\
& \quad \times f_{\mathrm{K}}\left(\mathrm{~K} A_{0}+a_{0}+\frac{r \times n}{\mathrm{~K}}, \mathrm{~K}^{2} \bar{N}_{i}+\mathrm{K} t_{i}+n_{i}\right) . \tag{160}
\end{align*}
$$

Note that once $t_{1,2}$ are fixed, $a_{0}$ is fixed. Converting the summation over $N_{0}$ to a summation over $A_{0}$,

$$
\begin{align*}
& X_{Q_{i}=\mathrm{K}^{2}, \bar{R}_{i}+\mathrm{K} s_{i}+r_{i}}^{n_{0} n_{1} n_{2}, t_{1} t_{2}} \sum_{A_{0}, \bar{N}_{1,2} \in \mathbb{Z}} \\
& \quad \times f_{\mathrm{K}}\left(\mathrm{~K} A_{0}+a_{0}+\frac{r \times n}{\mathrm{~K}}, \mathrm{~K}^{2} \bar{N}_{i}+\mathrm{K} t_{i}+n_{i}\right) . \tag{161}
\end{align*}
$$

Note that the $s$ and $n_{0}$ dependence of the right hand side comes only from $a_{0}$. Also, after converting the sum $\sum_{N_{0}} \rightarrow \sum_{A_{0}}$, the $\bar{R}_{i}$ dependence is gone. So, we write $X_{Q_{i}=\mathrm{K}^{2} \bar{R}_{i}+\mathrm{K} s_{i}+r_{i}}^{n_{0} n_{1} n_{2}, t_{1} t_{2}}$ simply as $X_{r_{i}}^{a_{0} n_{1} n_{2}, t_{1} t_{2}}$. Observe that $X_{Q_{i}=\mathrm{K}^{2} \bar{R}_{i}+\mathrm{K} s_{i}+r_{i}}^{n_{0} n_{1} n_{2}, t_{1} t_{2}}$ appears to depend on nine $\mathbb{Z}_{\mathrm{K}}$-valued parameters, $n_{0,1,2}, t_{1,2}, s_{1,2}, r_{1,2}$ After the reorganization we have just done, we lost $s_{1,2}$, and we now only have six $\mathbb{Z}_{\mathrm{K}}$ parameters, $n_{1,2}, t_{1,2}, r_{1,2}$ and $a_{0}$. While $a_{0}$ is not $\mathbb{Z}_{\mathrm{K}}$-valued, we can shift $a_{0}$ such that

$$
\begin{equation*}
a_{0}=\mathrm{K} \times(\text { integer })+\left[a_{0}\right] \tag{162}
\end{equation*}
$$

where the second term takes values $0, \ldots \mathrm{~K}-1$. Then,

$$
\begin{align*}
& X_{r_{1} r_{2}}^{\left[a_{0}\right] n_{1} n_{2}, t_{1} t_{2}}=\sum_{A_{0}, \overline{\bar{N}}_{1,2} \in \mathbb{Z}} \\
& \quad \times f_{\mathrm{K}}\left(\mathrm{~K} A_{0}+\left[a_{0}\right]+\frac{r \times n}{\mathrm{~K}}, \mathrm{~K}^{2} \bar{N}_{i}+\mathrm{K} t_{i}+n_{i}\right) . \tag{163}
\end{align*}
$$

Observing that $X_{r_{1} r_{2}}^{\left[a_{0}\right] n_{1} n_{2}, t_{1} t_{2}}$ depends on $\left[a_{0}\right], n_{1,2}, t_{1,2}$ only through $\bar{n}_{0,1,2}$ defined in Eq. (163), rewriting Eq. (163) in terms of $\bar{n}_{0,1,2}$ completes the derivation of Eq. (153).

## 3. Modular transformations

We now discuss the modular properties of the partition functions. Under the $U_{2}$ transformation, the zero-mode partition functions are transformed according to

$$
\begin{equation*}
\left(U_{2} X\right)^{\bar{n}_{0} \bar{n}_{1} \bar{n}_{2}}=e^{-\frac{2 \pi i}{\mathrm{~K}^{2}} \bar{n}_{0} \bar{n}_{1}} X^{\bar{n}_{0} \bar{n}_{1} \bar{n}_{2}} \tag{164}
\end{equation*}
$$

On the other hand, under the $U_{1}^{\prime}$ transformation, the partition functions are transformed as

$$
\begin{equation*}
\left(U_{1}^{\prime} X\right)^{\bar{n}_{0} \bar{n}_{1} \bar{n}_{2}}=\frac{1}{|\tau| \mathrm{K}^{2}} \sum_{\bar{n}_{0,1}^{\prime}, \bar{r}_{0}^{\prime}, 1} e^{\frac{2 \pi \tilde{i}_{i}}{\mathrm{~K}^{2}}\left(\bar{n}_{0} \bar{n}_{1}^{\prime}+\bar{n}_{1} \bar{n}_{0}^{\prime}\right)} X^{\bar{n}_{0}^{\prime} \bar{n}_{1}^{\prime} \bar{n}_{2}} \tag{165}
\end{equation*}
$$

where $\bar{n}_{0}^{\prime} \equiv \mathrm{K}_{0}^{\prime}+r_{1}^{\prime} n_{2}-r_{2}^{\prime} n_{1}^{\prime}$.
Observe that, upon the $U_{1}^{\prime}$ transformation, partition functions with new parameters $r_{1}^{\prime}$ and $r_{2}^{\prime}$ generated. Since $r_{1}$ and $r_{2}$ are the given quantum numbers from the $\Theta$ term, the action of modular transformations is not closed.

## V. COUPLING TWO BF THEORIES -THREE-LOOP BRAIDING STATISTICS

In the twist (124), the integers $Q_{1,2}$ are fixed and treated as a background. I.e., $\Theta$ is a non-dynamical field. We have seen that the surface partition functions do not form a complete basis under modular transformations. To circumvent this issue, one may consider to treat $Q_{1}$ and $Q_{2}$ as dynamical variables, which may come from another copy of the BF theory. In this section, we will discuss two copies of the BF surface theories which are coupled via cubic terms.

Let us start from two decoupled copies of the BF surface theories. Let $M_{0,1,2}$ and $Q_{0,1,2}$ label different twisted sectors of the first and second copy, respectively. We consider to twist these quantum numbers by

$$
\begin{align*}
M_{0} & \rightarrow M_{0}+\frac{Q \times M}{\mathrm{~K}}, \\
Q_{0} & \rightarrow Q_{0}+\frac{M \times Q}{\mathrm{~K}} . \tag{166}
\end{align*}
$$

Here, unlike Eq. (124), both $M$ and $Q$ are dynamical variables.

In the next section, we start by introducing an $(3+1) \mathrm{d}$ bulk field theory, Eq. (167), or its alternative form (173), which realizes precisely the twist (166). We will analyze the modular properties of the resulting zero mode partition functions at the surface. The oscillator part of the partition function is simply given by the partition function of the two decoupled copies of free boson theories. By computing the $\mathcal{S}$ and $\mathcal{T}$ matrices acting on the zero mode partitions, we argue that the action (167) realizes three loop braiding statistics. While we were finalizing the draft, a preprint 54 appeared where the similar bulk actions were discussed and conjectured to realize threeloop braiding statistics.

## A. The bulk field theory

a. The cubic theory Let us motivate the twist (166). We propose to work with the following bulk action:

$$
\begin{align*}
S_{b u l k}=\int_{\mathcal{M}} & {\left[\frac{\mathrm{K}}{2 \pi} \delta_{I J} b^{I} \wedge d a^{J}\right.} \\
& +\frac{\mathrm{p}_{1}}{4 \pi^{2}} a^{1} \wedge a^{2} \wedge d a^{2}+\frac{\mathrm{p}_{2}}{4 \pi^{2}} a^{2} \wedge a^{1} \wedge d a^{1} \\
& \left.-\delta_{I J} b^{I} \wedge J_{q v}^{J}-\delta_{I J} a^{I} \wedge J_{q p}^{J}\right] \tag{167}
\end{align*}
$$

where $I, J=1,2$ and $\mathrm{p}_{1,2}$ are, as the level K , constant parameters of the theory. Similar action has been discussed in Ref. 55-57. The equations of motion are

$$
\begin{align*}
& \frac{\mathrm{K}}{2 \pi} d a^{I}=J_{q v}^{I} \\
& \begin{aligned}
\frac{\mathrm{K}}{2 \pi} d b^{1} & +\frac{\mathrm{p}_{1}}{4 \pi^{2}} a^{2} \wedge d a^{2} \\
& -\frac{\mathrm{p}_{2}}{2 \pi^{2}} a^{2} \wedge d a^{1}+\frac{\mathrm{p}_{2}}{4 \pi^{2}} d a^{2} \wedge a^{1}=J_{q p}^{1} \\
\frac{\mathrm{~K}}{2 \pi} d b^{2} & +\frac{\mathrm{p}_{2}}{4 \pi^{2}} a^{1} \wedge d a^{1} \\
& -\frac{\mathrm{p}_{1}}{2 \pi^{2}} a^{1} \wedge d a^{2}+\frac{\mathrm{p}_{1}}{4 \pi^{2}} d a^{1} \wedge a^{2}=J_{q p}^{2}
\end{aligned}
\end{align*}
$$

As in our previous discussion in the BF theory with and without the theta term, let us consider a fixed, static quasiparticle and quasivortex configuration and integrate the equation of motion over space. By solving the first equation of motion as $a^{I}=(2 \pi / \mathrm{K})\left(d^{-1} J_{q v}^{I}\right)$, plugging the solution to the second and the third equations of motion,
and integrating over space,

$$
\begin{align*}
\frac{\mathrm{K}}{2 \pi} \int_{\Sigma} d b^{1}= & -\frac{\mathrm{p}_{1}}{\mathrm{~K}^{2}} \int_{\Sigma}\left(d^{-1} J_{q v}^{2}\right) \wedge J_{q v}^{2} \\
& +\frac{\mathrm{p}_{2}}{\mathrm{~K}^{2}} \int_{\Sigma}\left(d^{-1} J_{q v}^{2}\right) \wedge J_{q v}^{1}+\int_{\Sigma} J_{q p}^{1} \\
\frac{\mathrm{~K}}{2 \pi} \int_{\Sigma} d b^{2}= & -\frac{\mathrm{p}_{2}}{\mathrm{~K}^{2}} \int_{\Sigma}\left(d^{-1} J_{q v}^{1}\right) \wedge J_{q v}^{1} \\
& +\frac{\mathrm{p}_{1}}{\mathrm{~K}^{2}} \int_{\Sigma}\left(d^{-1} J_{q v}^{1}\right) \wedge J_{q v}^{2}+\int_{\Sigma} J_{q p}^{2} \tag{169}
\end{align*}
$$

where note that in the static configurations considered here, $J_{q v}$ is a delta function one form supporting a spatial loop, whereas $J_{q p}$ is a delta function three form supporting a spatial point. Correspondingly, $d^{-1} J_{q v}$ is a delta function 0 form supporting a three dimensional manifold. The contributions to $\int_{\Sigma} d b^{I}$ is coming from quasivortex loops, $\int_{\Sigma}\left(d^{-1} J_{q v}^{I}\right) \wedge J_{q v}^{J}$, are given in terms of their linking number.

Considering now the specific geometry $\Sigma=D^{2} \times S^{1}$ with the boundary (surface) $\partial \Sigma=T^{2}$, we can derive the quantization rule of the zero modes of the boundary fields. Using the Gauss law constraint to write the boundary conditions in terms of $\varphi^{I}$ and $\zeta^{I}$, the bulk equations of motion translate in to

$$
\begin{align*}
& \frac{\mathrm{K}}{2 \pi} \int_{S_{i}^{1}} d \varphi^{1}=M_{i}, \quad \frac{\mathrm{~K}}{2 \pi} \int_{S_{i}^{1}} d \varphi^{2}=Q_{i} \\
& \frac{\mathrm{~K}}{2 \pi} \int_{\partial \Sigma} d \zeta^{1}-\frac{\mathrm{p}_{2}}{4 \pi^{2}} \int_{\partial \Sigma} d \varphi^{2} \wedge d \varphi^{1}=M_{0} \\
& \frac{\mathrm{~K}}{2 \pi} \int_{\partial \Sigma} d \zeta^{2}-\frac{\mathrm{p}_{1}}{4 \pi^{2}} \int_{\partial \Sigma} d \varphi^{1} \wedge d \varphi^{2}=Q_{0} \tag{170}
\end{align*}
$$

With $\mathrm{p}_{1}=\mathrm{p}_{2}=\mathrm{K}$, these correspond precisely to the twist (166).

Note that if we naively gauge transform as $b^{I} \rightarrow b^{I}+$ $d \zeta^{I}$ and $a^{I} \rightarrow a+d \varphi^{I}$, we find that the theory is not gauge invariant. Moreover these gauge transformations are not generated by Gauss constraints. We propose the following alternative gauge transformations:

$$
\begin{align*}
& b^{1} \rightarrow b^{\prime 1}=b^{1}+d \zeta^{1}-\frac{\mathrm{p}_{2}}{2 \pi \mathrm{~K}}\left(a^{2} \wedge d \varphi^{1}+d \varphi^{2} \wedge a^{1}\right) \\
& b^{2} \rightarrow b^{\prime 2}=b^{2}+d \zeta^{2}-\frac{\mathrm{p}_{1}}{2 \pi \mathrm{~K}}\left(a^{1} \wedge d \varphi^{2}+d \varphi^{1} \wedge a^{2}\right) \\
& a^{I} \rightarrow a^{\prime I}=a^{I}+d \varphi^{I} \tag{171}
\end{align*}
$$

Therefore the action with cubic terms in Eq. (167) is gauge invariant. On the other hand, as for the coupling to the sources, by demanding the gauge invariance, we can read off the conserved currents, which are modified due to the presence of the cubic terms and the modified gauge transformations.

On an open manifold, the action picks up a gauge anomaly on the boundary under these gauge transfor-
mations

$$
\begin{align*}
& S_{b u l k}\left[b^{\prime}, a^{\prime}\right]=S_{b u l k}[b, a] \\
& \quad+\frac{\mathrm{K}}{2 \pi} \int_{\partial \mathcal{M}} \delta_{I J} d \zeta^{I} \wedge a^{J} \\
& \quad+\frac{1}{4 \pi^{2}} \int_{\partial \mathcal{M}}\left(\mathrm{p}_{1} d \varphi^{1} \wedge d \varphi^{2} \wedge a^{2}+\mathrm{p}_{2} d \varphi^{2} \wedge d \varphi^{1} \wedge a^{1}\right) \tag{172}
\end{align*}
$$

This anomaly then must be compensated by an appropriate boundary field theory.
b. The alternative quadratic theory Instead of tackling the cubic theory (167) and the corresponding surface theory, as in our discussion in the BF theory with theta term, we consider an alternative form of the theory. We note that the equations of motion (168) can be derived from the following alternative action:

$$
\begin{align*}
S_{b u l k}^{\prime}= & \frac{\mathrm{K}}{2 \pi} \int \delta_{I J} b^{I} \wedge d a^{J}-\int \delta_{I J} a^{J} \wedge J_{q p}^{I} \\
& -\int\left[b^{1}+\frac{\mathrm{p}_{2}}{2 \pi \mathrm{~K}} a^{1} \wedge a^{2}\right] \wedge J_{q v}^{1} \\
& -\int\left[b^{2}+\frac{\mathrm{p}_{1}}{2 \pi \mathrm{~K}} a^{2} \wedge a^{1}\right] \wedge J_{q v}^{2} \tag{173}
\end{align*}
$$

Unlike $S_{b u l k}$, this theory is quadratic. Integrating over $a^{I}$ and $b^{I}$, one obtains the effective action of the currents

$$
\begin{equation*}
\int \mathcal{D}\left[a^{I}, b^{I}\right] e^{i S_{b u l k}^{\prime}}=e^{i S_{e f f}} \tag{174}
\end{equation*}
$$

where

$$
\begin{align*}
S_{e f f} & =-\frac{2 \pi}{\mathrm{~K}} \int\left(d^{-1} J_{q v}^{I}\right) \wedge J_{q p}^{I} \\
& +\left(\frac{2 \pi}{\mathrm{~K}}\right)^{3} \mathrm{p}_{1} \int\left(d^{-1} J_{q v}^{1}\right) \wedge\left(d^{-1} J_{q v}^{2}\right) \wedge J_{q v}^{2} \\
& +\left(\frac{2 \pi}{\mathrm{~K}}\right)^{3} \mathrm{p}_{2} \int\left(d^{-1} J_{q v}^{2}\right) \wedge\left(d^{-1} J_{q v}^{1}\right) \wedge J_{q v}^{1} \tag{175}
\end{align*}
$$

The first term in the effective action describes, as in the ordinary BF theory, the quasparticle-quasivortex braiding statistics while the second and third terms include interactions among three quasivortex lines.

From the coupling to the currents, we read off the Wilson loop and Wilson surface operators in the theory:

$$
\begin{equation*}
\exp \left[i m \int_{L} a^{I}\right], \quad \exp i n \int_{S}\left[b^{I}+\frac{\mathrm{p}_{\bar{I}}}{2 \pi \mathrm{~K}} a^{I} \wedge a^{\bar{I}}\right] \tag{176}
\end{equation*}
$$

where $n$ and $m$ are integers, $L$ and $S$ are arbitrary closed loop and surfaces, respectively, and we introduced the notation $\overline{1}=2$ and $\overline{2}=1$, and the repeated capital Roman indices are not summer over here. These operators (or rather their exponents) satisfy

$$
\begin{align*}
{\left[\int_{C} a^{I}, \int_{S} B^{J}\right] } & =\frac{2 \pi i}{\mathrm{~K}} \delta^{I J} I(C, S) \\
{\left[\int_{S} B^{I}, \int_{S^{\prime}} B^{J}\right] } & =-\frac{2 i \mathrm{p}_{\bar{J}}}{\mathrm{~K}^{2}} \delta^{I J} \int_{S \# S^{\prime}} a^{\bar{J}}+\frac{2 i \mathrm{p}_{\bar{J}}}{\mathrm{~K}^{2}} \delta^{I \bar{J}} \int_{S \# S^{\prime}} a^{J}, \tag{177}
\end{align*}
$$

where

$$
\begin{equation*}
B^{I}:=b^{I}+\frac{\mathrm{p}_{\bar{I}}}{2 \pi \mathrm{~K}} a^{I} \wedge a^{\bar{I}} \tag{178}
\end{equation*}
$$

and as before the repeated capital Roman indices are not summed over. Note also the triple commutator among $\int_{S} B^{I}$ is computed as

$$
\begin{align*}
& {\left[\left[\int_{S} B^{I}, \int_{S^{\prime}} B^{J}\right], \int_{S^{\prime \prime}} B^{K}\right]} \\
& \quad=\frac{4 \pi \mathrm{p}_{\bar{J}}}{\mathrm{~K}^{3}}\left(\delta^{I J} \delta^{\bar{J} K}-\delta^{I \bar{J}} \delta^{J K}\right) I\left(S \# S^{\prime}, S^{\prime \prime}\right) \tag{179}
\end{align*}
$$

To make a comparison between the cubic and quadratic theories, in the cubic theory, the canonical commutation relations differ from the ordinary BF theory, while they remain the same in the quadratic theory. In fact, in the cubic theory, the commutator among fields generates another field, $[b, b] \sim a$, schematically. On the other hand, the set of Wilson loop and surface operators in the cubic theory is conventional (i.e., identical to the ordinary BF theory) while it is modified in the quadratic theory as in (176). In spite of these differences, the algebra of Wilson loop and surface operators of the two theories appear to be identical. Therefore, we argue that the two theories are equivalent. In the following, we will proceed with the quadratic theory.
c. the quantization rule of the zero modes We now derive the compactification condition of the boundary fields from Eq.(176). In the presence of a boundary and using $b^{I}=d \zeta^{I}$ and $a^{I}=d \varphi^{I}$, the surface operators reduce to

$$
\begin{align*}
& \exp i m \int_{S}\left[d \zeta^{I}+\frac{\mathrm{p}_{\bar{I}}}{2 \pi \mathrm{~K}} d \varphi^{I} \wedge d \varphi^{\bar{I}}\right] \\
& =\exp i m \int_{\partial S}\left[\zeta^{I}+\frac{\mathrm{p}_{\bar{I}}}{2 \pi \mathrm{~K}} \varphi^{I} \wedge d \varphi^{\bar{I}}\right] \tag{180}
\end{align*}
$$

where the boundary of the world sheet is on the surface. We now consider the case where $\partial S$ is along the $x$ - or $y$ cycles on the surface. Recalling the mode expansion

$$
\begin{align*}
\varphi^{I}(\mathrm{r}) & =\alpha_{0}^{I}+\frac{\beta_{1}^{I} x}{R_{1}}+\frac{\beta_{2}^{I} y}{R_{2}}+\cdots \\
\zeta_{j}^{I}(\mathrm{r}) & =\frac{\alpha_{j}^{I}}{2 \pi R_{j}}+\frac{\beta_{0}^{I}}{2 \pi R_{1} R_{2}} x \delta_{j, 2}+\cdots \tag{181}
\end{align*}
$$

the zero modes enter into the integral $\int_{\partial S}\left[\zeta^{I}+\right.$ $\left.\left(\mathrm{p}_{\bar{I}} / 2 \pi \mathrm{~K}\right) \varphi^{I} \wedge d \varphi^{\bar{I}}\right]$ through the combinations

$$
\begin{equation*}
\alpha_{j}^{I}+\frac{\mathrm{p}_{\bar{I}}}{\mathrm{~K}} \alpha_{0}^{I} \beta_{j}^{\bar{I}} . \tag{182}
\end{equation*}
$$

We thus conclude

$$
\begin{equation*}
v_{\mu}^{1 a} \alpha_{\mu}^{1}, \quad v_{\mu}^{2 a} \alpha_{\mu}^{2} \tag{183}
\end{equation*}
$$

are angular variables, where

$$
\begin{align*}
& v^{I 0}=(1,0,0)^{T} \\
& v^{I 1}=\left(\mathrm{p}_{\bar{I}} \beta_{1}^{\bar{I}} / \mathrm{K}, 1,0\right)^{T}, \quad v^{I 2}=\left(\mathrm{p}_{\bar{I}} \beta_{2}^{\bar{I}} / \mathrm{K}, 0,1\right)^{T} \tag{184}
\end{align*}
$$

The rest of the discussion is essentially identical to the analysis made in Sec. IV B 1. We recall the commutation relations among zero modes

$$
\begin{equation*}
\left[\alpha_{0}^{I}, \beta_{0}^{J}\right]=\left[\alpha_{1}^{I},-\beta_{2}^{J}\right]=\left[\alpha_{2}^{I}, \beta_{2}^{J}\right]=\frac{i}{\mathrm{~K}} \delta_{I J} \tag{185}
\end{equation*}
$$

the following linear combinations of the zero modes are integer-valued

$$
\begin{equation*}
\mathrm{K} w_{b}^{I \nu} \bar{\beta}_{\nu}^{I}=m_{b}^{I}, \quad m_{b}^{I} \in \mathbb{Z} \tag{186}
\end{equation*}
$$

where

$$
\begin{align*}
& w_{0}^{I}=\left(1,-\mathrm{p}_{\bar{I}} \beta_{1}^{\bar{I}} / \mathrm{K},-p_{\bar{I}} \beta_{2}^{\bar{I}} / \mathrm{K}\right) \\
& w_{1}^{I}=(0,1,0), \quad w_{2}^{I}=(0,0,1) \tag{187}
\end{align*}
$$

Inverting this relation, the eigenvalues are given by

$$
\begin{align*}
& \mathrm{K} \beta_{0}^{1}=M_{0}-\frac{\mathrm{p}_{2}}{\mathrm{~K}}(Q \times M), \\
& \mathrm{K} \beta_{1}^{1}=M_{2}, \quad \mathrm{~K} \beta_{2}^{1}=-M_{1}, \\
& \mathrm{~K} \beta_{0}^{2}=Q_{0}-\frac{\mathrm{p}_{1}}{\mathrm{~K}}(M \times Q), \\
& \mathrm{K} \beta_{1}^{2}=Q_{2}, \quad \mathrm{~K} \beta_{2}^{2}=-Q_{1}, \tag{188}
\end{align*}
$$

where $M_{\mu}$ and $Q_{\mu}$ are integers.

## B. The surface partition functions

With the twist (166), the two copies of the surface theories are coupled together. The partition functions are given by

$$
\begin{equation*}
Z_{r_{1} r_{2}}^{n_{0} n_{1} n_{2}} Z_{n_{1} n_{2}}^{r_{0} r_{1} r_{2}} \tag{189}
\end{equation*}
$$

where, as before, we decompose the quantum numbers as

$$
\begin{align*}
& M_{\mu}=\mathrm{K} N_{\mu}+n_{\mu}, \quad n_{\mu}=0,1, \ldots, \mathrm{~K}-1, \quad N_{\mu} \in \mathbb{Z} \\
& Q_{\mu}=\mathrm{K} R_{\mu}+r_{\mu}, \quad r_{\mu}=0,1, \ldots, \mathrm{~K}-1, \quad R_{\mu} \in \mathbb{Z} \tag{190}
\end{align*}
$$

and noted, following the discussion in Sec. IV B 2, the partition functions depend only on the fractional parts of $M_{\mu} / \mathrm{K}$ and $Q_{\mu} / \mathrm{K}$. Following Sec. IV B 2 further, we can write the partition functions as

$$
\begin{equation*}
Z_{r_{1} r_{2}}^{n_{0} n_{1} n_{2}} Z_{n_{1} n_{2}}^{r_{0} r_{1} r_{2}}=\sum_{t_{1,2}, s_{1,2} \in \mathbb{Z}_{\mathrm{K}}} X^{\bar{n}_{0} \bar{n}_{1} \bar{n}_{2}} X^{\bar{r}_{0} \bar{r}_{1} \bar{r}_{2}} \tag{191}
\end{equation*}
$$

where

$$
\begin{align*}
& \underline{\mathrm{n}}_{0}:=n_{0}+s \times n+r \times t \quad \bmod \mathrm{~K}, \\
& \underline{\mathrm{r}}_{0}:=r_{0}+t \times r+n \times s \quad \bmod \mathrm{~K}, \\
& \left\{\begin{array} { l } 
{ \overline { n } _ { 0 } \equiv \mathrm { K } _ { 0 } + ( r \times n ) } \\
{ \overline { n } _ { 1 } \equiv \mathrm { K } t _ { 1 } + n _ { 1 } } \\
{ \overline { n } _ { 2 } \equiv \mathrm { K } t _ { 2 } + n _ { 2 } }
\end{array} \quad \left\{\begin{array}{l}
\bar{r}_{0} \equiv \mathrm{Kr}_{0}+(n \times r) \\
\bar{r}_{1} \equiv \mathrm{~K} s_{1}+r_{1} \\
\bar{r}_{2} \equiv \mathrm{~K} s_{2}+r_{2}
\end{array}\right.\right. \tag{192}
\end{align*}
$$

Under the $U_{2}$ transformation, the product $X^{\bar{n}_{0} \bar{n}_{1} \bar{n}_{2}} X^{\bar{r}_{0} \bar{r}_{1} \bar{r}_{2}}$ is invariant up to a phase,

$$
\begin{align*}
& \left(U_{2} X\right)^{\bar{n}_{0} \bar{n}_{1} \bar{n}_{2}}\left(U_{2} X\right)^{\bar{r}_{0} \bar{r}_{1} \bar{r}_{2}} \\
& =e^{-\frac{2 \pi i}{\mathrm{~K}}\left(\tilde{n}_{0} n_{1}+\tilde{r}_{0} r_{1}\right)-\frac{2 \pi i}{\mathrm{~K}^{2}}\left(r_{1} n_{2}-r_{2} n_{1}\right)\left(n_{1}-r_{1}\right)} X^{\bar{n}_{0} \bar{n}_{1} \bar{n}_{2}} X^{\bar{r}_{0} \bar{r}_{1} \bar{r}_{2}}, \tag{193}
\end{align*}
$$

where we have introduced

$$
\begin{align*}
\tilde{n}_{0} & \equiv \underline{\mathrm{n}}_{0}-r_{2} t_{1}+r_{2} s_{1} \bmod \mathrm{~K}, \\
\tilde{r}_{0} & \equiv \underline{\mathrm{r}}_{0}+n_{2} t_{1}-n_{2} s_{1} \bmod \mathrm{~K} . \tag{194}
\end{align*}
$$

For the above equation, if we write down the phase in terms of $\tilde{n}_{0}$ and $\tilde{r}_{0}$, it will be independent of $t_{i}$ and $s_{i}$. In other words, for two different $X^{\bar{n}_{0} \bar{n}_{1} \bar{n}_{2}} X^{\bar{r}_{0} \bar{r}_{1} \bar{r}_{2}}$, if they have the same $\tilde{n}_{0}, \tilde{r}_{0}, n_{1}, r_{1}, n_{2}$ and $r_{2}$, the phases they acquire under the $U_{2}$ transformation are the same. This motivates us to combine these partition functions and define, for fixed $\tilde{n}_{0}, \tilde{r}_{0} \in \mathbb{Z}_{\mathrm{K}}$,

$$
\begin{equation*}
\chi_{\tilde{r}_{0} r_{1} r_{2}}^{\tilde{n}_{0} n_{1} n_{2}}=\sum_{t_{1,2}, s_{1,2} \in \mathbb{Z}_{\mathrm{K}}} X^{\tilde{n}_{0} \bar{n}_{1} \bar{n}_{2}} X^{\tilde{r}_{0} \bar{r}_{1} \bar{r}_{2}} \tag{195}
\end{equation*}
$$

where the sum is taken over all quartets $\left(t_{1,2}, s_{1,2}\right)$ giving rise to given $\tilde{n}_{0}, \tilde{r}_{0}$. Observe that $X^{\bar{n}_{0} \bar{n}_{1} \bar{n}_{2}}$ is labeled by two $\mathbb{Z}_{\mathrm{K}} \times \mathbb{Z}_{\mathrm{K}}$-valued quantum numbers, and one $\mathbb{Z}_{\mathrm{K}^{-}}$ valued quantum number. On the other hand, $\chi_{\tilde{r}_{0} r_{1} r_{2}}^{\tilde{n}_{0} n_{1} n_{2}}$ depends on six $\mathbb{Z}_{\mathrm{K}} \times \mathbb{Z}_{\mathrm{K}}$-valued indices. There are $\mathrm{K}^{6}$ sectors. From Eq. (193), it is straightforward to read off the transformation of $\chi$ under the $U_{2}$ transformation:

$$
\begin{align*}
& \left.\left(U_{2} \chi\right)\right)_{\tilde{r}_{0} r_{1} r_{2}}^{\tilde{n}_{0} n_{1} n_{2}} \\
= & e^{-\frac{2 \pi i}{\mathrm{~K}}\left(\tilde{n}_{0} n_{1}+\tilde{r}_{0} r_{1}\right)-\frac{2 \pi i}{\mathrm{~K}^{2}}\left(r_{1} n_{2}-r_{2} n_{1}\right)\left(n_{1}-r_{1}\right)} \chi_{\tilde{r}_{0} r_{1} r_{2}}^{\tilde{n}_{0} n_{1} n_{2}} . \tag{196}
\end{align*}
$$

As for the $U_{1}^{\prime}$ transformation, the product $X^{\bar{n}_{0} \bar{n}_{1} \bar{n}_{2}} X^{\bar{r}_{0} \bar{r}_{1} \bar{r}_{2}}$ transforms under $U_{1}^{\prime}$ as

$$
\begin{align*}
& \left(U_{1}^{\prime} X\right)^{\bar{n}_{0} \bar{n}_{1} \bar{n}_{2}}\left(U_{1}^{\prime} X\right)^{\bar{r}_{0} \bar{r}_{1} \bar{r}_{2}} \\
= & \frac{1}{|\tau|^{2} \mathrm{~K}^{4}} \sum_{\bar{n}_{0,1}^{\prime}, \bar{r}_{0,1}^{\prime} \in \mathbb{Z}_{\mathrm{K}}} e^{i \theta^{\bar{n}_{0}^{\prime} \bar{n}_{1}^{\prime} \bar{r}_{0}^{\prime} \bar{r}_{1}^{\prime}}} X^{\bar{n}_{0}^{\prime} \bar{n}_{1}^{\prime} \bar{n}_{2}} X^{\bar{r}_{0}^{\prime} \bar{r}_{1}^{\prime} \bar{r}_{2}} \tag{197}
\end{align*}
$$

where the phase $\theta$ is given by

$$
\begin{align*}
\theta^{\bar{n}_{0}^{\prime} \bar{n}_{1}^{\prime} \bar{r}_{0}^{\prime} \bar{r}_{1}^{\prime}}= & \frac{2 \pi \bar{n}_{0} \bar{n}_{1}^{\prime}}{\mathrm{K}^{2}}+\frac{2 \pi \bar{n}_{1} \bar{n}_{0}^{\prime}}{\mathrm{K}^{2}}+\frac{2 \pi \bar{r}_{0} \bar{r}_{1}^{\prime}}{\mathrm{K}^{2}}+\frac{2 \pi \bar{r}_{1} \bar{r}_{0}^{\prime}}{\mathrm{K}^{2}} \\
= & \frac{2 \pi}{\mathrm{~K}}\left(\tilde{n}_{0} n_{1}^{\prime}+\tilde{n}_{0}^{\prime} n_{1}+\tilde{r}_{0} r_{1}^{\prime}+\tilde{r}_{0}^{\prime} r_{1}\right) \\
& +\frac{2 \pi}{\mathrm{~K}^{2}}\left[(r \times n)\left(n_{1}^{\prime}-r_{1}^{\prime}\right)\right. \\
& \left.\quad+\left(r_{1}^{\prime} n_{2}-r_{2} n_{1}^{\prime}\right)\left(n_{1}-r_{1}\right)\right] . \tag{198}
\end{align*}
$$

To derive this result, we note that $n_{2}$ and $r_{2}$ are invariant under the $U_{1}^{\prime}$ transformation. As in our previous discussion on the $U_{2}$ transformation, it is crucial to observe that the phase $\theta^{\bar{n}_{0}^{\prime} \bar{n}_{1}^{\prime} \bar{r}_{0}^{\prime} \bar{r}_{1}^{\prime}}$ is independent of $t_{1,2}, s_{1,2}$. We are

$$
\begin{array}{c|c|c|c}
\left(n_{1}^{\prime}, r_{1} ; n_{2}\right) & \left(n_{1}^{\prime}, r_{1} ; r_{2}\right) & \left(r_{1}^{\prime}, r_{1} ; n_{2}\right) & \left(n_{1}^{\prime}, n_{1} ; r_{2}\right) \\
\hline \frac{2 \pi n_{2} n_{1}^{\prime} r_{1}}{\mathrm{~K}^{2}} & \frac{2 \pi r_{2} n_{1}^{\prime} r_{1}}{\mathrm{~K}^{2}} & -\frac{4 \pi n_{2} r_{1}^{\prime} r_{1}}{\mathrm{~K}^{2}} & -\frac{4 \pi r_{2} n_{1}^{\prime} n_{1}}{\mathrm{~K}^{2}}
\end{array}
$$

TABLE I. The braiding statistical phases (the second line) for the braiding processes between loop $a$ and loop $b$ with base loop $c$ linking both of them (denoted by $(a, b ; c)$ in the first line). Here, $a, b$ and $c$ are the quantum numbers for loop excitations.
thus led to consider the partition functions $\chi_{\tilde{r}_{0} r_{1} r_{2}}^{\tilde{n}_{0} n_{2}}$ defined in Eq. (195), which transform, under the $U_{1}^{\prime}$ transformation, as

$$
\begin{align*}
& \left(U_{1}^{\prime} \chi\right)_{\tilde{r}_{0} r_{1} r_{2}}^{\tilde{n}_{0} n_{1} n_{2}} \\
= & \frac{1}{|\tau|^{2} \mathrm{~K}^{2}} \sum_{\tilde{n}_{0}^{\prime}, n_{1,2}^{\prime}, \tilde{r}_{0}^{\prime}, r_{1,2}^{\prime}} e^{i \theta^{\bar{n}_{0}^{\prime} \bar{n}_{1}^{\prime} \bar{r}_{0}^{\prime} \bar{r}_{1}^{\prime}}} \chi_{\tilde{r}_{0}^{\prime} r_{1}^{\prime} r_{2}^{\prime}}^{\tilde{n}_{0}^{\prime} n_{1}^{\prime} n_{2}^{\prime}} \delta_{n_{1}, n_{2}^{\prime}} \delta_{r_{1}, r_{2}^{\prime}} \tag{199}
\end{align*}
$$

Summarizing, the modular $\mathcal{S}$ and $\mathcal{T}$ matrices are given by

$$
\begin{align*}
\mathcal{S}_{n_{\mu}, n_{\mu}^{\prime}, r_{\mu}, r_{\mu}^{\prime}}= & \frac{1}{\mathrm{~K}^{2}} \delta_{n_{1}, n_{2}^{\prime}} \delta_{r_{1}, r_{2}^{\prime}} e^{-\frac{2 \pi i}{\mathrm{~K}}\left(\tilde{n}_{0}^{\prime} n_{2}-\tilde{n}_{0} n_{1}^{\prime}+\tilde{r}_{0}^{\prime} r_{2}-\tilde{r}_{0} r_{1}^{\prime}\right)} \\
& \times e^{-\frac{2 \pi i}{\mathrm{~K}^{2}}\left[\left(n_{1}+r_{1}\right)\left(n_{2} r_{1}^{\prime}+n_{1}^{\prime} r_{2}\right)-2 n_{2} n_{1}^{\prime} r_{1}-2 n_{1} r_{2} r_{1}^{\prime}\right]}, \\
\mathcal{T}_{n_{\mu}, n_{\mu}^{\prime}, r_{\mu}, r_{\mu}^{\prime}}= & \delta_{n_{\mu}, n_{\mu}^{\prime}} \delta_{r_{\mu}, r_{\mu}^{\prime}} \\
& \times e^{\frac{2 \pi i}{\mathrm{~K}}\left(\tilde{n}_{0} n_{1}+\tilde{r}_{0} r_{1}\right)+\frac{2 \pi i}{\mathrm{~K}^{2}}\left(r_{1} n_{2}-r_{2} n_{1}\right)\left(n_{1}-r_{1}\right)} . \tag{200}
\end{align*}
$$

where $n_{\mu}=\left(\tilde{n}_{0}, n_{1}, n_{2}\right)$. Observe that a quick way to obtain this three loop braiding phase is to replace $n_{0} \rightarrow$ $n_{0}+(r \times n) / \mathrm{K}, r_{0} \rightarrow r_{0}+(n \times r) / \mathrm{K}$, in the $\mathcal{S}$ and $\mathcal{T}$ matrices for the surface of the BF theory (Eq. (113)).

The first exponential in the $\mathcal{S}$ matrix, $e^{-2 \pi i\left(\tilde{n}_{0}^{\prime} n_{2}-\cdots\right) / K}$, and the first term in Eq. (198) represents the particle-loop braiding phase, which exists also in the ordinary BF theory. On the other hand, the second exponential in the $\mathcal{S}$ matrix, $e^{-2 \pi i\left[\left(n_{1}+r_{1}\right)\left(n_{2} r_{1}^{\prime}+n_{1}^{\prime} r_{2}\right)-\cdots\right] / \mathrm{K}^{2}}$, and the second term in Eq. (198) describes a topological invariant which can be considered as the higher dimensional generalization of the linking number of closed lines (in three dimensions), and is also related with the three-loop braiding process. ${ }^{34-37}$ More precisely, from the second term in Eq. (198), one can extract three-loop braiding statistical phases. For example, the phase factor $e^{2 \pi i r_{1} n_{2} n_{1}^{\prime} / K^{2}}$ included in Eq. (198) can be interpreted as the three-loop braiding statistical phases associated to two loops running in the $x$-direction with quantum numbers $r_{1}$ and $n_{1}^{\prime}$ in the presence of a base loop running in the $y$-direction with quantum number $n_{2}$ (Table I). The three-loop braiding statistics encoded in the $\mathcal{S}$-matrix can be further understood through dimensional reduction discussed below.

As for the $\mathcal{T}$ matrix, the first phase factor $e^{2 \pi i\left(\tilde{n}_{0} n_{1}+\tilde{r}_{0} r_{1}\right) / K}$ is proposed to be the topological spin for the composite particle-loop excitations in the BF

$$
\begin{array}{c|c|c|c}
\left(n_{1}^{\prime}, r_{1} ; n_{2}\right) & \left(n_{1}^{\prime}, r_{1} ; r_{2}\right) & \left(r_{1}^{\prime}, r_{1} ; n_{2}\right) & \left(n_{1}^{\prime}, n_{1} ; r_{2}\right) \\
\hline \frac{2 \pi \mathrm{q}_{2} n_{2} n_{1}^{\prime} r_{1}}{\mathrm{~K}^{2}} & \frac{2 \pi \mathrm{q}_{1} r_{2} n_{1}^{\prime} r_{1}}{\mathrm{~K}^{2}} & -\frac{4 \pi \mathrm{q}_{1} n_{2} r_{1}^{\prime} r_{1}}{\mathrm{~K}^{2}} & -\frac{4 \pi \mathrm{q}_{2} r_{2} n_{1}^{\prime} n_{1}}{\mathrm{~K}^{2}}
\end{array}
$$

TABLE II. Same as Table I, but for generic values of the parameter $\mathrm{q}_{1,2}=0,1,2, \ldots, \mathrm{~K}-1$.
theory. On the other hand, the second phase factor $e^{2 \pi i\left(r_{1} n_{2}-r_{2} n_{1}\right)\left(n_{1}-r_{1}\right) / \mathrm{K}^{2}}$ can be considered as the topological spin for the loop excitations with a base loop threading through it. For instance, $e^{2 \pi i r_{1} n_{2} n_{1} / K^{2}}$ represents the topological spin for the loop excitation with quantum number $\left(r_{1}, n_{1}\right)$ threaded by the loop excitation carrying quantum number $n_{2}$.

These results extracted from the boundary $\mathcal{S}$ and $\mathcal{T}$ matrices, (200), are consistent with the previous bulk calculations in the literature. ${ }^{34-37}$ In particular, in Ref. 34 the $\mathcal{S}$ and $\mathcal{T}$ matrices in the bulk are calculated in the basis that is constructed from the so-called minimum entropy states (MESs) on the bulk spatial three torus. In Ref. 36, the bulk $\mathcal{S}$ and $\mathcal{T}$ matrices were constructed for $Z_{N_{1}} \times Z_{N_{2}} \times Z_{N_{3}}$ gauge theories.

Several comments are in order:
(i) The entropy $S_{T}$ computed from these characters and the modular $\mathcal{S}$ matrix shows, in the limit $R_{1} / R_{0} \rightarrow$ $\infty$ and $R_{1} / R_{2} \rightarrow \infty$, the asymptotic behavior $S_{T}=$ $-2 \ln \mathrm{~K}+\cdots$, where $\cdots$ is the term proportional to the area of the surface. I.e., the constant piece in the (entanglement) entropy is the same as the two decoupled copies of the BF theories.
(ii) For $(3+1) \mathrm{d}$ topological phases (gauge theories) with $\mathbb{Z}_{\mathrm{K}} \times \mathbb{Z}_{\mathrm{K}}$ gauge symmetry, we expect there are (at least) $\mathrm{K}^{2}$ different topological phases that are differentiated by their three-loop braiding statistical phases. This is expected from the group cohomology classification (construction) of SPT phases; from $H^{4}\left[\mathbb{Z}_{\mathrm{K}} \times \mathbb{Z}_{\mathrm{K}}, U(1)\right]=$ $\mathbb{Z}_{\mathrm{K}} \times \mathbb{Z}_{\mathrm{K}}$, we expect there are at least $\mathrm{K}^{2}$ different SPT phases in $(3+1)$ d protected by unitary on-site symmetry $G=\mathbb{Z}_{\mathrm{K}} \times \mathbb{Z}_{\mathrm{K}}$. Once the global symmetry is gauged, these different SPT phases give rise to $\mathrm{K}^{2}$ different topologically ordered phases which are differentiated by the three-loop braiding phases. ${ }^{58,59}$ The model we studied in this section, the two copies of coupled BF surface theories, corresponds to the surface theory of one of the $\mathrm{K}^{2}$ topological phases. The surface theories of all the other topological phases can be obtained by tuning the coefficient in the coupling terms. In our model, the coefficient $\mathrm{p}_{1}$ and $\mathrm{p}_{2}$ in front of the cubic terms are chosen to be K . In general, they can take value $\mathrm{q}_{1} \mathrm{~K}$ and $\mathrm{q}_{2} \mathrm{~K}$ with $\mathrm{q}_{1,2}=0,1, \ldots, \mathrm{~K}-1^{30}$ which will lead to $\mathrm{K}^{2}$ different topological phases with different $\mathcal{S}$ and $\mathcal{T}$ matrices. The three-loop braiding phases will be slightly modified and are shown in Table II, which are consistent with Ref. 35.

Observe also that for $G=\mathbb{Z}_{\mathrm{K}}, H^{4}\left[\mathbb{Z}_{\mathrm{K}}, U(1)\right]=0$, i.e., there is no non-trivial SPT phase protected by $G=\mathbb{Z}_{\mathrm{K}}$ symmetry. Hence, there is essentially only one topologically ordered phase with $\mathbb{Z}_{\mathrm{K}}$ gauge group, whose surface
is described by the one-component surface theory studied in Sec. III. On the other hand, the two-component surface theory studied in this section allows richer possibilities.
(iii) An insight on the three-loop braiding statistics phase can be obtained from dimensional reduction. For the trivial two-component BF theory, there is only a nontrivial particle and loop braiding phase described in Eq. (113). This model, after dimensional reduction, reduces to the $D\left(\mathbb{Z}_{\mathrm{K}} \times \mathbb{Z}_{\mathrm{K}}\right)$ quantum double model with the K matrix given by $\mathrm{K} \sigma_{x} \oplus \mathrm{~K} \sigma_{x}$.

For the topological phase with non-trivial three-loop braiding statistics phase, the dimensional reduction is more interesting. Here, we consider the simplest nontrivial example with $\mathrm{K}=2$. We perform dimensional reduction on $U_{1}^{\prime}$ and $\mathcal{T}$ defined in Eq. (199) and Eq. (200). When we do so, we need to fix the quantum numbers $n_{2}$ and $r_{2}$. For example, if we take $n_{2}=0$ and $r_{2}=0$, i.e., there is no third loop connecting the first and second loops, the $\mathcal{S}$ and $\mathcal{T}$ matrices after dimensional reduction are the same as those for the two copies of the toric code model.

On the other hand, if we take $n_{2}=1$ and $r_{2}=1$, the dimensional reduction results in the $\mathcal{S}$ and $\mathcal{T}$ matrices given by

$$
\begin{align*}
& \mathcal{S}_{n_{i}, r_{i}}^{n_{i}^{\prime}, r_{i}^{\prime}}=\frac{1}{4} e^{\pi i\left(n_{0} n_{1}^{\prime}+n_{0}^{\prime} n_{1}+r_{0} r_{1}^{\prime}+r_{0}^{\prime} r_{1}\right)+\pi i\left(r_{1}-n_{1}\right)\left(n_{1}^{\prime}-r_{1}^{\prime}\right)} \\
& \mathcal{T}_{n_{i}, r_{i}}^{n_{i}^{\prime}, r_{i}^{\prime}}=\delta_{n_{i}, n_{i}^{\prime}} \delta_{r_{i}, r_{i}^{\prime}} e^{\pi i\left(n_{0} n_{1}+r_{0} r_{1}\right)-\frac{\pi i}{2}\left(n_{1}-r_{1}\right)^{2}} \tag{201}
\end{align*}
$$

This indicates that the $(2+1)$ d topological order described by the K-matrix

$$
\mathbf{K}=\left(\begin{array}{cccc}
2 & 2 & -2 & 0  \tag{202}\\
2 & 0 & 0 & 0 \\
-2 & 0 & 2 & 2 \\
0 & 0 & 2 & 0
\end{array}\right)
$$

By an $S L(2, \mathbb{Z})$ similarity transformation, this K-matrix is equivalent to $\mathbf{K}=2 \sigma_{z} \oplus 2 \sigma_{z}$, which represents two copies of the double semion model.

Similarly, if we choose $\left(n_{2}, r_{2}\right)=(1,0)$ and $(0,1)$, the corresponding $(2+1) \mathrm{d}$ topological order is described by the K-matrix

$$
\mathbf{K}=\left(\begin{array}{cccc}
0 & 2 & -1 & 0  \tag{203}\\
2 & 0 & 0 & 0 \\
-1 & 0 & 2 & 2 \\
0 & 0 & 2 & 0
\end{array}\right)
$$

and

$$
\mathbf{K}=\left(\begin{array}{cccc}
2 & 2 & -1 & 0  \tag{204}\\
2 & 0 & 0 & 0 \\
-1 & 0 & 0 & 2 \\
0 & 0 & 2 & 0
\end{array}\right)
$$

respectively. To summarize, after dimensional reduction, the original $(3+1)$ d topological order with non-trivial
three-loop braiding statistics "splits" into four different $(2+1)$ d topological order, which are controlled by the quantum numbers $n_{2}$ and $r_{2}$. This result seems to be related with the group cohomology classification of symmetry-protected topological (SPT) phases in $(2+1) \mathrm{d}$ with $G=\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ symmetry, i.e., $H^{3}\left[\mathbb{Z}_{2} \times \mathbb{Z}_{2}, U(1)\right]=$ $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$.

## VI. DISCUSSION

Let us summarize our main results.

- In the $(3+1) \mathrm{d}$ BF theory, we have demonstrated, through explicit calculations in the boundary field theories and by comparisons with known bulk results, there is a bulk-boundary correspondence in $(3+1) \mathrm{d}$ topological phases. In particular the modular $\mathcal{S}$ and $\mathcal{T}$ matrices are calculated from the gapless boundary field theory and shown to match with the bulk results.
- The surface theory of the $(3+1) \mathrm{d}$ BF theory with the theta term is introduced and solved. The action of the modular $\mathcal{S}$ and $\mathcal{T}$ transformations on the partition functions is calculated. It is shown that the partition functions do not form the complete basis under the modular $\mathcal{S}$ and $\mathcal{T}$ transformations.
- Finally, we propose a $(3+1)$ d bulk field theory with cubic coupling that may realize three-loop braiding statistics. We discuss the twist that the cubic term of the field theory adds to the zero modes. By considering the alternative form of the bulk and boundary field theories, in which the quantization rule of the zero modes is twisted, we computed the surface partition functions, and the $\mathcal{S}$ and $\mathcal{T}$ matrices are constructed.

These results extend the well-established bulkboundary correspondence in $(2+1)$ d topological phases and their $(1+1)$ d edge theories. Our approach from the surface field theories provide an alternative point of view to $(3+1)$ d topological phases, and to recently discussed, novel braiding properties, such as three-loop braiding statistics.

There are, however, still some aspects in the $(2+1)$ d$(1+1)$ d correspondence, which we do not know if have an analogue in the $(3+1) d-(2+1) d$ correspondence. For example, in the case of the bulk-boundary correspondence connecting $(2+1)$ d topological phases and $(1+1)$ d edge theories, that the edge theories are invariant under an infinite-dimensional algebra seems to play a significant role: the Virasoro algebra or an extended chiral algebra of $(1+1)$ d CFTs faithfully mirrors bulk topological properties of $(2+1)$ d bulk phases. On the practical side, that edge theories enjoy an infinite-dimensional symmetry algebra provides many non-trivial solvable examples. For our example of $(2+1)$ d surface theories of $(3+1)$ d topological phases, on the other hand, we did not make use of such infinite-dimensional symmetry. In fact, the surface theories studied in this paper are not conformal field theories. For example, the two-point correlation function of the boson field $\left\langle\phi(t, r) \phi\left(t^{\prime}, r^{\prime}\right)\right\rangle$ in the free boson the-
ory in $(2+1)$ d decays algebraically. This should be contrasted with the logarithmic decay of the corresponding correlator in the $(1+1)$ d compactified boson theory. As a consequence, the correlation functions of the bosonic exponents $\exp [i m \phi(t, r)](m \in \mathbb{Z})$ do not decay algebraically in the $(3+1)$ d free boson theory. Whether or not there exists a unified field theory framework in $(2+1)$ d field theories that strongly resonates with topological properties of $(3+1) \mathrm{d}$ bulk topological phases requires further investigations.
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## Appendix A: The surface theory of the BF theory with theta term

In this appendix, we go through canonical analysis of the surface theory of the BF theory with theta term. It is described by the Lagrangian density

$$
\begin{align*}
\mathcal{L}= & {\left[\frac{\mathrm{K}}{2 \pi} \epsilon_{i j} \partial_{i} \zeta_{j}+\frac{\mathrm{p}}{4 \pi^{2}} \epsilon_{i j} \partial_{i} \Theta \partial_{j} \varphi\right] \partial_{t} \varphi } \\
& -\frac{1}{2 \lambda_{1}}\left(\epsilon_{i j} \partial_{i} \zeta_{j}\right)^{2}-\frac{1}{2 \lambda_{2}} G^{i j} \partial_{i} \varphi \partial_{j} \varphi . \tag{A1}
\end{align*}
$$

In this theory, physical observables are bosonic exponents $\exp [i m \varphi(t, \mathbf{r})]$, and Wilson loops $\exp i m \int_{C} d x^{i} \zeta_{i}(t, \mathbf{r})$, where $m \in \mathbb{Z}$, and $C$ is a closed loop. The boson field $\varphi$ and gauge fields $\zeta_{i}$ are compactified accordingly.

The canonical commutators are

$$
\begin{align*}
& {\left[\epsilon_{i j} \partial_{i} \zeta_{j}(t, \mathrm{r}), \epsilon_{l m} \partial_{l} \zeta_{m}\left(t, \mathrm{r}^{\prime}\right)\right]=\frac{-2 i \mathrm{p}}{\mathrm{~K}^{2}} \epsilon_{i j} \partial_{i} \Theta \partial_{j}^{\mathrm{r}} \delta^{(2)}\left(\mathrm{r}-\mathrm{r}^{\prime}\right),} \\
& {\left[\varphi(t, \mathrm{r}), \epsilon_{i j} \partial_{i} \zeta_{j}\left(t, \mathrm{r}^{\prime}\right)\right]=\frac{2 \pi i}{\mathrm{~K}} \delta^{(2)}\left(\mathrm{r}-\mathrm{r}^{\prime}\right)} \tag{A2}
\end{align*}
$$

The mode expansions consistent with the equations of
motion are given by (only the oscillator parts are shown)

$$
\begin{align*}
& \varphi(t, \mathrm{r})=\frac{1}{\sqrt{2 \mathrm{~K}^{2} \lambda_{1} R_{1} R_{2}}} \sum_{\mathrm{k} \neq 0} \frac{1}{\sqrt{\Lambda(\mathrm{k})}} e^{i \mathbf{k} \cdot \mathrm{r}} \\
& \times\left[a^{\dagger}(\mathrm{k}) e^{i \Delta_{+}(\mathrm{k}) t}+a(-\mathrm{k}) e^{i \Delta_{-}(\mathrm{k}) t}\right] \\
& \epsilon_{i j} \partial_{i} \zeta_{i j}(t, \mathrm{r})=\sqrt{\frac{\lambda_{1}}{8 \pi^{2} R_{1} R_{2}}} \sum_{\mathrm{k} \neq 0} \frac{1}{\sqrt{\Lambda(\mathrm{k})}} e^{i \mathrm{k} \cdot \mathrm{r}} \\
& \quad \times\left[i \Delta_{+}(\mathrm{k}) a^{\dagger}(\mathrm{k}) e^{i \Delta_{+}(\mathrm{k}) t}+i \Delta_{-}(\mathrm{k}) a(-\mathrm{k}) e^{i \Delta_{-}(\mathrm{k}) t}\right] \tag{A3}
\end{align*}
$$

where

$$
\begin{align*}
\Omega^{2}(\mathrm{k}) & =\frac{(2 \pi)^{2}}{\mathrm{~K}^{2} \lambda_{1} \lambda_{2}} G^{i j} k_{i} k_{j}, \quad \Xi(\mathrm{k})=\frac{\mathrm{p}}{\mathrm{~K}^{2} \lambda_{1}} \epsilon_{i j} \partial_{i} \Theta k_{j} \\
\Lambda(\mathrm{k})^{2} & =\Xi(\mathrm{k})^{2}+\Lambda(\mathrm{k})^{2} \\
& =\frac{1}{\mathrm{~K}^{2} \lambda_{1}}\left(\frac{(2 \pi)^{2}}{\lambda_{2}} G^{i j}+\frac{\mathrm{p}^{2}}{\mathrm{~K}^{2} \lambda_{1}} H^{i j}\right) k_{i} k_{j} \\
\Delta_{ \pm}(\mathrm{k}) & =-\Xi(\mathrm{k})+\Lambda(\mathrm{k}) \tag{A4}
\end{align*}
$$

where

$$
H^{i j}=\left(\begin{array}{cc}
Q_{2}^{2} / R_{2}^{2} & -Q_{1} Q_{2} / R_{1} R_{2}  \tag{A5}\\
-Q_{1} Q_{2} / R_{1} R_{2} & Q_{1}^{2} / R_{1}^{2}
\end{array}\right)
$$

We now attempt to derive the zero mode quantization rule solely from the surface theory. The canonical commuators among the zero modes are

$$
\begin{equation*}
\left[\alpha_{\mu}, \beta_{\nu}\right]=i M_{\mu \nu}^{-1} \tag{A6}
\end{equation*}
$$

where

$$
M=\left(\begin{array}{ccc}
\mathrm{K} & 0 & 0  \tag{A7}\\
-\mathrm{p} Q_{2} & 0 & +\mathrm{K} \\
+\mathrm{p} Q_{1} & -\mathrm{K} & 0
\end{array}\right), \quad M^{-1}=\left(\begin{array}{ccc}
\frac{1}{\mathrm{~K}} & 0 & 0 \\
\frac{\mathrm{p} Q_{1}}{\mathrm{~K}^{2}} & 0 & -\frac{1}{\mathrm{~K}} \\
\frac{\mathrm{p} Q_{2}}{\mathrm{~K}^{2}} & \frac{1}{\mathrm{~K}} & 0
\end{array}\right)
$$

The commutators take a canonical form in the rotated basis

$$
\begin{equation*}
\tilde{\beta}_{\lambda}=\beta_{\nu} M_{\nu \lambda} \quad \Rightarrow \quad\left[\alpha_{\mu}, \tilde{\beta}_{\lambda}\right]=i \delta_{\mu \lambda} \tag{A8}
\end{equation*}
$$

Thus, from the compactification condition on $\alpha_{\mu}$, the eigenvalues of $\tilde{\beta}$ are integers:

$$
\begin{equation*}
\tilde{\beta}_{\lambda}=m_{\lambda} \in \mathbb{Z} \tag{A9}
\end{equation*}
$$

This means the eigenvalues of $\beta$ are

$$
\begin{align*}
\beta_{\mu} & =\tilde{\beta}_{\lambda} M_{\lambda \mu}^{-1}=m_{\lambda} M_{\lambda \mu}^{-1} \\
& =\left(\frac{m_{0}}{\mathrm{~K}}+\frac{\mathrm{p}}{\mathrm{~K}^{2}}\left(m_{1} Q_{1}+m_{2} Q_{2}\right), \frac{m_{2}}{\mathrm{~K}}, \frac{-m_{1}}{\mathrm{~K}}\right) . \tag{A10}
\end{align*}
$$

Renaming integers by $m_{0} \rightarrow n_{0}, m_{1} \rightarrow-n_{2}, m_{2} \rightarrow n_{1}$,

$$
\begin{equation*}
\left(\beta_{0}, \beta_{1}, \beta_{2}\right)=\left(\frac{n_{0}}{\mathrm{~K}}-\frac{\mathrm{p}}{\mathrm{~K}^{2}}(Q \times n), \frac{n_{1}}{\mathrm{~K}}, \frac{n_{2}}{\mathrm{~K}}\right) \tag{A11}
\end{equation*}
$$

This is consistent with the quantization rules derived from the equations of motion in the bulk field theory.

## Appendix B: $\delta$-function forms

In this appendix, we summarize the properties of $\delta$ function forms. For an $n$-dimensional submanifold $\mathcal{N}$ of a $D$-dimensional maniofold $\mathcal{M}$, we define a $(D-n)$-form $\delta_{D-n}(\mathcal{N})$ by

$$
\begin{equation*}
\int_{\mathcal{N}} A_{n}=\int_{\mathcal{M}} \delta_{D-n}(\mathcal{N}) \wedge A_{n}, \quad \forall A_{n} \tag{B1}
\end{equation*}
$$

where $A_{n}$ is an arbitrary $n$-form on $\mathcal{M}$. If we flip the orientation of $\mathcal{N}$,

$$
\begin{equation*}
\delta_{D-n}(-\mathcal{N})=-\delta_{D-n}(\mathcal{N}) \tag{B2}
\end{equation*}
$$

More generally, for oriented submanifolds $\mathcal{N}_{i}$,

$$
\begin{equation*}
\delta\left(\sum_{i} c_{i} \mathcal{N}_{i}\right)=\sum_{i} c_{i} \delta\left(\mathcal{N}_{i}\right) \tag{B3}
\end{equation*}
$$

where $c_{i}$ is a coefficient.
The exterior derivative acts on the delta function form as

$$
\begin{equation*}
\delta_{D-n+1}(\partial \mathcal{N})=(-1)^{D-n+1} d \delta_{D-n}(\mathcal{N}) \tag{B4}
\end{equation*}
$$

Let $\mathcal{N}_{1}$ and $\mathcal{N}_{2}$ be a submanifold of $\mathcal{M}$ with dimensions $n_{1}$ and $n_{2}$, respectively. Define $d$ as

$$
\begin{equation*}
d=n_{1}+n_{2}-D \tag{B5}
\end{equation*}
$$

When $d \geq 0, \mathcal{N}_{1}$ and $\mathcal{N}_{2}$ can have a $d$-dimensional intersection within $\mathcal{M}$. By properly defining an orientation, we define the intersection of $\mathcal{N}_{1}$ and $\mathcal{N}_{2}, I=\mathcal{N}_{1} \# \mathcal{N}_{2}$. The orientation of $I$ is defined to be consistent with

$$
\begin{equation*}
\delta_{D-d}(I)=\delta_{D-n_{1}}\left(\mathcal{N}_{1}\right) \wedge \delta_{D-n_{1}}\left(\mathcal{N}_{2}\right) \tag{B6}
\end{equation*}
$$

If the two submanifolds have complementary dimensions, $n_{1}+n_{2}=D$, they intersect at points. Then, the intersection number

$$
\begin{equation*}
I\left(\mathcal{N}_{1}, \mathcal{N}_{2}\right)=\int \delta_{n}\left(\mathcal{N}_{1}\right) \wedge \delta_{D-n}\left(\mathcal{N}_{2}\right) \in \mathbb{Z} \tag{B7}
\end{equation*}
$$

counts the number of intersection points.
The linking number of two submanifolds, $\mathcal{L}$ and $\mathcal{N}$, is defined when $\operatorname{dim} \mathcal{L}+\operatorname{dim} \mathcal{N}+1=D$. By considering an auxiliary manifold satisfying $\partial \mathcal{N}_{1}=\mathcal{L}$, the linking number is given by

$$
\begin{equation*}
\operatorname{Lk}(\mathcal{L}, \mathcal{N})=I\left(\mathcal{N}_{1}, \mathcal{N}\right) \tag{B8}
\end{equation*}
$$
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