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Abstract

We present a scanning tunneling microscopy (STM) study of the domain evolution across two

first-order phase transitions of stripe modulations in IrTe2 that occur at TC ≈ 275 K and TS ≈

180 K, respectively. Phase coexistence of the hexagonal (1 × 1) structure and the (5 × 1) stripe

modulation is observed at TC, while various (p × 1) modulations (p = 3n + 2 with 2 ≤ n ∈

N) are observed below TS. Using STM atomic resolution, we observe anisotropic propagation

of domain boundaries along different directions, indicating significantly different kinetic energy

barriers. These results are consistently explained by a theoretical analysis of the energy barrier for

domain wall propagation as obtained by density functional theory. Individual switching processes

observed by STM indicate that the wide temperature range of the transition from the (5 × 1)

stripes to the (6× 1)-ordered ground state is probably caused by the numerically limited subset of

switching processes that are allowed between a given initial and the final state. The observations on

IrTe2 are discussed in terms of a “harmless staircase” with a finite number of first-order transitions

between commensurate phases and within a “dynamical freezing” scenario.
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I. INTRODUCTION

A. Solid–solid phase transition

Many of today’s functionalities such as conductivity switching in correlated materi-

als, magnetization/polarization switching in multiferroic, ferroelectric and pyroelectric

materials,1 and the switching between non-polarized and spin-polarized bands in strongly

spin-orbit–coupled materials,2 are associated with the presence of solid–solid phase transition

(SSPT) between different crystalline structures. Understanding the atomistic details of the

underlying mechanisms that occur during SSPTs at a level beyond the existing knowledge

based on the classifications of phase transitions, e.g. within the Ehrenfest’s thermodynamic

or more modern classifications, is mandatory for the design and the discovery of novel phases

of matter with desired macroscopic functionalities.3,4

Ehrenfest’s simple view of first- and second-order (1st- and 2nd-order) phase transitions

is based on the different behavior of the thermodynamic free energy and its first deriva-

tive, usually called order parameter. While it changes abruptly at TC for 1st-order phase

transitions, the order parameter varies continuously for 2nd-order phase transitions. The

modern view of the 1st- and 2nd-order phase transitions is based on an examination of the

latent heat during the phase transition. In particular, for SSPTs the classification effectively

reduces to an analysis of the pathways the crystal’s atomic configurations take during the

transition. For a 2nd-order (or weakly 1st-order) SSPT the structural changes taking place

across the phase transition are small enough to only slightly alter the chemical bonds. As a

consequence, there is none or very little latent heat and discontinuities of physical quantities

associated with this transition are small. In contrast, the structural changes associated with

atomic displacements of strongly 1st-order SSPTs are of the order of the lattice parameters,

thus breaking the chemical bonds. As a result, there are drastic changes in the physical

quantities at the transition point, giving rise to a large latent heat and thermal hysteresis

(phase coexistence).

Although, a microscopic picture of 1st- and 2nd-order phase transitions was achieved

using spatially averaging experimental probes (such as x-ray/neutron scattering) and phe-

nomenological Landau theory, an atomistic understanding of the transition mechanisms be-

came possible only during the past decade after advanced molecular dynamics simulations
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and modeling approaches were developed.5–10 Up to the present, simulations have largely

focussed on establishing atomistic mechanisms for some pressure-induced phase transitions

in ionic and semi-conductor materials.5–8,11,12 Summarizing the results in simple terms, these

simulations showed that the growth of the new phase at the domain–domain interface either

proceeds by (i) atomic reorganizations or (ii) via a new metastable phase.5,11,13–16

Due to the lack of materials with slow dynamics and due to the difficulty of performing

experiments to test such theories, however, these predictions have so far been verified by

a very small number of experiments only.17–19 As we will show below, the strongly spin-

orbit–coupled 5d transition metal dichalcogenide IrTe2 is one of the very few systems with

a 1st-order phase transition that is slow enough to allow for studying its dynamics by

scanning tunneling microscopy on a single uni cell level. Recently, intense studies of IrTe2

have shown,20–34 that the covalent character of the Ir–Ir and Ir–Te bonds is responsible for

its complex behavior during phase transitions,28,34 for the unusual two-dimensional Fermi

surfaces,2,28,35 and for the spin-polarized bands found in some of its metastable phases.2

Indeed, our results reveal that both scenarios (i) and (ii) mentioned above take place in

IrTe2. These results provides us with high-resolution real space data yet unavailable for the

structural features during dynamic phase transition processes. Understanding of the nature

of the metastable phases in this material, could lead to new ideas of materials synthesis,

where the switching between non-polarized and spin-polarized bands could be achieved in

bulk or monolayers.

B. Properties of IrTe2

Transport measurements of IrTe2 show a magnetic susceptibility drop and resistivity

increase at TC ≈ 275K upon cooling.20,21 Since a relatively large hysteresis was observed

it could already early be assigned to a first-order phase transition.20,21 Electron- and X-

ray diffraction (XRD) measurements show that this phase transition is accompanied by a

structural transition from a trigonal (P3m1) to a triclinic (P1) lattice28 and the appearance

of a new lattice modulation with the wave vector q = 1
5
(1, 0, 1).22

Surprisingly, later transport measurements performed on more perfect crystals revealed

the existence of a second phase transition at TS = 180 K, which is characterized by a sudden

increase of the electrical resistivity, ρ, followed by an approximately linear reduction down
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to T ≈ 50 K [see Fig. 1(a) in Ref. 27]. Temperature-dependent STM measurements indicated

that this second phase transition is caused by the steady melting of a soliton lattice that

involves the appearance of new periodicities.27 While at TC > T > TS the surface exhibits

a rather homogeneous stripe pattern with a (5 × 1) unit cell, corresponding to the above-

mentioned wave vector q = 1
5
(1, 0, 1) found in reciprocal space, cooling to T ≤ TS leads to

the appearance of (p× 1)-ordered areas (p = 3n+ 2 with 2 ≤ n ∈ N).27

These modulations consist of two types of fundamental units, i.e. blocks with an integer

number of 3a∗ atomic columns that are separated by a single 2a∗ unit, where a∗ represents

the inter-column spacing of ≈ 3.4 Å. It was found that the density of 2a∗ units, coined

solitons in Ref. 27, slowly decreases with decreasing temperature, eventually resulting in a

(6×1)-ordered ground state. The existence of a second IrTe2 phase was confirmed by several

studies.29–33,36 For example, XRD data of IrTe2 at TS = 100 K reported on the existence of

q = 1/8 stripe phase.31 Furthermore, low-temperature measurements consistently reported

the observation of six-fold superstructures,33,36 although the (6 × 1)-ordered ground state

was misinterpreted as a (3× 1) structure in Ref. 32.

In spite of the general agreement on the existence of low-temperature commensurate su-

perstructures in IrTe2, the physical mechanism responsible for their formation is still under

debate. Originally Fermi surface nesting was proposed to be the driving force,21 but later

experimental results indicated irregularities inconsistent with Fermi surface nesting.23–25 Al-

ternatively, the local bonding states of Te orbitals and the mixed valence nature of Ir ions

may induce charge modulations.22,26,29 This scenario was also supported by high-resolution

STM images which show dimerization of Te atoms on the surface.27 Furthermore, the ob-

served series of hierarchically modulated stripe phases has been ascribed to intralayer Ir–Ir

dimerization that competes with interlayer Te–Te bonding.33 It has also been proposed that

the spatial modulations of the electronic density of states have to be distinguished from

structural distortions as they appear independently.33

In this contribution we present a real-space STM study of the phase transitions in IrTe2.

We show that the first transition at TC proceeds discontinuously, verifying its first-order

nature. We examine the processes that determine the propagation of domain boundaries

(DBs) at TS and discover anisotropic propagation speeds of differently oriented DBs. These

results are explained by a kinetic energy barrier analysis using density functional theory

(DFT). The slow dynamics of (p × 1) stripes in IrTe2 shed new light on the emergent
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complex energy landscape of this material. Furthermore, we present evidence that the wide

temperature range of the transition from the (5 × 1) stripes to the ground state may be

caused by the numerically limited subset of switching processes that are allowed between a

given initial and the final state. We speculate that our data obtained on IrTe2 potentially

represent the first direct observation of a “harmless staircase”, which is characterized by a

finite number of first-order transitions between commensurate (C) phases and which was

originally postulated for oscillating soliton interactions.37 Alternatively, the data may also

represent “dynamical freezing”,38 potentially caused by the complex energy landscape of

IrTe2.

II. EXPERIMENTAL SETUP AND PROCEDURES

IrTe2 single crystals were grown by the self-flux method.21 STM experiments were per-

formed with electro-chemically etched tungsten tips in a variable-temperature (VT-)STM

system (temperature range: 50 K < T < 330 K) in an ultra-high vacuum (UHV) system

with a base pressure p ≤ 10−10 mbar. Clean (001) surfaces were obtained by cleaving IrTe2

crystals under UHV conditions at room temperature (RT) just before insertion into the

sample stage. Topographic STM images were taken in the constant-current mode at typical

scan parameters of U = 0.1...0.5 V and I = 0.1...1 nA. STM images were analyzed with the

WSxM software.39 Kinetic barriers of domain wall propagation were analyzed with DFT

using the WIEN2k code.40
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III. RESULTS AND DISCUSSION

A. The first phase transition at TC

Figure 1(a) shows an STM overview image of a cleaved IrTe2(001) surface close to the

first phase transition (TC) on cooling. While the right part is essentially flat as indicated by

its constant color and brightness, a significant gradient can clearly be recognized in the left

part of the image. This gradient is accompanied by the appearance of a (5×1) stripe pattern

as shown in the higher resolution image of Fig. 1(b). As a result of the trigonal crystalline

symmetry of the material three equivalent orientations can be found on the crystal surface

(not shown here), with stripes running along the [100], [010], or the [110] direction, i.e.

rotated by 120◦. The bottom panel of Fig. 1(a) shows a line section taken at the bottom of

the STM image. It reveals a tilt between the two parts of the image. Although quantification

is complicated by thermal drift and the rapid temporal evolution of the surface, resulting in
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FIG. 1. (Color online) (a) Overview STM image of a IrTe2(001) surface at the first phase transition

on cooling. A line section taken at the bottom of the STM image reveals a tilt of 0.7◦. (b) A zoomed-

in image of the transition region (top panel) identifies the position of the kink as the boundary

between the (1× 1) (right) and the (5× 1) phase (left). The enhanced corrugation of the (5× 1)

phase can be recognized in the line section (bottom panel).
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a relatively large error, straightforward trigonometry results in a tilt angle of 0.7± 0.3◦, in

reasonable agreement with the value (∼ 0.3◦) estimated from structural data in Ref. 28.

B. The second phase transition at TS

Typical sizes of q-domains (one stripe orientation) are much larger than the STM scan

range.27 Therefore, most STM images show a single domain only without any DB. To capture

the DB motion at the second phase transition the x-y–coarse motion stage was employed

for macroscopically changing the scanned surface area. This procedure was repeated at

190 K, i.e. well above TS, until a DB was located. As confirmed by several successive images

this DB did not show any tendency of creep motion or domain wall movement, possibly

because it was stabilized by surface or bulk dislocations. Then the sample temperature was

lowered gradually while monitoring the DB and adjusting for the temperature-induced drift

of the crystal. Only when the sample was cooled to T = 180 K a significant domain wall

motion was observed and the subsequent evolution of domains and DBs was recorded (see

Supplemental Material for a movie of the complete data set).

The top panel of Fig. 2(a) shows the initial STM image of a DB which separates a (5×1)-

ordered domain (right) from a domain that is dominated by the (8 × 1) modulation (left).

The respective superstructures are highlighted by color-coding in the bottom panel of Fig. 2.

Interestingly, the DB exhibits two different directions that are marked by arrows and labeled

A and B in Fig. 2(a). While the (8×1) modulation runs parallel to the DB for A, the stripe’s

super-modulations are cut under an angle of about 60◦ in B. The differently oriented DBs A

and B intersect at the position of a double-line which is labeled d and probably represents

two linear defects in the (5 × 1)-ordered domain. Some selected images taken after 26, 52,

and 78 min are shown in Fig. 2(b)-(d), respectively. Note that the position of a point-like

defect, which is labeled by a circle in all panels, serves as a land mark.

The evolution captured in this sequence is typical for the domain evolution at the 2nd

transition which was found to take place on a time scale of several hours after stabilizing

the sample temperature. In this particular case the left domain, which originally consists of

(8× 1) and higher p modulations, expands at a speed v ≈ 1 nm/min along the defect line d

towards the bottom right side of the image, thereby reducing the area of the (5× 1)-ordered

domain. Rough analysis of the images presented in Fig. 2(a)-(d) already reveals that the
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FIG. 2. (Color online) (a) STM topographic image taken at TS = 180 K. Different (p× 1)-ordered

areas (p = 3n + 2 with n ∈ N) are color-enhanced in the bottom panel. A domain boundary (DB)

separates a (5 × 1) domain (right) from a domain dominated by (8 × 1) modulations (left). It

consists of two differently oriented straight segments, marked A and B. A circular label marks a

defect to provide a reference point. The temporal evolution of the domain structure is shown after

(b) 26, (c) 52, and (d) 78 min. The original position of the DB is highlighted by a line in (d).

growth of the (8 × 1) modulation takes place by slow movement of the DB marked B to

the right. As soon as the stripes of the (8 × 1) domain cross the double-line defect d they

quickly propagate towards the right.

Figure 3 displays the growth of modulation stripes at higher spatial and temporal resolu-

tion. Because the movement of stripes takes place on very different time scales, depending

on whether they are oriented under some angle or parallel to the DB, the time increments

between the panels in Figs. 3(a) and (b) also differ by about one order of magnitude. The

top panel of Fig. 3(a) shows the initial configuration (0 min) of two stripe domains which

are both oriented at an angle of about 30◦ with respect to the DB. A DB separates the

(5×1) domain with stripes along the [010] direction (right part of the image) from a (8×1)-

dominated domain with modulations along the [110] direction (left). As verified by two

point-like defects marked by circles, the middle and bottom panel of Fig. 3(a) depict the
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FIG. 3. (Color online) (a) Series

of STM images at TS = 180 K

showing the growth of modula-

tion stripes oriented at an angle of

about 60◦ with respect to the DB.

Two surface defects are marked to

provide a reference point. (b) Im-

age series of the line-by-line do-

main growth of stripes running

parallel to the DB. The arrow indi-

cates the termination point of the

same line. The average growth ve-

locity of a single stripe is much

higher than in (a).

same surface area 13 and 26 min later, respectively. Detailed comparison reveals that the

left domain expands by occasional and discontinuous jumps along the [110] direction. At

the long-term average the motion of this DB proceeds at a pace of about 1 nm/min.

In contrast, the movement of stripes oriented parallel to a DB proceeds at a much higher

speed. The top panel of Fig. 3(b) shows a region where the stripes of the domain in the upper

left part of the image (domain I) are oriented along the DB (see Supplemental Material for a

movie of the complete data set). In the lower part of the image another domain (labeled II)

exists with modulation stripes that are oriented under an angle of about 60◦ with respect

to the DB. In the initial configuration (0 min) we image a semi-infinite modulation line

(marked by an arrow). In general, we find that the termination points of such lines are

always located at the minimum between two modulations of domain II. In the subsequent

images we observed the discontinuous propagation of this line along the direction of the DB.
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FIG. 4. (Color online) (a) Schematic representa-

tion of the DB between the (8×1) (left) and (5×1)

(right) phases. Two orientations, DB-A and DB-

B (emphasized by round brackets) and their bro-

ken dimers, labeled “A-” (dotted line) and “B-

blocks” (dashed), are marked green. Blue and

black/red arrows represent tunneling processes of

“A-” and “B-blocks”, respectively, with their size

being inversely proportional to the potential bar-

rier height. Parallelograms represent regions af-

fected by structural changes during the tunnel-

ing processes. (b) Snapshot of the DB-B prop-

agation after three tunneling processes (gray ar-

rows). The double black arrow indicates the spa-

tial movement of DB-A within one step. (c) Al-

ternative propagation of DB-B. The double red

arrow shows movement of DB-B within one step.

Within the time resolution of our STM measurements (≈ 0.1...1 s between successive scan

lines) it appears to consist of abrupt jumps that extend over discrete distances equivalent to

integer multiples of the line separation. In the absence of pinning at defects we find average

propagation speeds of about 5 nm/min at 180 K. For example, within the 3 min that elapsed

between the top and the bottom image of Fig. 3(b) the line marked by an arrow covered a

distance of 17 ± 2 nm. This higher speed is likely caused by the fact that an extension of

the stripe is associated with a lower barrier height, as indicated by the following analysis.
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C. DFT simulations

In order to explain the mechanisms and understand the respective movement of A- and

B-type DBs, we estimated the potential barrier height by DFT simulations. Together with

geometrical considerations this potential barrier, which determines the tunneling rate of the

DB, is used to explain the mechanism of DB propagation and show how the movement of

the two boundaries A and B are correlated. Fig. 4 shows the crystal structure of (8 × 1)

(left) and (5× 1) (right) phases. Green dots mark positions of Ir atoms, red bonds indicate

the two Ir atoms within a dimer. The intra-dimer Ir–Ir distance amounts to approximately

∼ 3.1 Å, while the inter-dimer distance within the stripes is very close to the undimerized

distance between Ir atoms of ∼ 3.9 Å.28,31 Surface layer Te atoms are not shown for clarity.

Note that the stability of the dimerized phases is governed by the competition between the

energy gain due to Ir dimerization and the elastic energy penalty due to the deformation

of the IrTe6 octahedra.31 The DB results in regions of broken dimers, which we marked by

blurred green color. To estimate the size of the region with broken dimers, we performed

DFT structural relaxations within a large supercell of the (5× 1) phase and determine that

approximately three dimers are broken before the dimerized stripe heals (see Supplemental

Material for details of the calculations).

Based on our simulation and geometric consideration, Fig. 4(a) and (b) shows how A-

and B-type DBs propagate. The difference between the two panels corresponds to three

typical steps during domain propagation. Within each step, the top left B-block moves to

the right ([110] direction). Simultaneously the corresponding A-block moves in the [010]

direction [black/blue arrows in (a)]. Once the top left B-block moves for a few steps and

cuts (5 × 1) stripes [gray arrows in (b)], the next B-block follows, creating a correlated A

and B DB propagation. To understand why the top left B-block moves first in the [110]

direction, a process which corresponds to the fast movement experimentally observed in

Fig. 3(b), we notice that this change generates the smallest number of newly broken bonds

per unit area, as many bonds on its path along the junction of (5× 1) and (8× 1) stripes at

the domain boundary-A were already broken before [A-blocks in Fig. 4(a)]. More precisely,

within one step only eight new dimers of the (5× 1) phase are required to break, five within

the A0-block and three within the new A∗
0-block. DFT simulations show that the energy

barrier which needs to be overcome for breaking each dimer in either the (5 × 1) or the
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(8× 1) phase amounts to several meV.

Fig. 4(c) shows an alternative domain wall propagation corresponding to the situation

observed in Fig. 3(a). In this case a B-block somewhere in a B-type domain wall moves to

the right while the top B-block remains at its original position. In contrast to the situation

sketched before, this movement not only requires the breaking of the (5× 1) stripe marked

B0 [red square in Fig. 4(a)] but also creates another A∗
0-block just below, resulting in a

total of eleven newly broken dimers. It is reasonable to assume that this larger number of

dimers also results in a larger energy barrier for DB movement and, therefore, to slower

propagation, in qualitative agreement with the experimental observations.

D. Discussion

The measurements shown in Fig. 5 give some clues of the processes that occur during the

so-called soliton melting process. It displays subsequently recorded color-enhanced STM

images showing the same surface area at a sample temperature T = 180 K upon cooling. At

the beginning, Fig. 5(a), a large (5×1)-ordered domain with stripes along the [100] direction

can be found on the right side of the image. In contrast, the left side of the image is governed

by (p× 1) stripes with p = 3n+ 2 that are oriented along the [110] direction. Since the data

were taken during the cooling process we can expect that the latter domain will expand

on the expense of the former. In fact, Figs. 5(b) and (c) show an evolution of the region

around the DB that is similar to processes discussed in relation to Fig. 3(b) above, i.e. the

movement of stripes that are oriented parallel with respect to a DB.

In addition, some characteristic changes are observed that take place in the area marked

by a rectangle (≈ 25× 12 nm2). As emphasized by the color-coding, by going from the left

to the right of this surface area in Fig. 5(a) we find (8 × 1)- (purple), (11 × 1)- (yellow),

and (5× 1)-ordered domains (brown) to coexist in close proximity. Between Figs. 5(a) and

(b) this configuration abruptly changes. In particular, over a length of about 10 nm the

previously existing (11× 1) stripe and a neighboring (5× 1) stripe have converted into two

(8 × 1) stripes, thereby extending the (8 × 1) domain. Interestingly, this extension then

quickly propagates to the upper right [see Fig. 5(c)] such that the (11 × 1) stripe in the

upper part of the image is eventually annihilated and the (8 × 1) domain extends over a

larger part of the sample surface.
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FIG. 5. (Color online) STM data taken on cleaved IrTe2 at the same sample location at T = 180 K

after cooling down from RT. For clarity the different domains were color-enhanced. Initially (a),

the surface area marked by a rectangle (≈ 25 × 12 nm2) exhibits (8 × 1)-, (11 × 1)-, and (5 × 1)-

ordered domains in close proximity. During the time required to complete the scan a switching

occurs (b), resulting in the conversion of one (11 × 1)- and one (5 × 1)-stripe segment into two

(8× 1) stripes. As shown by the following image (c) the (11× 1) domain in the upper part of the

image is eventually annihilated.

Our data indicate that similar processes govern the evolution of solitons below the second

phase transition during the cooling process. Namely, switching processes are only allowed if

the number of involved atomic rows is consistent in the initial and final state. As a result

only a limited subset of switching processes will be possible that may possess relatively large

energy barriers. For example, the first match for a transition of (8× 1) stripes into (p× 1)

stripes with p = 3n + 2 > 8 would be 4 × (8 × 1) → 1 × (32 × 1). Since such processes

require to overcome a relatively large energy barrier they are extremely rare, especially at

low temperatures where thermal activation is low, thereby explaining the wide temperature

range over which the second phase transition takes place.

It is well-known that the interplay of interactions may lead to the famous “devil’s stair-

case” with infinite transitions between all possible commensurate (C) modulations.41,42 In

contrast, the “harmless staircase”, which has mostly been studied by spatially averaging

scattering-type measurements,43,44 is limited to finite number of first-order transitions be-
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tween C phases and was postulated for oscillating soliton interactions.37 Although scattering-

type measurements can provide valuable information in reciprocal space if correlation lengths

are sufficiently long,43,44 they are insufficient to detect non-periodic features, e.g. details of

structural defects which potentially pin domain walls.

In this context real-space imaging techniques, such as electron microscopy or STM, sig-

nificantly extend our capabilities. However, to the best of our knowledge they have so far

only been applied to stable C phases.42 We are not aware of any study showing details of

transitions between competing C phases in real space. We speculate that the CDW-like

phase transitions of IrTe2 observed here possibly represents the first experimental realiza-

tion of a “harmless staircase” that has been visualized by scanning tunneling microscopy

(STM) with high spatial resolution.27

Indeed, when cooling IrTe2 through the second phase transition at TS down towards the

low-temperature ground state the system has to convert from an almost perfect (5 × 1)-

ordered state (cf. Fig. 1) with alternating 3a∗ and 2a∗ units into the (6 × 1) phase that

consists of two slightly different 3a∗ building blocks. According to our experimental data

this is achieved by successively increasing the number of 3a∗ units between the 2a∗ bound-

aries. Density functional theory allows for a qualitative understanding of the energy barriers

associated to these processes, thereby explaining the strongly anisotropic domain propaga-

tions speeds.

Although limited in principle to a finite number of (p × 1)-ordered areas, the many

pathways possible to realize the transition from the (5 × 1)-ordered state into the (6 × 1)

phase effectively leads to a highly complex behavior. Since the underlying stripe formation is

commensurate with the IrTe2 lattice, the system closely resembles a “harmless staircase”.37

It remains to be investigated, however, if the second phase transition of IrTe2 may also be

described by an effective “devil’s staircase” at low temperatures where pitch length is large,

i.e. for p = 3n + 2 domains with n � 2. Indeed, recent phenomenological modeling of

helical antiferroelectric liquid crystalline phases of molecules, the so-called smectic (Sm)-C∗
α

structure, in an external electric field revealed a transition from discontinuous steps for short

periods to a quasi-continuous transition at long pitch length.45

Alternatively, the temperature-dependent processes observed at the IrTe2 surface may

also be discussed in terms of dynamical “freezing” of a first order transition. Dynamical

freezing, or kinetic arrest, underscores many sluggish electronic first order transitions or
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phase coexistence phenomena which are closely related to the century-old problem, the

glass transition.38 In fact, several of the processes observed for IrTe2, such as the extremely

slow relaxation of p = 3n+2 domains towards the (6×1) low temperature ground state, are

reminiscent of dynamical freezing. It appears conceivable that the energy landscape of the

IrTe2 surface, that is,—as termed in the review article by Debenedetti and Stillinger38—“the

multidimensional surface generated by the systems potential energy”, is so complex that it

becomes impossible to sample all available configurations within the time permitted by the

cooling rate.

In this context further temperature-dependent studies of the phase transitions of IrTe2

will be required. For this purpose scanning probe methods will be unsuitable because of their

relatively low sampling rate. Instead, we suggest temperature-dependent scattering experi-

ments where the intensities of spots characteristic for the various p = 3n+2 superstructures

are carefully studied as functions of the cooling rate. Such experiments may result in an

improved understanding of the physical processes which are behind the fascinating behavior

of IrTe2.

IV. SUMMARY

In conclusion, we have carried out a systematic STM study of (p× 1) stripe modulations

at the 2nd phase transition (TS ≈ 180 K) in IrTe2 single crystals. Atomic resolution images of

the domain boundaries along different orientations reveal a strongly anisotropic propagation.

Our observations qualitatively agree with a first principle analysis of energy barriers, thereby

shedding new light on the emerging complex energy landscape which has been discussed in

terms of harmless staircase-like transitions and dynamical freezing.
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