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Recent experiments have produced mounting evidence of Majorana zero modes in nanowire-
superconductor hybrids. Signatures of an expected topological phase transition accompanying the
onset of these modes nevertheless remain elusive. We investigate a fundamental question concern-
ing this issue: Do well-formed Majorana modes necessarily entail a sharp phase transition in these
setups? Assuming reasonable parameters, we argue that finite-size effects can dramatically smooth
this putative transition into a crossover, even in systems large enough to support well-localized Ma-
jorana modes. We propose overcoming such finite-size effects by examining the behavior of low-lying
excited states through tunneling spectroscopy. In particular, the excited-state energies exhibit char-
acteristic field and density dependence, and scaling with system size, that expose an approaching
topological phase transition. We suggest several experiments for extracting the predicted behavior.
As a useful byproduct, the protocols also allow one to measure the wire’s spin-orbit coupling directly
in its superconducting environment.

I. INTRODUCTION

Tunneling spectroscopy provides a powerful probe of
topological superconductivity1,2. Perhaps most notably,
Majorana zero modes hosted by such systems are pre-
dicted to mediate ‘perfect Andreev reflection’ in the
asymptotic low-energy limit, generating quantized 2e2/h
zero-bias conductance as temperature T → 0.3–8 In prox-
imitized nanowires (non-quantized) zero-bias peaks were
indeed observed9–13 in the presence of a modest applied
magnetic field needed to drive the system from a trivial to
topological superconducting state14,15; see also Refs. 16–
18 for similar measurements on ferromagnetic atomic
chains. These experiments offer tantalizing evidence of
Majorana modes and have justifiably sparked a great deal
of activity.

For an infinite proximitized nanowire a sharp second-
order phase transition separates the topological and triv-
ial states14,15,19,20. Consequently, as one ramps up the
field the bulk gap closes and then reopens21 in the topo-
logical phase, leaving end Majorana zero modes behind.
The collapse and revival of the bulk gap concomitant with
the onset of a Majorana-induced zero-bias peak consti-
tutes a more refined prediction that appears very difficult
to mimic in alternative zero-bias-anomaly scenarios22–26.
Gap revival at the putative phase transition has, how-
ever, so far proven experimentally elusive27. Reference
28 suggested that observing this feature is difficult when
tunneling into the system’s ends simply because the bulk
wavefunctions that become gapless at the transition tend
to have little support near the boundaries. Similar effects
can appear in multi-channel wires where the ‘topological
sub-band’ may couple weakly to the lead29,30.

Visibility issues aside, it is useful to pose a more gen-
eral question: Could existing experiments have observed

the predicted bulk phase transition even as a matter of
principle (say, by tunneling into the middle of the wire in-
stead of its ends or by other proposed means19,29,31–38)?
Below we argue that the previously examined supercon-
ducting wires may experience strong finite-size effects
that quite drastically smooth the phase transition into
a crossover. Indeed, with reasonable assumptions we es-
timate that the gapless bulk modes at an infinite wire’s
phase transition acquire a sizable gap of order the in-
duced pairing energy, even in the largest systems stud-
ied to date. In this situation one should not expect to
see sharp signs of a phase transition, though extended
Majorana-induced zero-bias peaks can still occur pro-
vided spin-orbit coupling is sufficiently strong. Subtler
methods are then called for to verify this key aspect of
the theory.

We propose that the onset of a topological phase tran-
sition can be detected by studying conductance spectra
in clean, hard-gap wires40,41. Discrete low-lying sub-gap
energy levels for a finite wire should be resolvable through
conductance maps as nicely demonstrated, for example,
in Ref. 42. Importantly, these levels exhibit universal
characteristics inherited from an infinite system’s bona
fide phase transition. We outline several specific exper-
imental protocols designed to probe the imprint of the
putative topological phase transition on finite-size wires.

Inspired largely by the recent developments presented
in Refs. 42–44, these protocols rely on measurements for
systems with either (i) a fixed physical wire length L or
(ii) the ability to systematically change L in a single de-
vice. In case (i), we make detailed predictions for the evo-
lution of the finite-system’s energy levels near the phase
transition—notably their field and density dependence—
which may be compared with existing experimental data.
For (ii), we propose varying L using either pinch-off gates
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FIG. 1. Zeeman field scans at strong spin-orbit coupling: Local density of states (LDOS) [see Eq. (D1)] versus h/∆ and E/∆
with µ = 0 in the strong spin-orbit coupling regime, mα2/∆ = 14. Panels correspond to system sizes L/` = 5, 10, 20 from left
to right, where ` ≡ ~α/∆ [cf. Eq. (8)]. Data shown represents the usual definition of the LDOS averaged over the leftmost
5% of the system. Vertical dashed lines indicate the value hc of the Zeeman field at the topological phase transition in the
thermodynamic limit. Horizontal lines indicate the levels predicted by Eq. (4); for emphasis, we explicitly label the theoretical
value Efinite-size gap = En=1 given in Eq. (5). At the smallest system size (left panel), we see an appreciable finite-size bulk gap
at h = hc, i.e., Efinite-size gap ∼ ∆, with robust Majorana zero modes still forming deep in the topological phase; in the inset,
we show the spatial profile of one of the (nearly) zero-mode wavefunctions at h/∆ = 3 whose envelope follows an exponential
with correlation length ξ ≈ 0.8`, hence confirming Eq. (8). For the largest system size (right panel), we are approaching the
true quantum critical behavior of the system. The inset in the middle panel extends for L/` = 10 the range of Zeeman fields
out to h = 3mα2 = 42∆ (same data as in the main panel), showing the eventually resolvable splitting and oscillations39 of
the zero-bias peak for h & mα2 (vertical dashed line). Bottom panels illustrate the experimental protocol described in Sec. III
in which system-size variation can be achieved in a single device via gate-tunable valves separating islands of a prescribed
length. Experimentally demonstrating the length dependence shown here would confirm the approach to criticality and reveal
the spin-orbit strength α; recall Eqs. (3) and (5).

between epitaxially grown mesoscopic superconducting
islands (see Fig. 1 and Refs. 43–45), or via a more tradi-
tional approach46 of tuning nearby gates to selectively
deplete segments of a wire coupled to a single super-
conductor. While more challenging, such experiments
can reveal a universal 1/L scaling of excited-state en-
ergy levels at the phase transition; confirming this behav-
ior would leave little doubt as to the topological nature
of the system at higher fields. The methods we outline
further reveal the proximitized wire’s spin-orbit coupling
strength, an important parameter that has not yet been
determined directly in the hybrid structures relevant for
Majorana physics. Overall, we hope that our work helps
to inspire further experimental efforts geared towards the
unambiguous discovery of a topological phase transition
in Majorana nanowires.

II. FINITE-SIZE EFFECTS ON THE
TOPOLOGICAL PHASE TRANSITION

For simplicity we consider the minimal single-band
model for the superconducting wire.47 The Hamiltonian

reads

H =

∫ L

0

dx

[
ψ†
(
−~2∂2

x

2m
− µ− i~ασy∂x + hσx

)
ψ

+ ∆(ψ↑ψ↓ + H.c.)

]
, (1)

where ψα describes electrons with spin α, effective mass
m, and chemical potential µ; σx,y denote Pauli matri-
ces that act in spin space; α is the spin-orbit strength;
h = 1

2gµBB ≥ 0 is the Zeeman energy, with g the wire’s
effective g factor, µB the Bohr magneton, and B the
field strength; and ∆ represents the induced pairing po-
tential. (Parameters in H should be regarded as effec-
tive couplings renormalized by hybridization with the
parent superconductor.48) Consider first an infinite sys-
tem. Within this model the phase transition occurs when

h = hc ≡
√

∆2 + µ2.14,15 This condition can be satisfied
by tuning either the field or chemical potential, and our
analysis of the level structure at and near the topological
quantum critical point holds independent of which con-
trol parameter is varied. In the case of chemical-potential
tuning, the analysis applies equally well to either of the
two critical points that border the topological phase on
its low- and high-density sides (see Fig. 3). By diagonal-
izing Eq. (1) one finds that at criticality the low-energy
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FIG. 2. Zeeman field scans at weak spin-orbit coupling: LDOS versus h/∆ and E/∆ with µ = 0 in the weak spin-orbit coupling
regime, mα2/∆ = 0.3. Panels correspond to system sizes L/` = 10, 20, 40 from left to right. Conventions and annotations are
the same as in Fig. 1. This data elucidates the necessity—in the weak spin-orbit regime—of the presence of a sharp topological
phase transition if robust zero-modes appear for h > hc. In the left panel at L/` = 10, the phase transition is very much a
crossover and the zero-bias peak never fully forms. On the other hand, in the right panel at L/` = 40, a robust zero-bias peak
appears on the topological side of a sharp phase transition.

excitation spectrum is

Ek = ~v|k| (2)

with k the momentum and

v = α
∆√

∆2 + µ2
, (3)

a velocity bounded by the spin-orbit strength, i.e., v ≤ α.
Suppose now that the superconducting wire has a finite

length L. In this case it is natural to expect the continu-
ous energy spectrum in Eq. (2) to become discrete due to
finite-size momentum quantization. Appendix A shows
that the allowed momenta indeed become kn = π

L (n+ 1
2 )

for integer n. Inserting kn into Eq. (2) yields quantized
energy levels

En =
π~v
L

(
n+

1

2

)
, n = 0, 1, 2, · · · . (4)

The lowest n = 0 bulk mode evolves into localized Ma-
jorana end-states in the adjacent topological phase (see
Fig. 1). We are interested primarily in the next excited
state, whose energy at criticality is given by

Efinite-size gap ≡ En=1 =
3π~v
2L

. (5)

This level generally corresponds to the lowest-lying mode
that is a bulk state on both sides of the transition. In the
literature, sometimes gap closure at the topological phase
transition refers simply to continuous formation of a zero-
bias peak upon increasing field, i.e., En=0 → 0. For
quantifying how well a finite-size system approximates
true quantum critical behavior, however, it is very useful
to consider the behavior of this next excited state En=1—
which reveals not only the closing but also the crucial
reopening of the bulk gap (precisely the En=1 level) upon
entering the topological regime49.

Now, to get a sense of scales, consider a wire with
length L ∼ 1 µm comparable to the largest superconduct-
ing segments studied in previous experiments9–13. We

further assume for now that the chemical potential satis-
fies µ . ∆ so that the topological regime appears in fairly
low fields. The Rashba spin-orbit strengths have not
been measured in proximitized wires—for which the adja-
cent superconductor can contribute appreciably—though
based on previous measurements for bare nanowires50–55

we expect that α ∼ 104 − 105 m/s ∼ 0.07 − 0.7 eV Å/~
is reasonable. With α near the middle of this range, the
residual bulk gap at the ‘phase transition’ is then

Efinite-size gap ∼ 1 K, (6)

indeed comparable to the induced pairing energies de-
duced experimentally9–13.

If finite-size effects obscure the phase transition to the
extent suggested by Eq. (6), can well-formed Majorana
modes still appear? The answer depends sensitively on
the spin-orbit strength, quantified by the energy scale
mα2.

A. Weak spin-orbit coupling: mα2 � ∆

Weak spin-orbit coupling corresponds to mα2 � ∆.
In this regime the topological phase’s correlation length,
which determines the spatial decay of Majorana-zero-
mode wavefunctions, is approximately

ξ ∼
(

h

mα2

)
~α
∆

(weak spin-orbit). (7)

This estimate—as well as Eq. (8) below—simply follows
from the ratio of the Fermi velocity to the bulk gap and
holds provided the system is not too close to the transi-
tion (where ξ formally diverges). Importantly, since the
topological phase requires h > ∆, the prefactor in paren-
thesis above is large in the weak spin-orbit regime. Using
Eqs. (3) and (5), we then see that having Efinite-size gap

comparable to ∆ implies that ξ & L. Robust Majorana
modes are then generically absent in this scenario since
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their spatial extent would exceed the system size. Equiv-
alently, observing a Majorana-induced zero-bias peak in a
weakly spin-orbit-coupled wire would necessitate a rather
sharp topological phase transition detectable by some
means.

We confirm this behavior numerically in Fig. 2 (see
Appendix D for numerical details) where we plot the lo-
cal density of states (LDOS) averaged over the leftmost
5% of the wire versus Zeeman strength, h/∆, and energy,
E/∆. In these simulations we choose parameters µ = 0
and mα2/∆ = 0.3—deep in the weak spin-orbit regime—
and use as a reference length ` ≡ ~α/∆. The three pan-
els correspond to system sizes L/` = 10, 20, 40 from left
to right. For the shortest system, L/` = 10, we indeed
have Efinite-size gap ∼ ∆ with strongly split zero modes for
h > hc = ∆. It is not until the wire is sufficiently long,
e.g., at L/` = 40, that a robust zero-bias peak forms
after crossing a nearly genuine thermodynamic topologi-
cal phase transition with its associated pile-up of energy
levels at the critical point.

B. Strong spin-orbit coupling: mα2 � ∆

Qualitatively different physics emerges at strong spin-
orbit coupling, i.e., mα2 � ∆. Here the topological
phase enjoys a broad field range, extending from h ∼ ∆
to h ∼ mα2, where the modes gapped by Cooper pair-
ing carry nearly antiparallel spins—thereby maximizing
the bulk gap. Within this field window a parametrically
shorter correlation length arises,

ξ ∼ ~α
∆

(strong spin-orbit), (8)

which again holds not too close to the transition. [For
h & mα2 the Zeeman field begins to overwhelm the spin-
orbit energy, yielding a smaller bulk gap and correspond-
ingly larger correlation length that eventually recovers
Eq. (7)—see inset of Fig. 1, middle panel.] Systems
for which Efinite-size gap approaches ∆ can consequently
still support localized Majorana modes with ξ � L
over an extended field interval. For a quantitative esti-
mate, the splitting that arises from overlap of Majoranas
bound to opposite ends of the wire is (modulo oscillatory
corrections)39

Esplitting ∼ ∆e−L/ξ. (9)

Taking Efinite-size gap = ∆ and µ = 0 then yields

Esplitting ∼ ∆e−3π/2 ≈ 0.01∆—well below the bulk gap.
Thus strong spin-orbit coupling allows rather robust local-
ized Majorana modes to appear even in ‘small’ systems
where the topological phase transition is severely obliter-
ated into a crossover.

To drive home this key point in more detail, we now
present numerical simulations of Eq. (1) in the strong
spin-orbit regime. We again set µ = 0 but now as-
sume strong spin-orbit coupling with mα2/∆ = 14. Fig-
ure 1 displays the end-of-wire LDOS for system sizes

L/` = 5, 10, 20 from left to right. For wurtzite InAs
wires with56 m = 0.05me (me denotes the bare elec-
tron mass) and ∆ = 1.5 K = 130 µeV the param-
eters specified above correspond approximately to sys-
tems of length L = 2, 4, 8 µm with Rashba coupling57

α = 8 · 104 m/s = 0.5 eV Å/~. We believe these are rea-
sonable numbers for Majorana experiments58 based on
the technology developed in Refs. 40 and 41.

In each panel of Fig. 1, the vertical dashed line indi-
cates the location of the phase transition for an infinite
system, while the horizontal lines denote the levels pre-
dicted by Eq. (4). [Deviations between numerics and our
analytical prediction arise from higher-order terms not
included in Eq. (2), which become progressively less im-
portant as the wire length increases; see Fig. 6.] For
the shortest system size in Fig. 1 (left panel, L/` = 5),
we see precisely the interesting scenario described above
where the phase transition is completely smoothed into
a crossover, i.e., Efinite-size gap ∼ ∆, yet robust Majorana
modes develop in the topological regime. Similar plots
appear in, for example, Refs. 59 and 60 where the evolu-
tion of the Majorana mode in finite-size systems—rather
than excited states at the transition—was studied.

It is worth stressing that while a mere two sub-gap
states appear in the crossover region, the Majorana
modes remain well localized. This feature is demon-
strated explicitly in the inset of the left panel of Fig. 1,
where we plot the wavefunction amplitude |ψ0(x)|2 =∑
s=↑,↓

[
|us0(x)|2 + |vs0(x)|2

]
at h/∆ = 3 for the lowest-

lying eigenstate of Eq. (1); here us0 and vs0 respectively
denote components in the particle and hole sectors (see
also Appendix D). Indeed, the probability weight expo-
nentially localizes to the edges and fits very well to a form
|ψ0(x)|2 ∼ e−2x/ξ + e−2(L−x)/ξ, with correlation length
ξ ≈ 0.8` = 0.8 ~α/∆ that agrees well with the estimate
from Eq. (8). Furthermore, we have verified that the re-
solved zero-mode splitting at h/∆ = 3 in the left panel
of Fig. 1 is fully consistent with this correlation length
inserted into Eq. (9).

As we approach the thermodynamic limit by increasing
the system size to L/` = 10, 20 (middle and right panels
of Fig. 1), the finite-size energy levels at the crossover
decrease as expected from Eqs. (4) and (5), and the ap-
proach to true criticality becomes evident. At L/` = 20
we obtain very good agreement with the theoretical pre-
diction of Eq. (4).

C. Chemical potential scans at fixed Zeeman field

Following measurements in Ref. 42, it is also interesting
to contemplate finite-size effects at the topological phase
transition exhibited by Eq. (1) upon varying the chemical
potential, µ, and hence the electron density, n, at fixed
magnetic fields.

We first briefly review the structure of the free-fermion
band structure of Eq. (1) at ∆ = 0. For concreteness we
focus on h < mα2—the case of interest in the strong
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FIG. 3. Chemical potential scans at strong spin-orbit coupling: LDOS versus µ/∆ and E/∆ on a system of length L/` = 5 in the
strong spin-orbit coupling regime, mα2/∆ = 14. Different panels correspond to different values of the Zeeman energy h/∆ as
indicated above each plot. The induced gap ∆ is indicated with a blue horizontal line in the first panel. The outermost vertical
dashed lines, if they exist, indicate the boundaries, µ = ±µc = ±

√
h2 −∆2, of the topological phase in the thermodynamic

limit. Finally, the horizontal dashed lines highlight the finite-size energy levels at the critical points as predicted by theory
through Eqs. (3) and (4).

spin-orbit regime (see inset of Fig. 1, middle panel).
Here the wire has no electrons when µ < µbottom =
mα2/2 − h2/(2mα2); hosts two sets of Fermi points for
µbottom < µ < −h or µ > h; and most interestingly re-
alizes a spinless regime with one pair of Fermi points for
−h < µ < h. Let us now resurrect finite ∆. If h > ∆ and
the wire is sufficiently long, the system admits a topologi-
cal phase within a subregion −µc < µ < µc of the spinless
regime, where µc =

√
h2 −∆2. We thus have topological

phase transitions at critical values µ = ±µc. At these
critical points, our analysis of the spectra for finite-size
systems from Sec. II (see also Appendix B) carries over
completely.

To expose the resulting physics, Fig. 3 presents the nu-
merically calculated end-of-wire LDOS at fixed h/∆ ver-
sus µ/∆. We again focus on the strong spin-orbit regime
(mα2/∆ = 14) for a relatively ‘short’ wire (L/` = 5);
cf. Fig. 1, left panel. At zero field (h/∆ = 0), the
levels form shifted parabolas with minimum energy ∆.
This structure reflects a combination of (i) the momen-
tum quantization in our finite-size wire and (ii) the
quadratic energy dispersion—arising from the supercon-
ducting gap—near the Fermi wavevectors. The latter
vary approximately linearly with µ over sufficiently short
intervals centered at the bottom of the parabolas61. For
long wires, we recover a continuum of states above energy
∆ with a level spacing which decreases as 1/L. In model-
ing an experimental system such as those in Refs. 41 and

42, it is thus reasonable to interpret our approach here
as putting in by hand the energy ∆ of the lowest-lying
(extended in our model) Andreev bound states at zero
field arising from a more exact treatment of the proxim-
ity effect62. For eventual Majorana physics at finite h, it
has been argued63 that this ∆ should only be a fraction of
the parent superconductor’s gap giving rise to proximity-
induced pairing. With the above interpretation in mind,
this indeed appears to be the case in the zero-field data
of Ref. 42.

As we turn on the Zeeman field, a state centered at
µ = 0 begins to descend. This state eventually evolves
into a Majorana zero mode once in the topological phase.
For h < ∆, there is no topological phase for any value
of µ, while for h > ∆, the (infinite system) topologi-
cal regime in the interval −µc < µ < µc lies between
the pair of vertical dashed lines in the bottom panels of
Fig. 3. (At h/∆ = 1, the topological phase shrinks to a

point at µc =
√
h2 −∆2 = 0; this situation appears in

the upper-right panel.) For cases in which a topological
regime exists, we also show the finite-size energy levels at
the critical points ±µc as given by Eqs. (3) and (4) via
horizontal dashed lines as in Figs. 1 and 2. The agree-
ment between theory and numerics is quite good, espe-
cially for larger h/∆ where the zero modes span larger
ranges of µ. Collectively, these plots further demonstrate
the robustness of Majorana zero-mode physics in ‘short’
wires with strong spin-orbit coupling.
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In the weak spin-orbit regime, robust Majorana zero
modes in the topological phase still require a sharp phase
transition at both critical points µ = ±µc, and the level
structure given by Eq. (4) still applies. However, for weak
spin-orbit coupling, the phase transitions on the low- and
high-density sides can differ in terms of visibility for end-
of-wire conductance probes. Notably, the low-lying states
on the trivial low-density side have very poor visibility,
while on the trivial high-density side a pair of end-of-wire
localized Andreev bound states appear that are energet-
ically separated from the bulk states. Upon entering the
topological phase, one of these Andreev bound states be-
comes the n = 0 level that evolves into Majorana modes
while the other becomes the n = 1 bulk mode, with en-
ergies at the transition still given by Eq. (4).

Finally, we have thus far only considered the situation
with a constant pairing amplitude ∆. It is well known,
however, that ∆ renormalizes downwards as the field in-
creases. This effect is particularly important for Al/InAs
experiments in, for example, Refs. 41 and 42 where the
critical magnetic field of the parent superconductor BSC

may only be a factor of two or three greater than the mag-
netic field Bc at the topological phase transition itself. In
Appendix C, we include the effects of reasonable pairing
suppression due to the Zeeman field and show that the
results in Figs. 1 and 3 remain qualitatively intact, albeit
with some quantitative differences.

III. EXPERIMENTAL PROTOCOLS

With the advent of clean, hard-gap wires40,41 that
largely eliminate unwanted background conductance,
mapping the low-lying level structure in fields should be
possible through NS tunneling spectroscopy9,10,12,13. In
fact, our study was strongly informed by recent mea-
surements that clearly resolve multiple sub-gap states—
including a level that evolves into a zero-bias peak42.
One relatively simple way to quantify the approach of
a topological phase transition in such experiments is
through the field or density dependence of the finite-size
energy levels near the critical point [e.g., the behavior
of the bottom two levels near the vertical dashed line in
Fig. 1(a)]. Conveniently, this characterization relies on
measurements of a system with fixed length L that can
be sufficiently small that the transition supports very few
sub-gap states.

We describe in Appendix B a very general procedure
for analytically tracking the evolution of the system’s en-
ergy levels as a function of a tuning parameter—such as
magnetic field or chemical potential—in the vicinity of
the topological phase transition. While the procedure
should be applicable to any microscopic model, e.g., one
with multiple bands, we here specialize it to Eq. (1). In
this section, we further focus on the scenario where the
phase transition occurs at µ ≈ 0, an experimentally rel-
evant limit which gives particularly simple and universal
expressions for the energy levels. In practice one can tune
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FIG. 4. Level tracking at the critical point: LDOS versus h/∆
and E/∆ at µ = 0 (top panel; cf. Fig. 1) and µ/∆ and E/∆
at h = ∆ (bottom panel; cf. Fig. 3) in the strong spin-orbit
regime, mα2/∆ = 14, on a system of length L/` = 10. These
plots demonstrate the accuracy of the analytical level-tracking
formulas, Eqs. (10) and (11), presented in the text (solid green
curves) for the lowest-lying three levels (n = 0, 1, 2) at the
transition.

to this µ ≈ 0 limit by adjusting side-gate voltages to min-
imize the Zeeman field necessary to produce Majorana-
induced zero-bias peaks. Transitions at finite µ yield en-
ergies that are more complicated yet easily obtainable as
outlined in Appendix B.

For a system at constant µ = 0 with variable magnetic
field B (cf. Figs. 1 and 2), we find that for fields close
to the critical magnetic field Bc, the discrete energies in
Eq. (4) are modified to

En ≈
π~α
L

(
n+

1

2

)
− cn1

1

2
gµBδB + cn2

[
1
2gµBδB

]2
π~α
L

(
n+ 1

2

) ,
(10)

an expression good to O(δB2) where δB = B −Bc. The
numerical factors cn1,2 are given in Eq. (B6). This form
assumes that the magnetic field alters the Zeeman energy
but not the pairing potential ∆ or chemical potential.
The levels depend on parameters g, Bc, and α/L. One
can roughly estimate g through the slope of the lowest-
lying level En=0 on the trivial side of the transition; Bc
through the field that minimizes En=1; and α/L from
the measured difference En=1−En=0 at Bc. These rough
estimates can be refined through a more careful fit to
Eq. (10) for the lowest experimentally resolved sub-gap
levels (whose properties should be most accurately cap-
tured by this expression). Importantly, if L is known
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then such fits yield the spin-orbit strength α.
In the top panel of Fig. 4, we overlay the predictions of

Eq. (10) on top of the numerical data from Fig. 1 at the
intermediate length L/` = 10 for the lowest three levels
(n = 0, 1, 2). We see that the agreement is quite good
given the discrepancy already apparent at δB = 0 on
this system size (see Fig. 6). The quantitative agreement
between Eq. (10) and the numerics continues to improve
as we increase L (not shown), thereby confirming the
validity of the approach spelled out in Appendix B.

It would also be interesting to tune through the topo-
logical phase transition by changing µ via nearby side-
gate voltages64, although obtaining such large sweeps
as in Fig. 3 may be practically difficult. Tracking of
the finite-size levels near the critical values µ = ±µc =
±
√
h2 −∆2 on a single, fixed-length device is possible

here too. We again focus on the experimentally relevant
case of µc ≈ 0 which occurs for fields h ≈ ∆. Taking
µc = 0, h = ∆ exactly (cf. Fig. 3, upper-right panel) so
that the topological phase has shrunk to a point upon
scanning µ, we find that the energy levels near the tran-
sition evolve as

En ≈
π~α
L

[
1− δµ2

2∆2

](
n+

1

2

)
+ cn1

δµ2

2∆
, (11)

which is good to O(δµ2) where δµ = µ − µc = µ. In
the bottom panel of Fig. 4, we overlay the levels from
Eq. (11) onto the corresponding numerical data, again
at L/` = 10. The agreement is reasonable and indeed
improves as we increase L. Note that the curvature of the
levels decreases with increasing n. Similarly to the field-
scan protocol discussed above, it would be worthwhile to
fit predictions such as Eq. (11) to the experimental data.

Useful device information can be extracted from a
fixed-length wire even away from the µ ≈ 0 limit con-
sidered above. For instance, one can quite generally
estimate Bc (and hc if the g-factor is known) by read-
ing off the field that minimizes the n = 1 level. We
point out that for short, strong-spin-orbit systems this
method provides a more reliable way of determining Bc
than by the field at which zero modes form60,65 (see
Fig. 1, left panel). Assuming ∆ is inferable from tun-

neling spectroscopy66, identifying hc =
√

∆2 + µ2 corre-
spondingly determines µ—which may be otherwise dif-
ficult to estimate. Reading off Efinite−size gap and using
Eq. (5) with v = α∆/hc, one can then estimate α—
or more conservatively α/L—at different gate voltages.
Even more simply, identifying Efinite−size gap at a single,
fixed gate voltage gives a very useful lower bound on the

spin-orbit strength since α ≥ v =
2LEfinite−size gap

3π~ . In-
terestingly, the only parameter required to establish this
lower bound is the length L.

As a more ambitious experiment, one could experimen-
tally implement finite-size scaling to probe the predicted
evolution of states sketched in Fig. 1 as L varies. The bot-
tom panels illustrate one possible way to perform the ex-
periment using a single device. Here a wire (e.g., InAs) is
coated with superconducting islands (e.g., Al) separated

by gate-tunable ‘valves’43–45 that control the coupling be-
tween adjacent islands. The conductance is measured by
sending in current from the normal lead to the leftmost
island, which is grounded. Successively opening and clos-
ing valves as in the figure effectively changes the length
L of the region probed by the lead and allows one to
track the finite-size energy levels at the transition. Ob-
serving the characteristic 1/L scaling of the bulk gap—
i.e., En=1—would provide additional sharp evidence for
the expected critical behavior. Here too such measure-
ments constrain the system’s Rashba spin-orbit coupling
by virtue of Eqs. (3) and (5). As an independent check,
` = ~α/∆ can be separately inferred from the (exponen-
tial) L dependence of the Majorana mode splitting that
occurs in the topological phase.

Another strategy using more traditional technology
would be to take a single, long superconducting island
as in the device in Ref. 42, but place several side gates
of known lengths nearby. Selectively tuning the side-
gate voltages into and out of the topological regime sys-
tematically alters the length of the topological segment
of the wire, thereby effectively changing L. (A simi-
lar gate setup was already realized in the original Delft
experiment9.) We believe both schemes are quite reason-
able with present technology and hope that they may be
pursued in the near future.

Finally, we remark that the issue of poor visibility of
bulk states in end-of-wire tunneling measurements28–30

is expected to be alleviated in small systems for which
the phase transition is very much a crossover. Variations
wherein tunneling occurs in the middle of the wire would,
however, skirt this issue entirely.

IV. DISCUSSION

With the field of Majorana nanowires presently poised
to move beyond zero-mode detection, we have exam-
ined several fundamental questions regarding the puta-
tive topological phase transition that accompanies the
formation of these zero modes. We have shown that—
rather surprisingly—robust zero modes can easily exist in
systems too small to exhibit anything close to a true topo-
logical phase transition, provided that the spin-orbit cou-
pling is strong. However, it should be emphasized that
here there is no parametric suppression of the Majorana
splitting once the finite-size gap at the phase transition
becomes comparable to the induced pairing gap. Numer-
ical factors instead conspire to make this splitting quite
small in practice. In fact, there may actually be as few
as two sub-gap states visible in the conductance spectra
even if robust Majorana-induced zero-bias peaks appear
in the topological phase. This point is particularly note-
worthy in light of recent experimental data on epitaxial
Al/InAs hard-gap devices from Ref. 42 which indeed may
reside in this regime.

Since the original Majorana nanowire proposals in
Refs. 14 and 15, there have been a proliferation of papers
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over the past several years on Eq. (1) and its refinements,
yet the fate of the first-excited state n = 1 level on finite-
size systems has gone relatively unexplored. Since this is
the lowest-lying level which is gapped on both sides of the
topological phase transition, understanding its behavior
is of fundamental importance, especially when discussing
physics of the phase transition itself. We hope that our
work will help to bring investigation of such sub-gap
states into greater prominence. Indeed studying the be-
havior of these levels as we have proposed in this work—
on both fixed- and variable-length finite-size wires—can
give very valuable universal information about the even-
tual topological phase transition expected at L → ∞.
Furthermore, such analysis can provide nontrivial infor-
mation about parameters of the hybrid device, most no-
tably its effective spin-orbit coupling strength α. Ex-
perimentally probing the finite-size scaling and tracking
of finite-size energy levels at the topological phase transi-
tion in Majorana nanowires thus constitutes a worthwhile
pre-braiding endeavor in the Majorana problem.
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Appendix A: Derivation of finite-system energies at
the topological phase transition

This Appendix derives an effective low-energy Hamil-
tonian from Eq. (1) at the critical magnetic field h = hc,
in particular to assess the influence of finite-size effects
on the spectrum. In an infinite system the energies at
criticality are given by Ek = ~v|k| [Eq. (2)] with momen-
tum k a continuous parameter. Projection onto these
low-lying excitations follows by sending

ψ↑ →
1√
2

(−ieiθγR + ie−iθγL)

ψ↓ →
1√
2

(e−iθγR + eiθγL), (A1)

where γR/L are right/left-moving gapless Majorana fields
and tan(2θ) = µ/∆. The following elegant effective

(a) (b)

‘critical’

~
gappedgapped

Λ �= 0 Λ �= 0
L

γL

γL

γR

γR

FIG. 5. (a) Schematic of the effective Hamiltonian in Eq. (A3)
describing a length-L wire tuned to the critical point between
topological and trivial phases. Right- and left-moving Majo-
rana fields γR/L remain uncoupled in the central region but
are gapped out by a hybridization Λ elsewhere. (b) In the
Λ → ∞ limit the system maps to the chiral edge of a p + ip
superconductor.

Hamiltonian for the transition then arises:

Heff =

∫
x

(−i~vγR∂xγR + i~vγL∂xγL) . (A2)

The spectrum for a finite-size system of length L can
be efficiently derived by modifying the low-energy Hamil-
tonian above to

Heff →
∫
x

[−i~vγR∂xγR + i~vγL∂xγL + 2iΓ(x)γRγL]

(A3)
where

Γ(x) =

{
0, |x| < L/2
Λ > 0, |x| > L/2

(A4)

introduces a boundary to the ‘critical’ wire by gap-
ping the adjacent regions; see Fig. 5(a). Solving for
the wavefunctions in each piecewise-uniform region and
matching boundary conditions yields quantized momenta
kn = π

L (n + 1
2 ) in the Λ → ∞ limit (n is an integer).

0 0.05 0.1 0.15 0.20

0.2

0.4

0.6

0.8

1

ℓ/L

E
n
=
1(
h
=

h
c)
/∆

 

 

Numerics
Theory [Eq. (5)]

FIG. 6. Bulk gap En=1 in units of ∆ at the critical Zeeman
strength h = hc with chemical potential µ = 0. Solid and
dashed curves respectively correspond to numerical results
and analytical predictions, while the horizontal axis repre-
sents `/L = ~α/(∆L). As the length increases, the two curves
nicely converge.
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FIG. 7. Zeeman field scans at strong spin-orbit coupling with a field-suppressed induced gap: LDOS versus h/∆0 and E/∆0

with µ = 0 in the strong spin-orbit coupling regime, mα2/∆0 = 14, including a field-suppressed superconducting gap given
by Eq. (C1) with hSC = 3.5∆0; we show ∆(h) as a solid blue curve in all plots. As in Fig. 1, different panels correspond to
system sizes L/`0 = 5, 10, 20 from left to right, where here `0 ≡ ~α/∆0. The dashed vertical and horizontal lines carry the
same meaning as in Figs. 1 and 2, now taking into account Eq. (C1).

One can intuitively understand this result as follows.
Figure 5(b) illustrates that the system maps to a sin-
gle chiral Majorana fermion on a ring of circumference
L̃ = 2L—precisely as in the edge of a two-dimensional
spinless p+ ip superconductor. The chiral fermion must
exhibit anti-periodic boundary conditions, since peri-
odic boundary conditions would yield a single Majorana
zero mode with no partner (which is impossible). From
this perspective the momenta are immediately given by
kn = 2π

L̃
(n+ 1

2 ), in harmony with the result quoted above.

Inserting these quantized momenta into the continuum
energy Ek = ~v|k| yields the discrete spectrum speci-
fied in Eq. (4)—in particular with a finite-size bulk gap
En=1 = 3π~v

2L [Eq. (5)] corresponding to the kn=1 mode.
(As noted in the main text the kn=0 mode is special
because it evolves into a Majorana zero mode on the
topological side of the transition.) It is useful to sys-
tematically compare the En=1 bulk gap derived from the
low-energy effective Hamiltonian with that obtained nu-
merically from the more microscopic model of Eq. (1).
Figure 6 illustrates the length dependence for these an-
alytical and numerical values using the same parameters
as for Fig. 1. Both figures show that the analytical result
indeed converges well with numerics as the system size
increases.

Appendix B: Field and chemical potential
dependence of finite-size energies near the

topological phase transition

Our goal here is to extend the analysis from Appendix
A to extract the finite-size energy levels for systems tuned
slightly away from criticality. Sufficiently close to the
transition, the structure of the energies is expected to re-
main universal and well-captured by the effective Hamil-
tonian in Eq. (A3). To model the system off criticality
we now take

Γ(x) =

{
M, |x| < L/2
Λ > 0, |x| > L/2

, (B1)

where we have added a mass M coupling right- and left-
moving Majorana fields in the wire region of length L.
We will again take Λ→∞ in the adjacent outer regions
to impose hard-wall boundary conditions on the wire. A
positive mass M > 0 (corresponding to the same sign
mass in the wire and outer regions) moves the system off
criticality into the trivial state; for M < 0 (corresponding
to opposite-sign masses) the topological phase instead
appears.

Eigenstates of the effective Hamiltonian can again
be obtained straightforwardly by solving for the wave-
functions in each piecewise-uniform region and imposing
boundary conditions. Carrying out this exercise, we find
that the energies E must satisfy

ei2kL =

(
1 + iA

1− iA

)2

(B2)

with

k =
1

v

√
E2 −M2, A =

√
E2 −M2

E −M . (B3)

When M = 0 the energies are

En = ~vkn, kn =
π

L

(
n+

1

2

)
(B4)

for non-negative integers n, as obtained in Appendix A.
Corrections arising from a finite mass M may be obtained
by assuming a power-series:

En = En + cn1M + cn2
M2

En
+ · · · . (B5)

Inserting this ansatz into Eq. (B2) yields

cn1 =
1

π(n+ 1/2)
, cn2 =

1

2
− 1

[π(n+ 1/2)]2
. (B6)

These energies depend on the velocity v (through En)
and the mass M , both inputs to the effective model
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FIG. 8. Chemical potential scans at strong spin-orbit coupling with a field-suppressed induced gap: LDOS versus µ/∆0 and
E/∆0 on a system of length L/`0 = 5 in the strong spin-orbit coupling regime, mα2/∆0 = 14, including a field-suppressed
superconducting gap given by Eq. (C1) with hSC = 3.5∆0; the value of ∆(h) used in each plot is marked by a horizontal blue
line. As in Fig. 3, different panels correspond to different values of the Zeeman energy h/∆0, and the meaning of the dashed
vertical and horizontal lines is the same.

[Eq. (A3)]. To relate these quantities to parameters in a
given microscopic model such as Eq. (1), we can employ
the following procedure. We know that for a system with
periodic rather than hard-wall boundary conditions, the
energy dispersion of our effective Hamiltonian at finite
M reads

Eeff(k) =
√

(~vk)2 +M2. (B7)

We can thus expand the square of the dispersion for our
microscopic model, E2

micro(k), about k = 0 and identify
the O(k2) term with (~vk)2 and the O(k0) term with M2.
Applying this algorithm to Eq. (1), we find

v2 =
µ

m

[
h√

∆2 + h2
− 1

]
+ α2

[
1− µ2

h
√

∆2 + µ2

]
,

(B8)

M2 = h2 + ∆2 + µ2 − 2h
√

∆2 + µ2. (B9)

Next, we expand these expressions in a power series in
the deviations away from the critical point (e.g., in δh or
δµ) and insert the result into Eq. (B5) to derive leading-
order level tracking formulas such as Eqs. (10) and (11)
in the main text. Expanding about a critical point with
µ = 0 yields particularly simple results; see Eqs. (10) and
(11) and Fig. 4. The procedure is, however, still valid at
finite µ; for instance, the energies so obtained describe
well the low-lying levels near the critical points in the
bottom panels of Fig. 3.

Finally, we note that Eq. (B9) determines M only up
to a sign. The sign can be easily fixed, however: M
is positive (negative) if the tuning parameter takes the
system into the trivial (topological) phase.

Appendix C: Effect of pairing suppression by the
magnetic field

Suppression of the pairing energy ∆ by the magnetic
field was so far ignored but can quantitatively effect the

level structure over the field intervals displayed in Figs. 1,
2, and 3. Such effects are, for example, present in the
Al/InAs devices studied in Ref. 42. We now incorpo-
rate pairing suppression by assuming a Zeeman field-
dependent pairing amplitude

∆(h) = ∆0

√
1−

(
h

hSC

)2

(C1)

in our simulations of Eq. (1). Here ∆0 is the induced
pairing amplitude at zero field and hSC = 1

2gµBBSC is
the Zeeman energy associated with the parent supercon-
ductor’s critical magnetic field BSC; hSC should not be
confused with the critical value hc at which the topolog-
ical phase transition arises. [In the main text, we took
a field-independent ∆(h) = ∆ = ∆0, corresponding to
hSC →∞ in Eq. (C1).]

We present in Fig. 7 scans of the end-of-wire LDOS
versus Zeeman field as in Fig. 1, still at strong spin-
orbit coupling with mα2/∆0 = 14, but now with a field-
renormalized induced pairing gap given by Eq. (C1) with
hSC = 3.5∆0. For units we use the zero-field gap ∆0

and the length scale `0 ≡ ~α/∆0. Figure 8 shows corre-
sponding scans versus chemical potential at a few values
of h/∆0 for the shortest wire, L/`0 = 5.

Overall, the physics is qualitatively similar to the
constant-∆ results of Figs. 1 and 3. The finite-size level
structure at the eventual topological phase transition is
basically unaffected. However, now the zero mode in the
shortest wire (L/`0 = 5) does begin to experience no-
ticeable splitting as we approach h = hSC. Still, in this
strong spin-orbit regime, this zero mode remains reason-
ably robust over an appreciable field and chemical po-
tential range (see Fig. 7, left panel, and Fig. 8). On the
other hand, for the longer wires (L/`0 = 10, 20) the zero
modes remain intact essentially right up to h = hSC.

Finally, we point out the dense set of levels developing
above ∆(h) in the topological regime for the larger sizes
in Fig. 7—strong spin-orbit coupling optimizes the exci-
tation gap to very near ∆(h) as expected. In a real exper-
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iment as in Ref. 42, however, we should additionally ex-
pect a continuum of states above the parent superconduc-
tor’s gap ∆parent(h) for all h even on the shortest wires.
Our simplified model in Eq. (1) puts in proximity-induced
pairing by hand and thus is unable to capture this exper-
imental feature (see also the discussion in Sec. II C). A
more accurate modeling of the proximity effect should
produce such a continuum of levels above ∆parent(h) in
the left panel of Fig. 7, as well as cause level repulsion
between those parent-superconductor states and the all-
important n = 1 level for fields h & hc. This all seems
consistent with the experimental data from Ref. 42.

Appendix D: Details of the numerical calculations

We discretize the Bogoliubov-de Gennes (BdG) Hamil-
tonian, Eq. (1), into a tight-binding model of Nsites with
lattice spacing a = L/Nsites. The corresponding discrete,
sparse BdG Hamiltonian is then diagonalized exactly tar-
geting the ∼50 states nearest zero energy using a shift-
and-invert routine.

We define the local density of states (LDOS) as

ρ(E, x) =
∑

i; s=↑,↓

[
|usi (x)|2 + |vsi (x)|2

]
δ(E − Ei), (D1)

where usi and vsi are the eigenvectors of Eq. (1) in the par-
ticle and hole sectors, respectively; the summation over

i includes all 4Nsites eigenpairs of the discretized BdG
Hamilitonian. The δ-function is regularized with a nor-

malized Gaussian of width σ, i.e., δ(E) = 1√
2πσ

e−E
2/2σ2

,

which in our calculations we have taken to be σ =
0.005∆0. For the end-of-wire LDOS as displayed in all
figures, we plot ρ(E, x) averaged over the leftmost 5%
of the wire. The actual numerical value of the LDOS
as shown in the plots is dependent on our normaliza-
tion conventions, discretization, and δ-function regular-
ization, and it is thus not particularly important; yet it
can be somewhat meaningfully compared across plots.

In all of our numerics, we have been careful to con-
verge to the continuum limit by choosing Nsites suffi-
ciently large. Specifically, to avoid unwanted lattice ef-
fects we require kFa� π, where kF is the (largest) Fermi
wavevector in the free-fermion band structure. For an in-
finite system we have

kF =

√
2m

~

√
µ+mα2 +

√
(µ+mα2)2 + (h2 − µ2).

(D2)
In all plots shown above, we have taken kFa < 0.08 [us-
ing Eq. (D2) for kF ] which is sufficient for convergence.
For the strong spin-orbit regime, obtaining convergence
is more numerically challenging as can be gleaned from
the expression in Eq. (D2). For example, the right panel
of Fig. 1 (mα2/∆ = 14, L/` = 20) required taking
Nsites ≈ 7000.
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