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We develop a computationally inexpensive model to examine the dynamics of boson-assisted
electron relaxation in solids, studying nonequilibrium dynamics in a metal, in a nodal superconductor
with a stationary density of states, and in a nodal superconductor where the gap dynamically opens.
In the metallic system, the electron population resembles a thermal population at all times, but the
presence of even a fixed nodal gap both invalidates a purely thermal treatment and sharply curtails
relaxation rates. For a gap that is allowed to open as electron relaxation proceeds, effects are even
more pronounced, and gap dynamics become coupled to the dynamics of the electron population.
Comparisons to experiments reveal that phase-space restrictions in the presence of a gap are likely
to play a significant role in the widespread observation of coexisting femtosecond and picosecond
dynamics in the cuprate high-temperature superconductors.
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I. INTRODUCTION

In the science of quantum materials, advances in ultra-
fast spectroscopy are facilitating new ways of extracting
information related to equilibrium states of matter1–5,
and are in cases enabling the generation of metastable
phases that had not previously existed6–8. To keep pace
with these developments, there is an increasing need to
develop nonequilibrium theories of electron dynamics in
solids. This task is hampered by the fact that once a sys-
tem is boosted out of equilibrium, standard thermody-
namic quantities—including temperature, chemical po-
tential, and specific heat—do not exist.
Nevertheless, a number of theoretical tools

have emerged to examine nonequilibrium electron
dynamics9–40, in recent years perhaps most prominently
including calculations based on a Keldysh contour
approach34–40. These models are beginning to be able to
successfully model momentum- and energy-dependent
band structure effects following an ultrafast femtosecond
pulse in both metals and superconductors. For example,
this approach has been used to demonstrate a suggestive
relationship between nonequilibrium timescales and the
imaginary part of the equilibrium self-energy35, as well
as to theoretically investigate Higgs mode signatures in
a superconductor38.
Though Keldysh contour calculations are unparalleled

in their sophistication and theoretical rigor, to date they
are also computationally expensive, requiring supercom-
puter capabilities in order to be able to obtain useful
results. For this reason, experimental efforts to exam-
ine electron dynamics in solid-state systems often rely
on simpler models9–29 in many cases postulating the
existence of nonequilibrium temperature and/or chem-
ical potential parameters, or integrating away all energy
and momentum dependence so that dynamics can be de-
scribed in terms of a single parameter for electron density.

In the present work, we study boson-assisted quasipar-
ticle relaxation using an intermediate Fermi’s golden rule
approach41,42, which is computationally more tractable
than Keldysh contour models, yet still more sophisti-
cated than the most popular phenomenological mod-
els. The model is energy-resolved, and can also in-
corporate an electronic excitation gap with a mag-
nitude that changes as a function of time. This
is particularly relevant for materials that display a
photoexcitation-sensitive excitation gap in the electronic
spectra, such as superconductors4,43,44 and charge den-
sity wave systems45–47. We show that many of the
model’s characteristic predictions bear a striking resem-
blance to experimental findings of quasiparticle relax-
ation in the cuprate superconductor Bi2Sr2CaCu2O8+δ

(Bi2212), observed via time-resolved ARPES and pump-
probe spectroscopy. In particular, we demonstrate that
the widespread observation of two-component relaxation
dynamics in cuprates at high fluences is likely to be heav-
ily influenced by the presence and dynamics of phase-
space restrictions. Beyond this, our hope is that the
model will be useful to experimentalists and theorists
alike as a tool in understanding quasiparticle relaxation
in other types of materials exhibiting band structure with
Dirac nodes, such as graphene or topological insulators.

II. MODEL

A simulation is constructed to capture the effects of a
standard pump-probe experiment, in which a solid-state
system is driven out of equilibrium by an ultrafast opti-
cal pump pulse, and is probed by a second optical pulse
at a later point in time that reads out the nonequilib-
rium quasiparticle population in the form of a transmis-
sivity, reflectivity, or photoemission signal. We assume
that the probe pulse arrives sufficiently later than the
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pump pulse so that the detailed time dependences of the
pump pulse’s electric and magnetic fields do not need
to be taken into account in determining time-dependent
quasiparticle evolution.
Within this framework, we assume that the energy-

dependent population of electronic quasiparticles P (ω, t)
can be written in terms of the product

P (ω, t) = D(ω, t)fe(ω, t) (1)

where D(ω, t) is a time-dependent density of states, and
fe(ω, t) corresponds to a fermionic distribution function
with a restricted range such that 0 ≤ fe(ω, t) ≤ 1. For
the sake of simplicity, we ignore momentum dependence.
The evolution of the quasiparticle population P (ω, t) at
subsequent times is determined as discussed below in
greater detail, through iterated applications of letting the
distribution function fe(ω, t) evolve according to collision
integrals, forcing the density of states D(ω, t) to change
in response to the updated fe(ω, t), and then readjusting
fe(ω, t) to accommodate the modified density of states
D(ω, t) in a manner such that the integral of P (ω, t) with
respect to energy is unaffected by the change in D(ω, t).
In essence, our model follows the spirit of a Boltzmann

approach9–23. We place no restrictions on the functional
form of fe(ω, t) beyond its initial condition, however, and
this importantly distinguishes the present work from N -
temperature models that are more widely discussed in
the literature9–11,48,49, in which the Boltzmann equation
has been reduced further by forcing the nonequilibrium
electron distribution to take on a thermal profile at every
step in time. In fact, we will show here that in some
of the most relevant cases, fe(ω, t) explicitly cannot be
described in thermal terms.
It is convenient to further divide out the density of

states D0 at the chemical potential in the metallic state
from D(ω, t), such that D(ω, t) = D0D1(ω, t), which im-
plicitly defines a unitless normalized density of states
D1(ω, t), and a unitless normalized population density
P1 ≡ D1(ω, t)fe(ω, t). For a decay process dominated by
boson absorption and emission, Fermi’s golden rule dic-
tates that the distribution function fe(ω, t) should evolve
with time according to

∂fe(ω)

∂t
= −2π

~

∫ ∞

0

dΩα2F (Ω)× (2)

{

D1(ω − Ω)fe(ω)[1− fe(ω − Ω)][n(Ω) + 1] (2a)

−D1(ω − Ω)[1− fe(ω)]fe(ω − Ω)n(Ω) (2b)

+D1(ω +Ω)fe(ω)[1− fe(ω +Ω)]n(Ω) (2c)

−D1(ω +Ω)[1− fe(ω)]fe(ω +Ω)[n(Ω) + 1]
}

, (2d)

where α2F (Ω) is the Eliashberg coupling function,
n(Ω) = n(Ω, t) is an optionally time-dependent bosonic
distribution function that reduces to the Bose-Einstein
distribution function at equilibrium, and where the quan-
tities ω and Ω carry units of energy41. In taking the for-
malism from Eq. (1) to Eq. (2), D0 has been absorbed
into the definition of α2F (Ω).
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FIG. 1. Two ways of classifying electronic quasiparticle re-
laxation dynamics. (a) The total change in the quasiparticle
distribution function fe(ω, t) is given by the sum of four in-
teractions under a Fermi’s golden rule analysis, defined by
terms (2a)–(2d) in Eq. (2). (b) The interactions can also be
grouped into a scattering rate Γs and recombination rate Γr,
defined according to Eqs. (3)–(5).

Eq. (2) can be decomposed into four straightforward
physical processes. As illustrated by Fig. 1(a), the brack-
eted terms (2a)–(2d) respectively correspond to quasipar-
ticle transitions via boson emission away from a state at
energy E = ω to lower energies, transitions via boson
absorption into the state at energy E = ω from lower
energies, transitions via boson absorption away from the
state at energy E = ω to higher energies, and transitions
via boson emission into the state at energy E = ω from
higher energies.

Before proceeding, we note a few caveats to this model
and parallels to related studies. First, the model is mo-
tivated by a desire to understand nonequilibrium dy-
namics in cuprate superconductors, which means that a
more complete theoretical treatment should include co-
herence factors C(ω, ω ± Ω,∆k,∆k′) (see Refs.50 and51)
before each of the terms in Eq. (2). Indeed, there is
some evidence that coherence factors play a role in the
temperature dependence of quasiparticle scattering rates
for underdoped cuprates52. We have ignored such ef-
fects in this work because they average to unity in a
momentum-integrated picture of a d-wave superconduc-
tor with isotropic scattering. Second, in addition to
electron-boson interactions, quasiparticle relaxation may
be governed by electron-electron and electron-impurity
interactions. Although not treated in the present work,
these interactions may be relevant, particularly at short
times. Potential effects have been considered within
the context of cuprate superconductors by the authors
of Refs.2,23,29,53. Finally, being an energy-resolved yet
momentum-integrated model motivated by superconduc-
tivity, we note that Eq. (2) shares characteristics with
previous work by Kaplan et al.

28, who used an energy-
dependent model to study quasiparticle dynamics in s-
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wave superconductors. The most substantive difference
between the two works is that Kaplan et al. consider the
dynamics of quasiparticles in a near-equilibrium system,
whereas the present work is motivated by dynamics far
from equilibrium. Hence, Kaplan et al. do not need to
treat the possibility of a dynamically changing gap. Be-
yond this, it should perhaps be noted that the lifetimes
calculated by Kaplan et al. correspond to the imaginary
part of the electronic self-energy, whereas those in the
present work are connected to ∂fe(ω)/∂t, which is a qual-
itatively different parameter (see Ref.41 and Appendix A
for further discussion).
Returning to the model, it is in cases useful to regroup

Eq. (2) according to

∂fe(ω)

∂t
= −(Γs + Γr), (3)

defining a scattering rate Γs as

Γs(ω) ≡
2π

~

∫ ω

0

dΩα2F (Ω)D1(ω − Ω)× (4)

{fe(ω)[1− fe(ω − Ω)][n(Ω) + 1]

− [1− fe(ω)]fe(ω − Ω)n(Ω)}

+
2π

~

∫ ∞

0

dΩα2F (Ω)D1(ω +Ω)×

{fe(ω)[1− fe(ω +Ω)]n(Ω)

− [1− fe(ω)]fe(ω +Ω)[n(Ω) + 1]},

and a recombination rate Γr as

Γr(ω) ≡
2π

~

∫ ∞

ω

dΩα2F (Ω)D1(ω − Ω)× (5)

{fe(ω)[1− fe(ω − Ω)][n(Ω) + 1]

− [1− fe(ω)]fe(ω − Ω)n(Ω)}.

In this way, processes in which quasiparticle number is
conserved (described by Γs) have been explicitly sepa-
rated from those involving pair-breaking or pair recom-
bination (described by Γr). The distinction between the
two types of scattering channels is depicted pictorially in
Fig. 1(b).

III. DECAY RATES

To analyze the impact of the presence or absence of
a band gap on quasiparticle relaxation rates more fully,
we now adopt specific functional forms for α2F (Ω) and
D1(ω, t). We take the following form for α2F (Ω):

α2F (Ω) =

{

AΩ2 for 0 ≤ Ω < Ω1

AΩ2
1 for Ω1 ≤ Ω < Ωmax

, (6)

where Ω1 = 8 meV and Ωmax = 80 meV. The function is
plotted in Fig. 2(a), and is consistent with the assump-
tion of an energy-independent electron-boson coupling

Gapped

(gapped)

(gapped)

Gapped

Normal

Normal

(normal)
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FIG. 2. Comparison between quasiparticle scattering and re-
combination rates for a metallic system and a nodal super-
conductor. (a) The Eliashberg coupling function is defined
according to Eq. (6) and normalized to result in a mass en-
hancement parameter λ = 0.1. (b) Normalized density of
states D1(ω), which is set to unity in the metallic system,
and described by Eq. (8) in the gapped system. (c) Normal-
ized scattering rate Γ(ω)/fe(ω, Te) for ω = 20 meV [where Γs

and Γr are defined according to Eqs. (4) and (5)] as a func-
tion of initial electronic temperature kBTe, assuming a lattice
temperature of kBTb = 0.1 meV. (d) Total scattering rate
D1∂fe/∂t for kBTe = 5 meV as a function of quasiparticle
energy ω, assuming a lattice temperature of kBTb = 0.1 meV.

matrix element, as well as a relatively constant bosonic
density of states F (Ω) that terminates at 80 meV. The
latter assumption is consistent with measurements of the
phonon density of states in Bi2212 by Renker, et al.54.
The former assumption is chosen for its simplicity, al-
though it may fail to capture some important effects,
such as the dispersion kink, due to electron-phonon cou-
pling, which is known to exist in almost all cuprates at
70 meV55. The pre-factor A is chosen to make the low-
temperature limit of the mass enhancement parameter
λ, which is connected to the Eliashberg coupling func-
tion according to the equation41

λ = 2

∫ ∞

0

α2F (Ω)

Ω
dΩ, (7)

equal to 0.1. We note that in choosing an Eliash-
berg function restricted to 80 meV, our analysis is most
strongly motivated by the interactions between electrons
and phonons, rather than between electrons and magnons
or more exotic types of bosonic excitations that extend
to higher energies. We are concerned in the present work
with the dynamics of electrons at relatively low energies
(ω < 50 meV) and long timescales (t > 100 fs), for which
the 80-meV cutoff is largely irrelevant.
To model quasiparticle recombination in the metallic



4

state, we choose the featureless value D1(ω, t) = 1 [im-
plicitly assuming a negligible metallic-state energy de-
pendence to D(ω, t)]. To model quasiparticle recombina-
tion in the gapped state, we choose a d-wave functional
form

D1(ω, t) =

{

π|ω|/(2∆0) for |ω| ≤ ∆0

(ω/∆0) arcsin(∆0/ω) for |ω| > ∆0

(8)

which is obtained by applying the standard Bardeen-
Cooper-Schrieffer (BCS) relationship Ek =

√

ξ2k +∆2
k
50

to a cylindrical Fermi surface within a tetragonal Bril-
louin zone, where the gap parameter ∆k depends in
turn on Fermi surface angle φk according to ∆k =
4∆0(φk − π/4)/π in the Brillouin zone’s first quadrant
and is defined in the rest of the Brillouin zone according
to the stipulation that ∆φ = −∆φ+π/2. The parame-
ter ∆0 is taken to be 35 meV. Plots of the metallic-
state and gapped-state versions of D1(ω, t) are depicted
in Fig. 2(b).
Adopting these conventions, we now examine the ef-

fect that a nodal excitation gap has on quasiparticle re-
laxation rates. We adopt an equilibrium temperature
T = Tb = 0.1 meV ≈ 1 K, we assume a large boson
bath such that the nonequilibrium distribution function
n(Ω, t) remains static in time and can be defined accord-
ing to n(Ω) = 1/(eΩ/kBTb − 1), and we imagine that the
electronic distribution function fe(ω, t) can be initially
described by an elevated electronic temperature such that
fe(ω, t = 0) = f(ω, Te) = 1/(eω/kBTe + 1). Figure 2(c)
shows the effect on relaxation rates at the initial time
t = 0 as a function of electronic temperature Te, given a
fixed quasiparticle energy of 20 meV. Figure 2(d) shows
relaxation rates at t = 0 as a function of quasiparticle en-
ergy ω, given a fixed electronic temperature of kBTe = 5
meV.
Figure 2(c) demonstrates for both the metallic and

gapped states that the scattering rate Γs remains essen-
tially constant for low values of kBTe, and then begins
to sharply decrease with increasing kBTe as the char-
acteristic energy kBTe becomes more sizable. This can
be understood as a consequence of Pauli blocking effects
that suppress the ability of a quasiparticle to scatter into
states at lower energies, and as a consequence of the fact
that the rate for scattering into a state at energy ω from
higher states increases with kBTe owing to the greater
number of occupied states at higher energies. Perhaps
more interestingly, the recombination rates both for the
metallic-state relaxation and gapped-state relaxation fol-
low nearly perfect power laws as a function of kBTe,
with Γr ∝ Te in the metallic state and Γr ∝ T 2

e in the
gapped state. In both cases, this power law dependence
is a consequence of the second-order kinetics inherent in
any quasiparticle recombination process, and can be de-
scribed by the decoupled regime of the Rothwarf-Taylor
model of quasiparticle recombination24. It can in fact be
shown that the Rothwarf-Taylor model is a special case
of the present framework (see Appendix B).

The most important result of the decay rate analysis
is the overall effect induced by a nodal gap. As shown in
Fig. 2(c), the presence of a gap induces a sharp suppres-
sion of both scattering and recombination interactions,
which is demonstrated by the fact that the solid blue
and red lines lie significantly below their dashed coun-
terparts. The effect is even more sharply pronounced in
Fig. 2(d), where the change in the quasiparticle popula-
tion P1(ω, t) = D1(ω)fe(ω, t) is plotted as a function of
energy. Whereas −D1(ω)∂fe/∂t is always positive in the
metallic state and extends in cases to a rate of 0.1 ps−1,
the rates are sharply suppressed in the gapped state, and
become in cases even negative.

IV. QUASIPARTICLE EVOLUTION

Having analyzed energy-dependent quasiparticle decay
rates at a fixed point in time, we proceed now with a
more complete characterization of the quasiparticle pop-
ulation’s temporal evolution. Results have been obtained
numerically, by applying the Euler method to Eq. (2)
with α2F (Ω) and D1(ω) defined as in the previous sec-
tion. As above, although the lattice distribution function
n(Ω) could in principle be allowed to vary with time as
it absorbs energy from electrons, we have for the sake
of simplicity kept it fixed as a Bose-Einstein distribution
function at a constant temperature kBTb = 0.1 meV.
This is in agreement with a scenario where the bath of
phonons in a material constitutes an essentially static
reservoir that is affected only weakly by interactions with
the electronic population.
We begin with the case of a metal. Figure 3 shows the

evolution of an electron population that is assumed to
be initially thermal and at a temperature of kBTe = 15
meV, and which relaxes amid a constant density of states
such thatD1(ω, t) = 1. The decision to use a Fermi-Dirac
distribution for an initial condition was made largely for
the sake of simplicity56, and is demonstrably false in the
short-time limit of experimental pump-probe measure-
ments of both metals and superconductors2,44,49,57. Nev-
ertheless, the approximation is reasonable beyond about
100 fs in many materials2,44,49, and is likely to be the re-
sult of increased electron-electron interactions in the limit
of high energy and negligible phase-space restrictions.
The impacts of these interactions become restricted at
lower energies (typical Fermi liquid self-energies decrease
with ω proportionally to ω2, for example58), and in the
presence of a d-wave excitation gap29,53, which justifies
the subsequent exclusion of electron-electron interactions
from the model at longer times. Although it goes beyond
the scope of the present work, one can obtain a more so-
phisticated treatment of electron dynamics by explicitly
including the effect of a pump pulse and electron-electron
interactions. Analyses such as this have been performed
in metals by the authors of Refs.12–21.
As shown by Fig. 3(a), and perhaps more clearly by the

selected horizontal slices depicted in Fig. 3(b), the elec-
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FIG. 3. Quasiparticle relaxation dynamics in a metal. (a)
fe(ω, t) vs. time and quasiparticle energy, given an equilib-
rium temperature kBTb = 0.1 meV, and an initially ther-
mal quasiparticle population at a starting temperature of
kBTe = 15 meV. (b) Selected energy distribution curves
(EDCs) from (a), offset vertically for clarity. The dotted
line overlapping the EDC at 4 ps is the result of fitting the
data to a Fermi-Dirac distribution function. (c) Characteris-
tic quasiparticle “temperature” [defined by Eq. (9)] vs. time.
The dashed black line is a comparison to a two-temperature
model derived by Allen11.

tronic distribution function fe(ω, t) resembles a Fermi-
Dirac distribution function f(ω, Te) = 1/(eω/kBT + 1) at
essentially all times, even though no effort has been made
to enforce an explicit functional form for fe(ω, t) apart
from the initial condition.
Recognizing such a resemblance invites one to define a

time-dependent electronic temperature

kBTe(t) ≡
1

ln(2)

∫ ∞

0

fe(ω, t) dω, (9)

which can be compared, for example, with an N -
temperature model that forces the distribution function
fe(ω, t) to be exactly equal to f [ω, Te(t)] at all points in
time. Figure 3(c) shows a comparison between the re-
sults of the present model and a two-temperature model
formulated by Allen11 under identical initial conditions.
The agreement is excellent.
As shown in Figs. 4 and 5, the situation becomes more

interesting in the presence of a quasiparticle excitation
gap. Figure 4 shows the response of an initially thermal
quasiparticle population at high temperature (kBTe = 15
meV) evolving toward equilibrium in the presence of a

static d-wave gap of magnitude 35 meV [see Fig. 2(b)].
Panels (a) and (b) depict the evolution of the quasipar-
ticle distribution function fe(ω, t), while panels (c) and
(d) depict the product D1(ω)fe(ω, t), corresponding to
the more complete energy-dependent quasiparticle pop-
ulation.
As shown, particularly in Fig. 4(b), even though

fe(ω, t) starts out (by construction) thermal at time
t = 0, it rapidly begins to develop additional structure in
response to the gapped density of states. The deviation
from thermal behavior is perhaps most evident at 0.6 and
1.0 ps, where the magnitude of the slope of fe(ω, t) with
respect to ω in the vicinity of ω = 0 is less than that
at |ω| ≈ 18 meV. Such behavior is inconsistent with the
shape of the Fermi-Dirac distribution function. Though
less pronounced, deviations between fe(ω, t) and a ther-
mal distribution persist also at longer times.
As shown in Fig. 5, the nonthermal dynamics that ap-

pear in the presence of a static gap are also prominent
in a system that starts out metallic, but then develops a
gap as the excitation density of quasiparticles decreases.
Such is the case for an actual superconductor44. In order
to simulate this dynamic gap, the electron population
and density of states has been periodically adjusted in
Fig. 5 between successive relaxation steps. The increase
of the magnitude of the gap is phenomenologically deter-
mined by locking gap size to the effective electronic tem-
perature parameter Te(ω, t), which is defined as above
in Eq. (9), using the BCS gap equation50, with a criti-
cal temperature of 7.8 meV. Conservation of quasiparti-
cles between relaxation steps is achieved by adjusting the
energy-dependent quasiparticle population with respect
to changing gap size according to the equation

P 1(ω, ti+1) =
ω

∆i+1
× (10)

∫ min(ω,∆i+1)

0

du
fe

(

√

ω2 − [1− (∆i/∆i+1)2]u2, ti

)

√
ω2 − u2

.

This can be understood as a d-wave-gap extension of a
condition for conserving the population of quasiparticles
under a dynamic s-wave gap that requires

fe(ωi+1, ti+1) = fe(ωi, ti), (11)

subject to the identity ω2
i+1 −∆2

i+1 = ω2
i −∆2

i (see Ap-
pendix C for further details).
The dynamics captured by the simulation depicted in

Fig. 5 can be largely understood as a hybrid between
metallic relaxation dynamics and those in the presence
of a static gap. As seen most easily in Fig. 5(b), when the
gap is closed, fe(ω, t) relaxes thermally [see fe(ω, t) for
t = 0.2 ps]. Once the gap begins to open up (t > 0.5 ps)
the distribution function deviates from a thermal distri-
bution in a manner similar to that depicted in Fig. 4(b).
Despite these similarities, the scenarios depicted in

Figs. 4 and 5 are not perfectly analogous. An opening
gap can actually reduce the energy-dependent rate of re-
laxation even more than would occur in the presence of
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FIG. 4. Quasiparticle relaxation dynamics in a nodal super-
conductor with a fixed 35-meV gap. (a) fe(ω, t) vs. time
and quasiparticle energy, given an equilibrium temperature
kBTb = 0.1 meV, and an initially thermal quasiparticle pop-
ulation at a starting temperature of kBTe = 15 meV. (b)
Selected energy distribution curves (EDCs) from (a), offset
vertically for clarity. (c)–(d) Same as (a) and (b), where the
quantity plotted is the energy-dependent quasiparticle den-
sity D1(ω)fe(ω, t). The dashed gray lines in (c) correspond
to the gap edge at ±∆0.

a fixed gap if the gap is opening at a rate comparable
to the rate of quasiparticle relaxation. The reason is
that a dynamically opening gap actively lifts states from
lower energy to higher energy as it opens. At energies
inside the gap, where the density of states is decreasing
with increasing time, this effect produces an increase in
fe(ω, t) with time, thereby effectively increasing the over-
all electronic temperature. Moreover, energy-dependent
quasiparticle populations exhibit a brief increase in in-
tensity as the gap edge transitions from below to above
the energy in question.

Predicted consequences can be observed in Fig. 6,
where the time-dependent effective temperature of the
electronic state is directly compared among the no-gap,
fixed-gap, and dynamic-gap cases. As shown in Fig. 6(a),
the no-gap and dynamic gap scenarios are identical at
high excitation density, above the critical threshold for
the gap to begin opening. By construction, the gap be-
gins to open at kBTe = 7.8 meV, and a sharp reduction
of the rate at which kBTe decreases can be observed in

FIG. 5. Quasiparticle relaxation dynamics in a nodal su-
perconductor with a dynamic gap. (a) fe(ω, t) vs. time
and quasiparticle energy, given an equilibrium temperature
kBTb = 0.1 meV, and an intially thermal quasiparticle pop-
ulation at a starting temperature of kBTe = 15 meV. (b)
Selected energy distribution curves (EDCs) from (a), offset
vertically for clarity. (c)–(d) Same as (a) and (b), where the
quantity plotted is the energy-dependent quasiparticle den-
sity D1(ω)fe(ω, t). The dashed gray lines in (c) correspond
to the gap edge at ±∆(t).

the dynamic-gap scenario. A comparison of the red and
black lines in Fig. 6(a) reveals that the reduction of the
decay rate for kBTe under the dynamic gap scenario is in
fact even more dramatic than it is under the static-gap
scenario, as expected based on the arguments above.

The influence of the dynamically opening gap can be
further observed through an analysis of energy-dependent
quasiparticle relaxation dynamics, depicted in Fig. 6(b),
which correspond to vertical quasiparticle intensity pro-
files extracted from Fig. 5(c). Energy-dependent relax-
ation profiles, extracted from Fig. 3(a), are also shown
for comparison. The distinctive shift from rapid quasi-
particle relaxation dynamics to more gradual relaxation
dynamics can be observed by relative differences in the
slope of the dynamic-gap relaxation curves before and
after t ≈ 1 ps. In addition, the energy-dependent quasi-
particle dynamics experience an increase in population
as the gap approaches the energy in question. Such ef-
fects of a dynamical gap, although perhaps surprising, are
nevertheless replicated in more sophisticated nonequilib-
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FIG. 6. Comparison between the time dependence of quasi-
particle relaxation dynamics in the presence of a dynamically
opening nodal gap with those of a metal, given a quasiparti-
cle population that is defined to be thermal at t = 0, with an
electronic temperature of kBTe = 15 meV. For the dynam-
ically opening gap, kBTc is defined as 7.8 meV. (a) Effec-
tive electronic temperature kBTe vs. time. For comparison,
the evolution of kBTe in the midst of a static 35 meV nodal
gap is also plotted, scaled to an initial electronic tempera-
ture of 8.2 meV so that kBTe crosses kBTc at the same time
that the effective electronic temperature crosses kBTc in the
dynamic gap scenario. (b) Energy-dependent quasiparticle
population vs. time [vertical intensity profiles extracted from
Figs. 4(c) and 5(c)]. (c) Total quasiparticle population [inte-
gral of D1(ω, t)fe(ω, t) from ω = 0 to ω = ∞] vs. time.

rium models. Similar quasiparticle signatures were seen,
for example, by a recent Keldysh contour study of the
effect of Higgs-mode gap oscillations on the quasiparticle
spectrum38.

It is worth noting that signatures of reduced scattering
rates do not appear if, instead of characterizing an elec-
tronic temperature or energy-dependent population, one
plots the entire energy-integrated quasiparticle popula-
tion vs. time. Under this scenario, scattering (particle-
conserving) events become irrelevant, and recombination
(particle-annihilating) dynamics become the only relax-
ation events that contribute to the signal. Fig. 6(c) shows
that in both the metallic and dynamically opening gap
scenarios, the quasiparticle population evolves smoothly
across the threshold of Tc. For times longer than 0.5
ps, the metallic quasiparticle population actually decays
more slowly than the gapped quasiparticle population.
This can be understood as resulting from the fact that
the Eliashberg coupling function drops to zero as ω → 0
[Fig. 2(a)], making low-energy quasiparticle recombina-

tion events, which are relevant to a metal, less probable
than higher-energy quasiparticle recombination events,
which are more relevant to a gapped superconductor.
If the equilibrium temperature is sufficiently low, both
metallic and gapped quasiparticle relaxation rates de-
pend on quasiparticle density. In the gapped scenario,
the relaxation dynamics follow a nearly perfect bimolec-
ular recombination curve, as shown by the fact that the
inverse of the total population density increases linearly
with time [Fig. 6(c) inset].

V. COMPARISON TO EXPERIMENT

Having described the model and its consequences in
theoretical context, we now proceed with a compari-
son to experiments. We expect that the model will be
relevant in helping to explain ultrafast relaxation dy-
namics in the high-temperature cuprate superconduc-
tors. It may be particularly useful in explaining a dis-
tinctive two-component quasiparticle relaxation dynamic
that has been observed in superconducting Bi2212 us-
ing time-resolved ARPES59–62, as well as similar two-
component dynamics that have been observed in cuprates
using all-optical pump-probe techniques63–67.
Figure 7 shows a comparison between the model and

nodal quasiparticle dynamics in a superconducting sam-
ple of Bi2212 near optimal doping (Tc = 91 K). The
experimental data, which are shown in Fig. 7(a), have
been acquired by measuring the pump-induced increase
in ARPES intensity above the chemical potential, inte-
grated across a window in energy and momentum along
the Γ-Y direction in k space (see Ref.62 for further anal-
ysis and additional data). Because this momentum cut
intersects a superconducting gap node, to a certain ex-
tent its temporal dynamics can be viewed as being pro-
portional to the electronic temperature parameter in-
troduced in Section IV. Fig. 7(b) shows the evolution
of kBTe according to the model, for four initial values
of kBTe, two of which are below the critical threshold
kBTe = 7.8 meV and two of which are above it.
In previous work we showed that the fluence threshold

for the onset of two-component dynamics in the experi-
mental data is very similar to the threshold at which the
superconducting gap closes62. As shown in the figure,
the model captures the onset of these two-component dy-
namics quite effectively: When the initial electronic tem-
perature is not sufficiently high to result in a closed gap
[yellow and orange theoretical curves in Fig. 7(b)], quasi-
particle dynamics evolve smoothly and on the picosecond
timescale; When the initial electronic temperature is suf-
ficiently high to result in a closed gap [red and maroon
curves in Fig. 7(b)], two-component dynamics emerge,
with distinct femtosecond and picosecond timescales.
There are some discrepancies in the literature as to

what the critical fluence value is for the onset of two-
component dynamics. The authors of Ref.60 report
single-component decay up to a fluence of 32 µJ/cm2.
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FIG. 7. Comparison between experimental quasiparti-
cle relaxation dynamics in Bi2212, as measured by time-
resolved ARPES, and bosonic relaxation model. (a) Fluence-
dependent effective electronic temperature in Bi2212 from an
ARPES cut along Γ-Y at an equilibrium temperature T = 20
K (see Ref.62), obtained by integrating data in k between
kF − 0.08 π/a Å−1 and kF + 0.08 π/a Å−1 and then fitting
to a resolution-convolved Fermi-Dirac distribution function
at each delay time2,44. (b) Theoretical evolution of the ef-
fective electronic temperature [defined by Eq. (9)] based on
the dynamic-gap quasiparticle relaxation model with a criti-
cal temperature kBTc = 7.8 meV, and with α2F (Ω) defined
as in Fig. 2(a). The initial electronic distribution corresponds
to four different initial electronic temperatures kBTe0. Lattice
temperatures kBTb were held constant and selected to match
the measured electronic temperatures before t = 0 ps in (a).

The authors of Ref.61 report a critical fluence near 40
µJ/cm2. We have found that an accurate measure of the
onset for two-component dynamics can only be obtained
after a careful treatment of pump-induced changes in the
chemical potential68, which may resolve this discrepancy.

VI. CONCLUSIONS

In conclusion, we have developed a computationally in-
expensive model to explain boson-assisted quasiparticle
relaxation dynamics in the presence of both a static and
dynamically changing nodal density of states. Although
less rigorous than the fully momentum- and energy-
dependent Keldysh contour methods, the simplicity of
this model makes it useful for developing physical insights
into the dynamics of quasiparticles that may be obscured
in more complicated approaches. At the same time,
the model allows greater flexibility than N -temperature
models that are adequate for describing the dynamics of
a metal, but which—as we have shown here—break down
if applied to a system exhibiting a nontrivial density of
states.
Comparisons with time-resolved ARPES experiments

reveal that the model captures many of the features
of quasiparticle relaxation following an ultrafast near-

infrared pump pulse in the cuprate superconductor
Bi2212. The model most prominently captures the tran-
sition from femtosecond-scale relaxation dynamics to
picosecond-scale relaxation dynamics that is correlated
to the opening of the superconducting gap.

Beyond its utility in elucidating superconductor dy-
namics, the model may be useful in clarifying the dy-
namics of other types of systems where quasiparticles
relax amid nontrivial or gapped densities of states. Re-
cently, for example, a number of groups have begun us-
ing time-resolved ARPES to study ultrafast dynamics in
graphene69–71. The model may be particularly useful in
studying the dynamics of intrinsically doped graphene,
as the density of states at the Dirac point in this mate-
rial has a similar structure to the density of states of a
nodal superconductor.

Appendix A: Connections to electronic self-energy

It is noted in the main text that the decay rates listed
in Eqs. (2)-(5) constitute a different quantity from the
imaginary part of the electronic self-energy, specifically
the near-equilibrium self-energy values calculated by Ka-
plan et al.28. The two quantities are still related, how-
ever. A lifetime related to the imaginary part of the
self-energy Σ′′ can be extracted using a Fermi’s golden
rule approach through the definition

1

τ(ω)
≡ −∂fe(ω)/∂t

∆fe(ω)
, (A1)

where the quantity ∆fe(ω) ≡ fe(ω) − f(ω) is the dif-
ference between the nonequilibrium distribution function
fe(ω) and its equilibrium value f(ω) ≡ 1/(eω/kBT + 1),
which is the Fermi-Dirac distribution function at equilib-
rium temperature T .

A special case of this formalism is the near-equilibrium
situation in the relaxation-time approximation41,58, in
which fe(ω + Ω) is shifted away from a Fermi-Dirac dis-
tribution at temperature T only slightly, and only in the
vicinity of Ω ≈ 0, such that n(Ω) and fe(ω ± Ω) retain
their equilibrium values in Eqs. (3)–(5), but yet fe(ω)
is replaced by f(ω) + ∆fe(ω). Detailed balance requires
that ∂f(ω)/∂t = 0, so we can rewrite Eq. (A1) as

1

τ(ω)
= −∂∆fe(ω)/∂t

∆fe(ω)
(A2)

=
∆Γs(ω) + ∆Γr(ω)

∆fe(ω)
, (A3)

where Γs(ω) and Γr(ω) are defined in analogy to Eqs. (4)
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and (5) of the main text as

∆Γs(ω) ≡
2π

~

∫ ω

0

dΩα2F (Ω)D1(ω − Ω)× (A4)

{∆fe(ω)[1− f(ω − Ω)][n(Ω) + 1]

− [−∆fe(ω)]f(ω − Ω)n(Ω)}

+
2π

~

∫ ∞

0

dΩα2F (Ω)D1(ω +Ω)×

{∆fe(ω)[1− f(ω +Ω)]n(Ω)

− [−∆fe(ω)]f(ω +Ω)[n(Ω) + 1]}

and

∆Γr(ω) ≡
2π

~

∫ ∞

ω

dΩα2F (Ω)D1(ω − Ω)× (A5)

{∆fe(ω)[1− f(ω − Ω)][n(Ω) + 1]

− [−∆fe(ω)]f(ω − Ω)n(Ω)}.

Eq. (A2) can be simplified by eliminating the terms from
Eqs. (A4) and (A5) that additively cancel, and making
use of the identity 1− f(ω′) = f(−ω′), to arrive at

1

τ(ω)
= (A6)

2π

~

∫ ω

0

dΩα2F (Ω)D1(ω − Ω){f(Ω− ω) + n(Ω)}

+
2π

~

∫ ∞

0

dΩα2F (Ω)D1(ω +Ω){f(ω + Ω) + n(Ω)}

+
2π

~

∫ ∞

ω

dΩα2F (Ω)D1(ω − Ω){f(Ω− ω) + n(Ω)}.

The first term of Eq. (A6) corresponds to scattering be-
tween states at ω and states at lower energy, the second
term corresponds to scattering between states at ω and
states at higher energy, and the third term corresponds
to recombination/pair breaking interactions. A similar
form of this derivation can be found in Ref.41.

We note here, as well as in the main text, that in the
present formulation the role of the superconducting con-
densate has been ignored apart from its impact on the
density of states. However, one can extend the expres-
sion to a more accurate form for superconductors without
significant difficulty, by multiplying in appropriate coher-
ence factors before each of the terms in Eq. (A6), and by
dividing out an overall renormalization factor Z1(0). For

an s-wave gap, this leads to

1

τ(ω)
=

2π

~Z1(ω)
× (A7)

[
∫ ω

0

dΩα2F (Ω)

{

1− ∆2

ω(ω − Ω)

}

D1(ω − Ω){f(Ω− ω) + n(Ω)}

+

∫ ∞

0

dΩα2F (Ω)

{

1− ∆2

ω(ω − Ω)

}

D1(ω +Ω){f(ω +Ω) + n(Ω)}

+

∫ ∞

ω

dΩα2F (Ω)

{

1− ∆2

ω(ω +Ω)

}

D1(ω − Ω){f(Ω− ω) + n(Ω)}
]

,

which replicates Eq. 6 from Kaplan et al.28, where quasi-
particle lifetimes near equilibrium in conventional super-
conductors are derived using a more rigorous Green’s-
function approach. The case of a d-wave superconductor
is more complicated because the coherence factors are
momentum-dependent, but follows the same basic logic.

Appendix B: Rothwarf-Taylor model

Further simplifications of Eq. (3) can be used to estab-
lish a direct connection to the Rothwarf-Taylor model
of quasiparticle relaxation24. One can define an energy-
integrated quasiparticle population p according to

p ≡ 2

∫ ∞

0

dωD(ω)fe(ω). (B1)

Analyzing the typical features of D(ω) and f(ω), the
bulk of the quasiparticle population p will often be lo-
calized near the gap edge at energy ∆. Thus, we are
in certain cases justified in approximating D(ω) by the
delta-function expression

D(ω) ≈ D∆δ(ω −∆) +D∆δ(ω +∆), (B2)

where D∆ ≡ p(tref)/[2fe(∆, tref)] is a constant. One can
then multiply Eq. (3) by D(ω), substitute Eqs. (B2) and
(5) into the result, and integrate over ω to obtain

ṗ = −πα2F (2∆)

~D0
×
{

p2[n(2∆, Tb) + 1] (B3)

− (4D2
∆ − 4D∆p− p2)n(2∆, Tb)

}

.

Finally, if we define a boson population N ≡
F (2∆)n(2∆) and consider the limits D∆ ≫ p and
n(2∆, Tb) ≪ 1, we arrive at the expression

ṗ = −πα2F (2∆)

~D0

[

p2 − 4D2
∆

F (2∆)
N

]

. (B4)
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After a trivial change of variables, this can be rewritten
as ṗ = −Rp2 + γN , which is the first equation of the
Rothwarf-Taylor model.

This derivation highlights some of the important physi-
cal origins of the Rothwarf-Taylor model’s recombination
coefficients R and γ. It also demonstrates some failures
of the model. For example, scattering processes are com-
pletely ignored in the Rothwarf-Taylor model, and the
Rothwarf-Taylor model is only truly appropriate at small
N . As N becomes increasingly large, stimulated emission
processes may become relevant [as encapsulated, for ex-
ample, by Eq. (B3)].

Appendix C: Incremental dependence of P1(ω, t) on
∆(ω, t)

Equation (10) is derived as a d-wave-gap extension of
a condition under an s-wave gap requiring quasiparticle
population to remain conserved for a given value of k as
the gap opens; that is, it is derived under the assumption
that states transform adiabatically between time steps.
For an s-wave gap in BCS theory, the opening of the
superconducting gap amounts to a band structure that
is modified relative to its normal-state parent structure
according to

E2
k = ξ2k +∆2

k, (C1)

where Ek is the superconducting state band energy, ξk
is the normal-state band energy, and ∆k is the gap
parameter50. Because of this relationship, mappings be-
tween Ek values of different gap parameters ∆k are bi-
jective, if it is also understood that the two values of Ek

carry the same sign. In consequence, the requirement
that quasiparticle number be conserved for an incremen-
tally opening gap amounts to a requirement that

fe(k,Ek,i+1, ti+1) = fe(k,Ek,i, ti), (C2)

where the energy arguments Ek,i and Ek,i+1 are related
to each other through the BCS relationship (C1) accord-
ing to

E2
k,i = E2

k,i+1 − (∆2
k,i+1 −∆2

k,i). (C3)

It is therefore possible to express fe(k, ωk, ti+1) exclu-
sively in terms of the time-dependent gap magnitudes
∆k,i and ∆k,i+1 and the information about fe available

at a proximate time ti:

fe(k, ωk, tk,i+1) (C4)

= fe

(

k,
√

ω2
k − [∆2

k,i+1 −∆2
k,i], ti

)

.

To adapt this for a d-wave gap, we approximate ∆k,i as
a radial function, where momentum dependence is cap-
tured by the Fermi surface angle φk such that ∆k,i →
∆φ,i, and where ∆φ,i is defined according to the rela-
tionships outlined in Section III:

∆φ,i =

{

4∆i

π

(

φk − π
4

)

first BZ quadrant,

−∆φ+π/2,i other quadrants.
(C5)

To simplify notation, we perform a variable substitution
u ≡ 4∆i+1 × (φk + π/4)/π such that u = ∆k,i+1, which
leads to the expression

fe(u, ω, ti+1) (C6)

= fe

(

u,
√

ω2 − [1− (∆i/∆i+1)2]u2, ti

)

.

We then multiply by the u-dependent density of states
ω/

√
ω2 − u2 to convert fe into a momentum-dependent

quasiparticle population,

D1(u, ω, ti+1)fe(u, ω, ti+1) (C7)

=
ω√

ω2 − u2
fe

(

u,
√

ω2 − [1− (∆i/∆i+1)2]u2, ti

)

.

Finally, we assume that fe was momentum-independent
at time ti, and average out the momentum dependence
of D1(u, ω, ti+1)fe(u, ω, ti+1) by performing a normalized
integral of Eq. (C7) with respect to u between 0 and
min(ω,∆i+1), resulting in Eq. (10).
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