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Abstract
Many grain boundaries (GBs) in crystalline materials develop highly disordered, liquid-like

structures at high temperatures. In alloys, this premelting effect can be fueled by solute segre-

gation and can occur at lower temperatures than in single-component systems. A premelted GB

can be modeled by a thin liquid layer located between two solid-liquid interfaces interacting by

a disjoining potential. We propose a single analytical form of the disjoining potential describing

repulsive, attractive and intermediate interactions. The potential predicts a variety of premelting

scenarios, including thin-to-thick phase transitions. The potential is verified by atomistic com-

puter simulations of premelting in three different GBs in Cu-Ag alloys employing a Monte Carlo

technique with an embedded atom potential. The disjoining potential has been extracted from

the simulations by analyzing GB width fluctuations. The simulations confirm all shapes of the

disjoining potential predicted by the analytical model. One of the GBs was found to switch back

and forth between two (thin and thick) states, confirming the existence of thin-to-thick phase

transformations in this system. The proposed disjoining potential also predicts the possibility

of a cascade of thin-to-thick transitions caused by compositional oscillations (patterning) near

solid-liquid interfaces.

PACS numbers: 05.70.Np, 07.05.Tp, 61.72.Mm, 64.70.D
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I. INTRODUCTION

A typical grain boundary (GB) in a polycrystalline material has an atomically ordered

structure at low temperatures but becomes increasingly disordered as temperature ap-

proaches the bulk melting point Tm.1,2 Very near Tm, many GBs develop liquid-like struc-

tures and become wider, often turning into a liquid film. The formation of equilibrium

liquid-like GB structures near Tm is referred to as GB premelting. Premelting can dras-

tically change GB properties, which in turn can impact properties of the material. The

phenomenon of GB premelting is also relevant to grain coalescence during solidification of

crystalline materials. As differently oriented crystallites growing from the melt merge to-

gether during late stages of solidification, they are separated by a layer of the liquid phase

bounded by two solid-liquid interfaces. Depending on the nature of interactions between

these interfaces, they can close the liquid gap and create a relatively ordered GB structure,

or retain a thin (on the order of a nm) liquid layer, forming a premelted GB. Depending

on this, the solidified material can exhibit significantly different properties. Despite many

years of research, fundamental understanding of the GB premelting effect remains very

incomplete.

Direct experimental information about GB premelting is very limited.1,3–7 Most experi-

mental studies report indirect evidence based on unusual behavior of GB diffusion, mobility,

sliding resistance, contact angles or other GB properties.1,7–13 The phenomenon has been

studied by several computational approaches, such as molecular dynamics (MD)14–25 and

Monte Carlo (MC)26–28 simulations, phase-field modeling,29–33 and more recently by the

phase field crystal method.34–40 A number of possible premelting scenarios were found in

the simulations. These ranged from continuous premelting as the temperature approached

Tm from below to a thin-to-thick transition below Tm followed by abrupt melting of the

entire material at some temperature above Tm.

On the theoretical side, the simplest and most productive model of GB premelting is

one that represents the GB by a uniform liquid layer between two solid-liquid interfaces

interacting by a thermodynamic potential Ψ(w) depending on the GB width w.41,42 This

model41 and it’s subsequent detailed analysis42,43 were transferred from the theory of wetting

of substrates by thin liquid films, in which the wetting behavior depends on the interaction

potential between the two interfaces. This model is capable of predicting a number of GB

premelting scenarios, depending on the form of the interaction potential. In this paper we

refer to this model as the “liquid layer model” of GB premelting.∗ In addition to simplicity,

the advantage of this model is that it puts the GB premelting effect in the context of phase

∗ Rappaz et al.44 refer to this model as the “sharp interface model” since the solid-liquid interfaces are

treated as sharp. We find this term somewhat ambiguous since it might suggest that the entire GB is

treated as a sharp interface as it is done in many other theories. The term “liquid layer model” avoids

this potential confusion and, we believe, better represents the main idea.
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transitions theory and critical phenomena.43,45

The focus of this paper is on GB premelting in binary alloys. This case is more complex

and less studied than premelting in single-component systems. Rappaz et al.44 performed

multiphase-field simulations of a binary alloy system in the context of late-stage solidifica-

tion. The emergence of “dry” or “wet” GBs observed in their simulations was explained by

different solid-liquid interaction potentials Ψ(w). The latter were modeled by exponential

functions Ψ(w) = C exp(−w/δ), which could be made repulsive or attractive by choosing

the sign of C. Rappaz et al.44 related their solid-liquid interaction potential to the disjoin-

ing effect known from the field of thin liquid films. Following their paper, the interaction

potential Ψ(w) employed in GB premelting models came to be called the “disjoining po-

tential”. Tang et al.31 developed a phase-field model of GB premelting in binary systems

and analyzed possible premelting behaviors in an abstract eutectic system A–B. GB pre-

melting was also studied32 by a multiphase-field method with realistic model parameters

reproducing the eutectic Cu-Ag system. This study revealed that the disjoining potential

can have a variety of shapes intermediate between purely repulsive and purely attractive.

The simulations have demonstrated that, under certain conditions, first-order thin-to-thick

GB phase transitions can occur near the solidus line. Such transitions can be represented

by a transition line on the Cu-Ag phase diagram starting at a GB prewetting point and

ending at a critical point near the melting point of pure Cu. A similar multiphase-field

model was analyzed by Wang et al.,33 who additionally developed an analytical approach

to calculations of interaction forces between solid-liquid interfaces. Although their work

was primarily focused on a single-component system, they did consider the case of a dilute

binary alloy and were able to reproduce the thin-to-thick transition. On the other hand,

Rowan38 performed phase field crystal simulations of GB premelting in binary alloys and

did not see such transitions. The disjoining potentials extracted from her simulations were

either purely repulsive or purely attractive.

As far as atomistic simulations are concerned, the MD timescale is too short to reach

chemical equilibrium with today’s computer capabilities. Consequently, MC remains the

only feasible approach to simulate binary systems.2 Williams et al.28 applied the semi-

grand canonical MC method with an embedded atom potential to study premelting in a

high-energy Σ5 GB in Cu–Ag alloys. It was found that Ag segregation strongly favors GB

premelting, which commences at temperatures significantly lower than in pure Cu. As the

chemical composition of the grains approached the solidus line from below, the boundary

developed a relatively thick layer of the liquid solution whose composition approached the

liquidus composition on the phase diagram. Because of the statistical scatter of the data,

it was not possible in that work to detect thin-to-thick transitions or extract the disjoining

potential.

In this paper we revisit the Cu-Ag system28 by more accurate and systematic atomistic

simulations. Three different GBs are included in order to probe the effect of GB energy. The
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disjoining potential has been calculated for all three boundaries by analyzing their width

fluctuations. Depending on the chemical composition, the boundaries exhibit repulsive,

attractive or intermediate cases of the disjoining potential. An analytical form of disjoining

potential is proposed that describes all these cases. Among a number of different premelting

scenarios predicted by this potential, the simulations do reveal the thin-to-thick transition

that has not been reported in atomistic simulations previously.

In Sec. II of the paper, we discuss different forms of disjoining potentials and propose

a new analytical form. We also derive expressions for the equilibrium disjoining pressure

near a solidus line, which is one of the ingredients of the liquid layer model. To enable

calculations of the disjoining potential from simulation data, we present an equation relating

the disjoining potential to equilibrium fluctuations of the GB width in a binary system.

After describing our simulation methodology in Sec. III, we report the results for GB

premelting in pure Cu (Sec. IV A) and Cu-Ag alloys (Sec. IV B). For completeness, we also

apply the thermodynamic integration method to independently compute GB free energies

as functions of temperature and/or grain composition. Extrapolation of the computed free

energies to the premelting region allows us to validate the disjoining potential calculations

and, by extension, the liquid-layer model itself. In Sec. V we summarize our findings and

draw conclusions.

II. THEORY

A. The liquid layer model of grain boundary premelting

Consider a chemically closed binary system containing a liquid layer between two solid

regions [Fig. 1(a)]. The cross-section of the system is fixed once and for all. We will

assume that the system always remains in thermal equilibrium with a thermostat at a

given temperature T . Calculations that do not take thermal equilibrium for granted and

solve the problem in terms of energy and entropy can be found in Ref. 46. The present

derivation is simpler and more adapted to the context of atomistic simulations reported

later in the paper.

Before discussing the solid-liquid equilibrium, we need to specify thermodynamic prop-

erties of the individual bulk phases. The solid (S) and liquid (L) phases are described by

the equations of state

FL(T,NL, N2L, VL), (1)

FS(T,NS, N2S, VS), (2)

where F is Helmholtz free energy, N total number of atoms in the phase, N2 the number

of solute atoms (component 2), and V is volume. The derivatives of the free energy are

∂FL/∂NL = ϕL, ∂FS/∂NS = ϕS, ∂FL/∂N2L = µ2−µ1 ≡ ∆µ, ∂FS/∂N2S = M , ∂FL/∂VL =

−pL, ∂FS/∂VS = σzz, where µ1 and µ2 are the chemical potentials in the liquid phase, M is
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the diffusion potential47 of the solute relative to the solvent in the solid phase, pL is pressure

in the liquid, and σzz is the stress component normal to the interfaces. The functions ϕL
and ϕS are thermodynamic potentials of the phases (per atom) that will be used below.

Applying the Euler theorem to the homogeneous first degree functions (1) and (2), we

obtain

FL − (∆µ)N2L + pLVL = NLϕL,

FS −MN2S − σzzVS = NSϕS.

The left-hand sides are Legendre transforms of the free energy with respect to N2 and V .

Accordingly, ϕL and ϕS are functions of the variables conjugate to N2 and V :

ϕL = ϕL(T,∆µ, pL),

ϕS = ϕS(T,M, σzz),

with the derivatives ∂ϕL/∂∆µ = −cL, ∂ϕS/∂M = −cS, ∂ϕL/∂pL = vL and ∂ϕS/∂σzz =

−vS, where cL = N2L/NL and cS = N2S/NS are solute concentrations (atomic fractions)

in the phases and vL and vS are the respective atomic volumes. Note that each phase is

specified by three independent variables (three degrees of freedom).

The equations of thermodynamic equilibrium between the phases are obtained from the

condition δFL + δFS = 0 under the constraints of fixed volume and fixed number of atoms

of each component. This gives

p∗L = −σzz, (3)

∆µ∗ = M∗, (4)

ϕL(T,M∗, p∗L) = ϕS(T,M∗, σzz). (5)

Here and everywhere below, the asterisk marks properties related to thermodynamic equi-

librium between the bulk phases. Equation (3) is the condition of mechanical equilibrium

while Eqs.(4) and (5) are the conditions of chemical equilibrium and equilibrium with

respect to the phase transformation, respectively. T and σzz play the role of control param-

eters. For each pair (T, σzz), Eqs.(3)-(5) can be solved for M∗, ∆µ∗ and p∗L. Knowing these,

c∗L = −(∂ϕL/∂∆µ)∗ and c∗S = −(∂ϕS/∂M)∗ give the equilibrium chemical compositions of

the phases. These compositions define two points on the solidus and liquidus lines of the

equilibrium phase diagram.

Next, we consider a solid-liquid interface between the equilibrium phases. Following

Gibbs’ interface thermodynamics, we choose a geometric dividing surface inside the interface

region. Suppose the precise position of this surface is adjusted so that the Gibbsian excess

of the total number of atoms relative to this surface be zero: Ñ = 0. We will use tilde to

indicate excess quantities relative to this choice of the dividing surface. The solid-liquid
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interface free energy γSL is defined as the reversible work spent in forming a unit interface

area. It can be presented in the form48

γSLA = F̃ −M∗Ñ2, (6)

where F̃ is the interface excess of free energy and Ñ2 is a similar excess of species 2.† Note

that γSL is defined by Eq.(6) only in the state of phase equilibrium and is a function of two

independent variables, e.g., T and σzz.

Now return to the liquid layer embedded between two grains [Fig. 1(a)]. Often, the layer

is so thin that the inhomogeneous regions of the solid-liquid interfaces overlap. Thus, the

liquid layer is no longer homogeneous. However, in the model discussed here, the liquid is

nevertheless treated as homogeneous and the solid-liquid interfaces are attributed the same

properties as those of an equilibrium isolated interface at given T and σzz. The difference

between this idealized picture and the real system is accounted for by introducing a coupling

between the two interfaces called the disjoining interaction. The position of each interface

is defined by the respective dividing surface for which Ñ = 0. This choice of dividing

surfaces ensures that, as the distance w between them increases, we eventually obtain two

non-interacting interfaces discussed in the previous paragraph. In this limit, the liquid layer

model becomes exact.

According to this model, the free energy of the system is

F = FL(T,NL, N2L, VL) + FS(T,NS, N2S, VS) + 2F̃ (T, σzz) + Ψ(T,M, σzz, w)A. (7)

Here, FL and FS are the free energies of the phases computed assuming that they remain

homogeneous all the way to the dividing surfaces, F̃ is the excess free energy of each solid-

liquid interface, and Ψ is called the disjoining potential. Note that, due to our choice of the

dividing surfaces, the total number of atoms in the system is N = NL +NS.

It is easy to derive the conditions of thermodynamic equilibrium in this system from

the requirement that δF = 0 under the constraints of a closed system with a fixed volume:

δNL + δNS = 0, δN2L + δN2S = 0, δVL + δVS = 0 and δVL = Aδw. Eliminating these

constraints,

δF = (ϕL − ϕS)δNL + (∆µ−M)δN2L +

(
∂Ψ

∂w
− pL − σzz

)
δVL = 0

with three independent variations δNL, δN2L and δVL. The derivative

pd =
∂Ψ

∂w
(8)

† In a more general treatment,48 γSL can be expressed in terms of generalized excesses introduced by

Cahn.49 For the purposes of this work it will suffice to use one particular type of excess, namely [X]NV ,

where X is any extensive property. To simplify the notations we denote this excess X̃. Equation (13) of

Ref. 48 then reduces to γA = [U ]NV − T [S]NV −M21[N2]NV , which in the present notations becomes

Eq.(6).
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is called the disjoining pressure. By definition, Ψ → 0 and pd → 0 at w → ∞. The

equilibrium conditions become

pd = pL + σzz, (9)

∆µ = M, (10)

ϕL(T,∆µ, pL) = ϕS(T,M, σzz). (11)

Equation (9) shows that the liquid layer is subject to the disjoining pressure pd in addition

to the pressure −σzz exerted by the solid. For each set of control parameters (T,M, σzz)

defining the state of the solid, Eqs.(9)-(11) can be solved for the liquid properties ∆µ, pL and

pd. The equilibrium width w is then the found from Eq.(8). The equilibrium compositions

of the phases can be calculated from the relations ∂ϕL/∂∆µ = −cL and ∂ϕS/∂M = −cS.

B. Disjoining potential near the solidus line

If the liquid layer is thin, the phase compositions are different from the liquidus and

solidus compositions at the same T and σzz. They only approach c∗L and c∗S if the liquid

layer is thick enough to neglect the disjoining effect. Suppose T and σzz are fixed and M

approaches M∗. The disjoining pressure is small and, to the leading order, is expected to

be proportional to the undersaturation ∆M ≡ M −M∗. Indeed, linearizing equation (11)

with respect to the small parameters ∆M and pd we obtain

ϕL(T,M∗,−σzz)− c∗L∆M + v∗Lpd = ϕS(T,M∗, σzz)− c∗S∆M.

The zeroth order terms cancel by Eq.(5) and we arrive at the equation relating the disjoining

pressure to ∆M :

pd =
c∗L − c∗S
v∗L

∆M. (12)

Similarly, for a single-component system close to the bulk melting point Tm, pd is small

and is expected to be proportional to the undercooling ∆T ≡ T − Tm. In this case, the

phase equilibrium conditions at and below Tm are, respectively,

ϕL(Tm,−σzz) = ϕS(Tm, σzz) (13)

and

ϕL(T, pd − σzz) = ϕS(T, σzz). (14)

Linearizing Eq.(14) with respect to ∆T and pd and using Eq.(13) we obtain

pd =
Hm

v∗LTm
∆T, (15)

where Hm = (s∗L − s∗S)Tm is the heat of melting per atom, s∗L and s∗S being the entropies of

the equilibrium phases per atom.
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C. Fluctuations of grain boundary width

We now consider fluctuations within the liquid layer model of GB premelting. The

starting point is the calculation of the GB free energy γ. The latter is defined as the

reversible work spent on the creation of a unit GB area, or equivalently, the free energy

change in a closed system incapable of performing work. The process of GB creation can

be thought of as the insertion of a liquid layer of a given width w between the two grains

[Fig. 1(b)]. During the insertion, the system draws the required amounts of atoms from

an environment where the atoms are maintained at the temperature T , pressure p0
L, and

chemical potentials µ0
1 and µ0

2. Here, index 0 is a reminder that the relevant quantities

are computed in the state of equilibrium described by Eqs.(9)-(11). It is assumed that the

system and the environment form a closed system enclosed in a rigid envelop. Accordingly,

the work γ̂A of forming a GB area A is

γ̂A = F 0
L + 2F̃ (T, σzz) + Ψ(T,M0, σzz, w)A− σzzVL − µ0

1N1L − µ0
2N2L − 2M0Ñ2. (16)

Here, F 0
L is the free energy of the embedded liquid layer, the second and third terms account

for the excess free energy of the two solid-liquid interfaces [cf. Eq.(7)], σzzVL is the work

performed by the environment on the solid-liquid system, and the remaining terms give the

free energy change of the environment due to the loss of atoms needed for the formation of

the liquid layer and the interface segregation of component 2. Using the standard relation

µ0
1N1L + µ0

2N2L = F 0
L + p0

LVL,

Eq.(16) becomes

γ̂A = F 0
L + 2

[
F̃ (T, σzz)−M0Ñ2

]
+ Ψ(T,M0, σzz, w)A− (σzz + p0

L)VL.

Applying Eqs.(6) and (9) we finally obtain

γ̂(w) = 2γSL + Ψ(w)− p0
dw. (17)

For brevity, we have suppressed T , M0 and σzz as parameters of the disjoining potential

and p0
d.

It is important to recognize that γ̂(w) given by Eq.(17) is not the equilibrium GB free

energy. While the solid and liquid phases satisfy the chemical and phase-change equilibrium

conditions (10) and (11), the disjoining pressure is generally different from p0
d and the

mechanical equilibrium condition (9) has not been satisfied. Note that w remains a free

parameter, whose value affects the disjoining pressure through Eq.(8). This situation is an

example of a quasi-equilibrium state, in which subsystems of a thermodynamic system are

in internal equilibria but not necessarily in full equilibrium with each other. As discussed in

detail in a recent paper,46 the fundamental assumption of the thermodynamic fluctuation
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theory is that equilibrium fluctuations give rise to such quasi-equilibrium states on the

appropriate time scale.

The equilibrium GB free energy can be obtained by minimizing γ̂(w) with respect to w

[recall that the right-hand side of Eq.(17) is the reversible work of GB formation and thus

reaches a minimum at equilibrium]. If w0 is the GB width at which γ̂(w) is a minimum,

then the equilibrium GB free energy is

γ0 = 2γSL + Ψ(w0)− p0
dw0. (18)

The premelted GB fluctuates around its equilibrium state. To describe fluctuations of

its width w, we consider only fluctuations of the disjoining interaction while treating all

other thermodynamic parameters as properties of a large reservoir. The fluctuations bring

the system to quasi-equilibrium states mentioned above. Using the generalized canonical

distribution [see, e.g., Eqs.(98) and (99) in Ref. 46], the probability of finding w in an

interval dw is

P (w)dw = Pm exp

−AΨ(w)−Ψ(w0)−
(
∂Ψ

∂w

)
0

(w − w0)

kBT

 dw, (19)

where kB is Boltzmann’s constant, Pm is the maximum value of the probability density

P (w), and (∂Ψ/∂w) is the thermodynamic force conjugate to Ψ. According to this equation,

w0 is the most probable value of the GB width, i.e., the position of a peak of P (w). Equation

(19) can be rewritten in the form

P (w) = C exp

(
−AΨ(w)− p0

dw

kBT

)
, (20)

where the pre-exponential coefficient C can be found from the normalization condition´∞
0
P (w)dw = 1. A similar equation was employed in previous studies of premelting in

single-component systems.24,25,37 Here, it has been extended to a binary system. Recall

that for a binary system, p0
d is given by Eq.(12).

Equation (20) is the main equation used for the calculation of disjoining potentials from

GB width fluctuations. It can be written in the alternative form24,25,37

P (w) = C ′ exp

(
− γ̂(w)A

kBT

)
, (21)

where C ′ is a normalization factor and γ̂(w) is the quasi-equilibrium GB free energy given

by Eq.(17).

We can also find the average GB free energy γ̄ that incorporates the effect of width

fluctuations. Averaging Eq.(17) over the width probability distribution (20) we obtain

γ̄ = 2γSL + Ψ(w)− p0
dw̄, (22)
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where the bar denotes averages‡

w̄ =

∞̂

0

wP (w)dw, (23)

Ψ(w) =

∞̂

0

Ψ(w)P (w)dw. (24)

D. Types of disjoining potentials

Two categories of disjoining potentials have been discussed in the literature: repulsive

and attractive.24,25,29,33,36–38 [Fig. 2(a)]. For metallic systems, both the repulsive and attrac-

tive interactions are short-range and have a structural character: the attraction is due to

the overlap of density perturbations near the solid-liquid interfaces and the repulsion arises

from the orientation mismatch of the merging crystal lattices.24,25,33,36,37 The repulsion and

attraction are usually modeled by exponential functions. Both the repulsion and attraction

can be described by a single functional form33,38

Ψ(w) = C1e
−w/δ1 − C2e

−w/δ2 , (25)

where the four coefficients C1, C2, δ1 and δ2 depend on the thermodynamic state of the

grains. This functional form predicts two premelting scenarios: either continuous premelting

with a logarithmic divergence of the GB width at the melting point (or solidus line), or a

relatively narrow boundary that can be overheated above the melting point (respectively,

oversaturated above the solidus line) until an instability point at which it abruptly melts

[Fig. 2(b)].

A limitation of Eq.(25) is that it does not predict the thin-to-thick premelting transitions

that were observed in phase field simulations32,33 and the atomistic study described later

in this paper. It was suggested32 that such transitions require a non-exponential poten-

tial. Namely, that the potential shape have a concave region between two convex regions

[Fig. 3(a)], so that a common tangent could be constructed with two different touching

points. We call this type of a disjoining potential intermediate. The plot of γ̂ versus w

can then have two local minima giving rise to stable and metastable states of the boundary

[Fig. 3(b)]. At an appropriate undercooling (undersaturation), the minima have an equal

depth. This situation corresponds to equilibrium between two GB phases and is the point of

a thin-to-thick transition [Fig. 3(c)]. Above this point, the GB width continues to increase

‡ Note the difference between the average values, such as w̄ and γ̄, and the previously introduced most

probable values w0, γ0, etc. For highly asymmetric distributions, especially those with two local maxima,

they can be significantly different.
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and eventually diverges at the melting point (respectively, solidus line). In a binary system,

such transitions can be represented by a thin/thick coexistence line below the solidus line

on the equilibrium phase diagram.32

As the state of the grains varies, the disjoining potential can evolve from repulsive

to intermediate to attractive. To describe this evolution, it is desirable to have a single

analytical form of Ψ(w) that describes all three cases, depending on the choice of the

parameters. In this paper we propose the following functional form:

Ψ(w) = c1e
−c2w − c3e

−c4w sin(c5w + c6), (26)

with six coefficients ci. This form is a generalization of Eq.(25) and can be shown to capture

all three cases. The first term describes exponential repulsion at small w. The sine in the

second (attractive) term creates the intermediate shape mentioned above that leads to the

thin-to-thick transition.

An additional effect captured by Eq.(26) is the presence of damped oscillations in the tail

part of the disjoining potential. The incorporation of such oscillations is motivated by the

existence of composition patterning near solid-liquid interfaces. Compositional oscillations

in the liquid phase near solid-liquid interfaces were found in several alloy systems in both

experiments50–52 and simulations.48,53–55 This effect was also found in the present work as

illustrated in Fig. 4. The methodology of the simulations shown in this figure will be

explained later. At this point, it is important to notice the compositional oscillations in the

liquid near the solid-liquid interface. The peak of Ag concentration closest to the interface,

which we call the principal peak, is followed by a set of local minima and maxima with fast

decreasing amplitude until the composition levels out at c∗L.

Similar compositional oscillations were found near the (110) oriented interface in the

same system,48 pointing to the generality of the effect. In fact, simulations show that any

static perturbation of chemical composition in this system produces a relaxation zone with

oscillatory behavior of the chemical composition. For example, compositional oscillations

were observed under an open surface of Cu-Ag melt:48 underneath the topmost layer en-

riched in Ag relative to the bulk, there is a layer depleted in Ag, followed by a layer slightly

enriched in Ag, and so on until the composition become practically uniform deeper in the

bulk. In a premelted GB, the solid-liquid interfaces create a superposition of such compo-

sitional oscillations in a manner similar to wave interference. Since it is this overlap that

gives rise to the disjoining attraction, we expect that the disjoining potential may display

rapidly decaying oscillations in the tail region. The concave region mentioned above, and

thus the thin-to-thick transition, are associated with the overlap of depletion zones. In

principle, the higher-order peaks may create an entire cascade of additional thin-to-thick

transitions closer to the solidus line. The situation is similar to the layering transitions45

in surface adsorption and would give rise to a set of tightly spaced transition lines on the

phase diagram, each ending at a critical point.

11



III. METHODOLOGY OF SIMULATIONS

A. Simulation of bulk phases

Atomic interactions in the Cu-Ag system were described by the embedded-atom method

(EAM)56 potential57 that accurately predicts a large number of properties of Cu and Ag

and was fitted to a first-principles database of Cu-Ag compounds. The potential reproduces

the Cu-Ag phase diagram in reasonable agreement with experiment (Fig. 5).

Although MD was the main simulation method used in the previous GB premelting

studies in pure metals,24,25 this method is not well suited for alloy systems. As mentioned

above, the accessible MD simulation times are too short to achieve chemical equilibrium

of the premelted GB structure by atomic diffusion through the solid solution. Hence, MC

simulations were chosen as the main simulation method, as was done in the previous work.57

For consistency of methodology, MC was also used in premelting simulations of pure Cu,

even though MD could have been applied. We utilized the parallel MC code developed by

V. Yamakov at NASA.58,59 Two MC modes were implemented in this work: the semi-grand

canonical ensemble and the composition-controlled algorithm.

In semi-grand canonical MC simulations,60,61 the temperature T and the diffusion po-

tentials M of Ag relative to Cu are fixed while the chemical composition is allowed to vary.

In this work, the chemical composition was measured as a fraction of Ag atoms. Depending

on the goal of the simulation, some or all of the system dimensions were allowed to vary.

The trial moves of the MC process included displacements of randomly selected atoms by a

small random amount in a random direction with simultaneous random re-assignment of the

chemical species of the chosen atom to either Cu or Ag. The number of trial moves equal

to the number of atoms in the system constitutes one MC step. After each MC step, the

dimensions of the simulation block in all or some of the x, y and z directions were altered by

random amounts with appropriate re-scaling of atomic coordinates. Such fluctuations of the

system dimensions ensure zero normal stresses σii in the respective directions (i = x, y, z).

The trial moves were accepted or rejected by the Metropolis algorithm.60,61 Namely, a move

was accepted with the probability exp(−Ω/kBT ) if Ω > 0 and unconditionally if Ω ≤ 0,

where62–64

Ω ≡ ∆E ±M ± 3

2
kBT ln

mCu

mAg

. (27)

Here, mCu and mAg are atomic masses of Cu and Ag and ∆E is the energy change due to

the trial move. The positive sign applies when Cu is replaced by Ag and negative when Ag

is replaced by Cu. The logarithmic term with atomic masses comes from the integration

of the state probability over the linear momenta of atoms, giving a pre-exponential factor

proportional to the product of masses of all atoms to the power of 3/2. In the probability

ratio of two atomic configurations, all masses cancel out except for the masses of the atom

whose species changes, giving rise to the pre-exponential factor of either (mCu/mAg)3/2 or
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(mAg/mCu)3/2. The MC simulations bring the system to thermodynamic equilibrium under

the imposed boundary conditions. Since the redistribution of chemical species is imple-

mented by an artificial procedure that does not require diffusion, chemical equilibrium is

achieved much faster than in MD. Once equilibrium is reached, a long MC run was imple-

mented to compute expectation values of thermodynamic properties in the given statistical

ensemble. In the case of pure Cu, the canonical ensemble was implemented, which included

all of the foregoing steps except that the chemical species of the atoms remained unaltered.

The composition-controlled MC simulations58,59,64 impose a desired average chemical

composition c of the simulation block and let the system adjust the diffusion potential M

to achieve this composition. To reach the preset composition c, a feedback loop is created

between the current value of c and the imposed diffusion potential M according to the

iteration scheme

M (n) = M (n−1) − a
(
c(n−1) + c(n−2)

2
− c
)
, (28)

where index n labels MC steps and a is an adjustable parameter that controls the compu-

tational efficiency of the simulation without affecting the result. After the system reaches

equilibrium, both the composition and diffusion potential slightly fluctuate around their

equilibrium values. It can be shown64 that the feedback algorithm is similar to the variance

constrained MC method proposed by Sadigh et al.65

The study of GB premelting required the knowledge of thermodynamic properties of the

bulk solid and liquid phases and the exact positions of the solidus and liquidus lines on the

phase diagram. To compute thermodynamic properties of the solid solution, we used a cubic

simulation block containing 5324 perfect lattice cites with periodic boundary conditions.

Stress-free (σxx = σyy = σzz = 0)§ semi-grand canonical MC simulations were executed

for a set of temperature-composition pairs (T, c) with the desired compositions achieved

by properly choosing the diffusion potential. Typically, the system was equilibrated by

3× 104 MC steps followed by 2× 105 production steps to gather statistics. The pairs (T, c)

were chosen to sample the regions of interest on the phase diagram for both GB premelting

simulations and thermodynamic integration as will be discussed later. For each (T, c), a set

of properties was computed including the diffusion potential, the average potential energy

per atom, and the thermo-chemical expansion factor of the lattice relative to pure Cu at 0

K. Similar calculations were conducted for pure Cu (c = 0) for a chosen set of temperatures.

Although the approximate positions of the solidus and liquidus lines predicted by this

interatomic potential were known from previous calculations57 (Fig. 5), the premelting

simulations required a more precise knowledge of the solidus and liquidus compositions, c∗S
and c∗L, at temperatures of interest. They were calculated at the temperatures of 1000 K,

§ Although in the model of Sec. II the solid was subject to a nonzero stress to keep the analysis more

general, the simulations conducted in this work implemented a particular case when the grains remain

stress-free.
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1100 K and 1200 K by the following phase-coexistence procedure. A rectangular periodic

simulation block was prepared with dimensions of approximately 4× 4× 16 nm containing

22,000 atoms. The block contained two regions filled with the solid and liquid phases

separated by a (210)-oriented solid-liquid interface normal to the long direction z. The

lattice of the solid phase was pre-expanded according to the equilibrium lattice parameter

at the chosen temperature and the equilibrium diffusion potential M∗ estimated in the

previous work.57 Since the final values of M∗ were close to the initial estimates, the solid

phase remained virtually stress-free. Next, a composition-controlled MC simulation run was

executed at a fixed cross-section of the simulation block and zero-stress condition imposed

in the z direction. Knowing the previously estimated c∗S and c∗L values, the imposed chemical

composition c was selected by the lever rule so as to give an approximately 50:50 volume

fraction of both phases. After equilibration, a 3 × 106 MC step simulation was performed

to compute refined values of M∗, c∗S and c∗L. The latter were obtained by averaging the

compositions of bulk regions inside each phase unaffected by the interface. The results are

summarized in Table I, which also includes the computed atomic volume v∗L of the liquid

phase.

Similar calculations were performed for solid-liquid coexistence in pure Cu, excepts that

the MC ensemble was canonical. While our previous calculations57 and work by other

authors suggested that the melting temperature predicted by the present EAM potential is

between 1326 and 1327 K, in this work we find that Tm = 1325.25 K provides more consistent

results for GB premelting (see details below). The 1 K scatter of the temperatures may

reflect system size effects and/or limitations of different calculation methods. At 1325.25

K, there was no discernible growth of either phase during the longest MC simulation runs

that we could afford. The melting enthalpy Hm was calculated from the energy difference

between the phases at 1325.25 K. The obtained Hm = 0.1239 eV/atom is in good agreement

with 0.1244 eV/atom reported previously.57

B. Grain boundary simulations

Three symmetric tilt GBs were studied in this work: Σ5(210)[001], Σ17(530)[001] and

Σ13(320)[001]. Here, Σ is the reciprocal density of coincident sites, [001] is the tilt axis,

and the symbols in parentheses indicate the GB plane. In the remainder of the paper, these

boundaries will be refereed to as Σ5, Σ17 and Σ13, respectively. Their 0 K structures were

obtained by applying standard geometric constructions and minimizing the total energy

with respect to local atomic displacements and rigid translations of the grains relative to

each other.66 The GB structures obtained are in agreement with previous simulations67 as

shown in Fig. 6. Their 0 K energies, misorientation angles and dimensions of the periodic

simulation blocks are listed in Table II . Note that the GB energy decreases in the order

Σ5, Σ17 and Σ13.
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For pure Cu GBs, canonical MC simulations were performed at several temperatures

from 100 K to 1324 K (1 K below the melting point). As with bulk simulations, the

system was pre-expanded by the known thermal expansion factor of the lattice. The (x, y)

cross-section of the simulation block was then fixed while the z-dimension (normal to the

GB plane) was allowed to fluctuate to maintain the σzz = 0 condition. These boundary

conditions ensured zero stress inside the grains while allowing the thermal expansion of the

GB region to be different from that of the lattice.

At temperatures below 1280 K, the GB structures were relatively ordered and premelting

was not a consideration. Simulations at these temperature were carried out solely to obtain

data needed for the subsequent thermodynamic integration (see Secs. III E and IV A 2).

At each temperature, the system was equilibrated by 105 MC steps before a production

run for 5 × 105 MC steps. Snapshots were saved every 2000 steps. Above 1280 K, the

simulations were run much longer (typically, between 4 × 106 and 3 × 107 MC steps) in

order to obtain sufficient statistics of GB width fluctuations. The temperature step was

reduced as temperature increased. The temperatures closest to the melting point were 1300

K, 1310 K, 1315 K, 1320 K and 1324 K.

For binary alloys, the simulation block was similarly pre-expanded according to the

lattice parameter at the chosen temperature and grain composition. Semi-grand canonical

MC simulations were carried out with a fixed GB cross-section and fluctuating z-dimension

maintaining the σzz = 0 condition. At each of the three temperatures studied (1000 K,

1100 K and 1200 K), the simulations were run for two sets of diffusion potentials. The first

set started with dilute alloys and sampled grain composition far away from the solidus line.

Such simulations were only needed for thermodynamic integration as will be discussed later.

The second set included grain compositions very close to the solidus line and was designed

for the fluctuation analysis of the GB width. The numbers of MC steps implemented in both

sets were similar to those for pure Cu far away and close to the melting point, respectively.

To verify that the scaling of the lattice indeed ensured zero stress conditions inside the

grains, multiple snapshots containing local stress data were averaged to compute the stress

profiles σij(z). For both pure Cu and Cu-Ag alloys, such profiles showed a nearly perfect

zero stress inside the grains and a sharp spike of σxx and σyy caused by the interface stress

in the GB regions.

C. Calculation of the grain boundary width distribution

The width w of a premelted GB was identified with the width of the liquid layer formed

inside the boundary. The first step in calculating w was to construct an order parameter

profile across the boundary. As such, we chose the parameter characterizing the periodic

order of the (002) crystal planes normal to the tilt axis [001] (y-direction).23,48,68 This order

parameter is the modulus of the structure factor S(k) computed for a set of bins parallel
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to the GB plane:

|Si(k)| =

√√√√√
∑
j

cos(k · rj)

Ni

2

+


∑
j

sin(k · rj)

Ni

2

, (29)

where k = 2π(0, 2/a, 0) is the reciprocal lattice vector, rj is the position of atom j in bin

i, a is the cubic lattice parameter in the grains, and the summation runs over all Ni atoms

in the bin. This order parameter is unity in the perfect crystal at 0 K, has a positive value

smaller than 1 in the grains at finite temperatures, and is zero in the liquid phase. An

example of an order parameter profile |Si|(zi) computed from a single snapshot is shown in

Fig. 7, zi being the center of bin i and the bin width was 0.0615 nm. The scatter of the

points is due to thermal noise. To mitigate the noise effect, a smoothing procedure was

applied where each of the |Si| values was averaged with two neighboring points on either

side. This resulted in a smoothed profile that we denote φi(zi) and show as a red curve in

Fig. 7 (the discrete points are connected by line segments).

The grain value φmax was computed by averaging over regions far away from the GB.

Next, two locations z1 and z2 were found at which the order parameter was equal to φmid=

φmax/2. Because the function φi(zi) is discrete, linear interpolation of φi was applied to

find z1 and z2. The GB width was then defined as the difference w = |z1 − z2|. Note that,

due to the periodic boundary conditions, each snapshot effectively contained two GBs,

both of which were used to calculate w. For the alloy system, the chemical composition

profile could be alternatively used to calculate w. However, we chose to use the structural

order parameter throughout this work to ensure consistency between the alloy and pure Cu

simulations.¶

The described calculation of w was repeated for allNp snapshots saved in each simulation.

The number of snapshots increased as the simulation condition approached the solidus line.

From the entire set of GB widths obtained in a simulation, a histogram was constructed

using the number of bins 2(Np)
1/3 (Rice rule). The histogram was then scaled by the bin

width and divided by Np to obtain a discrete probability density function Pi(wi) normalized

to unity of its midpoint Riemann sum. As an example, Fig. 8 shows a set of probability

functions for the Σ5 boundary at 1000 K. In total, twelve such sets were generated in this

work (three GBs, three temperatures for the alloys, and one temperature set for pure Cu).

¶ As indicated in Sec. II A, the GB width w is defined as the distance between two dividing surfaces in the

solid-liquid interfaces satisfying the condition Ñ = 0. The described practical definition of w through

the order parameter profile need not satisfy this condition and constitutes an approximation. The larger

w, the more accurate this approximation becomes.
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D. Calculation of the disjoining potential

As discussed in Sec. II C, the GB width distribution P (w) is related to the disjoining

potential Ψ(w) by Eq.(20). Inverting this equation,

Ψ(w) = −kBT
A

lnP (w) + p0
dw +D, (30)

where D is the logarithm of the normalization coefficient. Recall that p0
d is given by Eq.(15)

for pure Cu and by Eq.(12) for a Cu-Ag alloy, the superscript 0 being a reminder that

this disjoining pressure is computed at the bulk solid-liquid equilibrium. The undercooling

temperature ∆T and undersaturation potential ∆M are known in each simulation.

Ideally, if the function P (w) could be computed accurately over the entire range 0 ≤ w <

∞, the coefficient D could be determined from the normalization condition
´∞

0
P (w)dw = 1.

The entire disjoining potential Ψ(w) could be then obtained from a single simulation. In

reality, a reliable calculation of P (w) is limited to a certain interval around the peak and

accurate normalization is unfeasible. Since D remains unknown, a single simulation recovers

only a segment of Ψ(w) up to an arbitrary vertical shift D. Examples of such segments are

shown in Fig. 8. In this work, each segment was obtained from the probability distribution

function in the interval w̄±1.5σ, where w̄ is the average GB width estimated from the given

distribution and σ is the standard deviation of the distribution.∗∗ The points outside this

interval had relatively small probabilities and were usually not fully converged. Accordingly,

they were not included in the calculation. Note that the segments calculated at different

undercoolings (respectively, undersaturations) were defined in overlapping width intervals.

The next step was to join the segments together into a single continuous curve. This

was accomplished by shifting the segments relative to each other so as to minimize the

mean-square deviation between neighboring segments in the overlap intervals. Since the

segments did not generally share the same mesh, they had to be remapped onto a common

mesh in the overlap region using a linear interpolation scheme. The minimization was then

implemented on this common mesh. Once the shifts were optimized, the values of Ψ(w)

in the overlap regions were obtained by averaging over the two segments on the common

mesh.

This procedure resulted in a continuous curve defined up to a rigid shift that remained

an unknown parameter. The postulated analytical potential given by Eq.(26) was then

fitted to this curve. To this end, the mean-square deviation between the curve and the

function was minimized with respect to six fitting parameters ci plus the rigid shift.††

∗∗ For bimodal distributions, the segment of Ψ(w) was calculated in the interval 0.8 ≤ w ≤ 2.2 nm that

encompassed both peaks. The rest of the distribution consisted of very small probabilities and was

excluded.
†† Formally, extrapolation of Ψ(w) to w → 0 gives (γdry − 2γSL), where γdry is the free energy of a
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E. Calculation of properties for thermodynamic integration

Calculations of the GB free energy by thermodynamic integration required the knowledge

of certain GB and bulk properties as functions of temperature and/or grain composition.

Such properties include Ũ , Ñ2, Lx, Ly, τii, (∂eii/∂T )c=0, (∂eii/∂c)T (i = 1, 2) and (∂M/∂c)T .

Here c is the grain composition (it was earlier denoted cS in the context of solid-liquid

coexistence; we can now simplify the notation).

For GBs, the tilde sign denotes the Gibbsian excesses computed at a fixed number of

atoms (Ñ = 0).‡‡ In pure Cu, the excess energy Ũ was first computed in each snapshot by

the following procedure. Knowing the locations of the two GBs from the order parameter

profile, a layer containing each boundary together with surrounding grain regions was se-

lected. Let the total energy and total number of atoms in both layers together be UI and

NI , respectively. The rest of the simulation block was comprised of lattice regions unper-

turbed by the GBs. Their total energy Ug and number of atoms Ng represented a reference

grain system. The excess Ũ was computed from the equation

2Ũ = UI −NI
Ug
Ng

, (31)

where the factor of 2 takes into account that the right-hand side represents two GBs. This

Ũ was then averaged over all snapshots saved during the simulation. In alloys simulations,

the excess Ag amount was computed in a similar manner using the equation

2Ñ2 = N2I −NI
N2g

Ng

. (32)

The cross-sectional dimensions of the GB, Lx and Ly, were known as functions of tem-

perature and grain composition from the perfect-lattice simulations described in Sec. III A.

From this data, the derivatives(
∂e11

∂T

)
c=0

=
1

Lx

(
∂Lx
∂T

)
c=0

,

(
∂e22

∂T

)
c=0

=
1

Ly

(
∂Ly
∂T

)
c=0

, (33)

hypothetical “dry” GB in which the two solid-liquid interfaces are infinitely close to each other. Clearly,

in this limit the entire liquid layer model loses its physical meaning. On the other hand, since the

simulations only sampled GB widths larger than several Angstroms, the function fitted in this width

interval could display totally unreasonable behavior when extrapolated to the w → 0 limit. Therefore,

we chose to impose the boundary condition Ψ(w)→ (γdry − 2γSL) at w → 0 with a small weight during

the curve fitting. We approximated γdry by the GB energy at 0 K and used the γSL values obtained by

forcing the liquid layer model to match the thermodynamic integration result at the last point of the

simulations (see text for more detail). This condition did not practically affect the quality of the fit in

the physically meaningful width interval but gave a reasonable order of magnitude of Ψ(w) at w → 0.
‡‡ In terms of generalized excesses describing GBs,69,70 X̃ is equivalent to [X]N , X being any extensive

property. In Sec. II, we used the tilde symbol to denote Gibbsian excesses relative to a solid-liquid

interface. From now on, this symbol denotes the excesses [X]N related to the entire GB region.
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(
∂e11

∂c

)
T

=
1

Lx

(
∂Lx
∂c

)
T

,

(
∂e22

∂c

)
T

=
1

Ly

(
∂Ly
∂c

)
T

(34)

were calculated by numerical differentiation using polynomial fits through the relevant sets

of temperatures or compositions. The GB area A = LxLy was also calculated as a function

of temperature and/or composition.

The diffusion potentials and the respective grain compositions were known from the MC

simulations of bulk phases discussed in Sec. III A. The derivative (∂M/∂c)T was computed

from a polynomial fit through the set of points (M, c) at a fixed temperature.

The interface stress was calculated from the relation48,70–73

τii =
σiiV

A
, , i = 1, 2, (35)

V being the system volume. This equation assumes zero stress outside the GB region, which

was ensured in the present simulations. The work term σiiV was computed by summing

up the virial stress tensors over all atoms inside the interface layer (containing the GB and

grain regions) and averaging over all snapshots.

Finally, thermodynamic integration required the knowledge of one reference value γref of

the GB free energy. To obtain it, the free energy of each GB in pure Cu was calculated in

the quasi-harmonic approximation at the reference temperature Tref = 300 K as in previous

work.70,71,74 The values obtained were 0.888 J/m2, 0.798 J/m2 and 0.737 J/m2 for the Σ5,

Σ17 and Σ13 GBs, respectively.

It should be emphasized that the excess quantities discussed here are not parameters of

the liquid layer model of GB premelting and were only generated in this work to provide

input to the thermodynamic integration procedure for computing the GB free energy γ.

These independently calculated values of γ will be tested against prediction of the liquid

layer model in Sec. IV B 3.

IV. SIMULATION RESULTS AND INTERPRETATION

A. Grain boundary premelting in pure Cu

1. Premelting behavior and disjoining potentials

In all three GBs studied, the formation of a liquid layer was observed as the bulk melting

point was approached from below; however, the extent of premelting was different. Fig. 9

illustrates the gradual accumulation of disorder in the Σ5 GB with increasing temperature

culminating in the formation of a thick liquid layer a few degrees below Tm. To demonstrate

the differences between the GBs, Fig. 10 shows typical snapshots at ∆T = −15.25 K

together with the width probability distributions. While the Σ5 and Σ17 GBs are strongly

premelted at this temperature, the Σ13 GB is disordered but not to the extent that it could
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be described as a liquid layer. These different behaviors are reflected in different positions

of the peak of the GB width distribution.

The plots of the average (over the probability distribution) GB width w̄ as a function of

undercooling ∆T (Fig. 11) indicate that, in all three GBs, the liquid layer thickness diverges

to infinity at the bulk melting point. As discussed in Sec. II, this behavior is indicative of

a repulsive disjoining potential.

As mentioned above, the disjoining potentials reconstructed from individual segments

(Fig. 12) were initially defined up to an unknown rigid shift. They were then fitted by

the analytical function in Eq.(26) with six parameters plus the rigid shift as the seventh

fitting parameter. Fig. 13 summarizes the disjoining potentials for the three GBs with

optimized rigid shifts. By its physical meaning, Ψ(w) must approach zero in the limit of

w → ∞ (no interaction between isolated solid-liquid interfaces). Note, however, that at

the largest GB widths sampled in the simulations, some of the obtained Ψ(w) points are

slightly above or slightly below zero due to statistical errors. Such deviations from zero are

especially pronounced for the Σ13 GB at w > 3.5 nm. For this boundary, the deviations

could represent a combined effect of statistical errors and systematic factors. Indeed, the

Σ13 boundary remains rather narrow and displays only slight premelting until a few degrees

below the melting point. Under such conditions, modeling this boundary by a liquid layer

is a more drastic approximation than for the Σ5 and Σ17 GBs.

As evident from Figs. 10-13, the Σ5 GB exhibits the most extensive premelting and can

be represented by a liquid layer most accurately. Accordingly, we expect that its disjoining

potential must be exponentially repulsive and become practically zero at w > 3.5 nm. It

was found that to meet this condition, a precise adjustment of the bulk melting point of Cu

was necessary. As already mentioned, Tm = 1325.25 K was found to give the most accurate

agreement with zero Ψ at w > 3.5 nm. With this melting temperature, the disjoining

potential of the Σ5 GB could be fitted by a purely exponential function [c3 = 0 in Eq.(26)].

By contrast, accurate fitting for the Σ17 and Σ13 GBs required all terms in Eq.(26). Note

that for the Σ13 GB, the disjoining potential below 1.5 nm exhibits a characteristic shape

suggestive of a developing shoulder.

As a consistency check, the analytical disjoining potentials obtained by the fitting were

inserted in Eq.(20) and the width probability distributions were normalized to unity by

numerical integration. The probability distributions obtained are shown by solid curves

in Figs. 8, 10 and 12. At temperatures close to the melting point, these curves reproduce

the individual distributions quite well. At larger undercoolings, the agreement becomes less

accurate, which is not surprising given that the GBs become nearly dry and their description

as a liquid layer is a crude approximation.
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2. Free energy of premelted grain boundaries

The GB free energies were computed by thermodynamic integration. We used the inte-

gration scheme70

γ(T ) =
ArefT

ATref

γref +
T

A

T̂

Tref

(
2∑
i=1

Aτii
T

∂eii
∂T
− Ũ

T 2

)
dT, (36)

where the excess energy Ũ and the interface stress τii were discussed in Sec. III E. The

quantities with index “ref” must be computed in the reference state. The term with the

excess energy makes the leading contribution to the integral. Fig. 14 shows the excess

energy per unit GB area as a function of temperature. This energy remains nearly constant

at low temperatures and sharply increases in the premelting region. It is interesting to note

that the ranking of the GB energies at 0 K (γΣ5 > γΣ17 > γΣ13) persists all the way to the

melting point. This trend suggests that high/low energy GBs at 0 K are likely to remain

high/low energy boundaries at all temperatures. Accordingly, the 0 K GB energy can be a

reasonably good predictor of premelting behavior. This correlation was also noted in the

previous phase field studies on GB premelting.32 The reference temperature Tref was 300 K

and the integration in Eq.(36) was carried out numerically.

The functions γ(T ) for the three GBs are plotted in Fig. 15. The plots include the GB

energies at 0 K and the free energies at 100 K and 200 K computed in the quasi-harmonic

approximation. These extra points demonstrate a smooth continuation of the curves below

the temperature range 300 K ≤ T ≤ 1324 K of thermodynamic integration. Although this

method becomes less accurate as we deviate further away from the reference state, it was

interesting to examine the values of γ at the bulk melting point. In the liquid layer model

with a repulsive disjoining potential, these γ are expected to give 2γSL. Thus, γSL could be

obtained by linear extrapolation of the plots from 1324 K to 1325.25 K. Instead, we used

a slightly more refined procedure explained below. The calculation gives the γSL values

of 0.196 J/m2, 0.194 J/m2 and 0.192 J/m2 for the Σ5, Σ17 and Σ13 GBs, respectively.

These numbers refer to the solid-liquid interface orientations of (210), (320) and (520),

respectively. The orientation dependence of γSL suggested by these numbers is small. All

three numbers are in close agreement with γSL = 0.199 J/m2 obtained in the previous

work48,71 for the (110) interface orientation using the same interatomic potential.

The GB free energy can also be calculated within the liquid layer model using the ana-

lytical disjoining potentials Ψ(w) and the normalized width probability distributions P (w).

Note that thermodynamic integration naturally includes the effect of GB width fluctuations.

Thus, the quantity that should be compared with the results of thermodynamic integration

is the GB free energy γ̄ averaged over the width distribution. This quantity is defined by

Eq.(22) with w̄ and Ψ(w) given by Eqs.(23) and (24). The integrals in these equations were

computed numerically.
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The following procedure was then applied. We postulate that at the last point sampled

(1324 K), γ̄ matches γ obtained by thermodynamic integration. From this condition, we

obtain

γSL =
1

2

(
γ −Ψ(w) + p0

dw̄
)
, (37)

where w̄ and Ψ(w) were computed at the last point. The values of γSL obtained by this

procedure were quoted in the previous paragraph. Using these values of γSL, the entire

function γ̄(T ) was calculated from Eq.(22). The inset in Fig. 15 compares the GB free

energies computed by the two methods. Given that the two calculations are independent

(except for forcing their match at 1324 K), the agreement is very good. This lends additional

credence to the liquid layer model at premelting temperatures. At lower temperatures,

the comparison becomes impossible since the width probability distributions could not be

extracted from the simulations and the liquid layer model is not expected to be valid.

B. Grain boundary premelting in Cu-Ag solutions

1. Premelting behavior and disjoining potentials

As the grain composition c approaches the solidus line, the amount of GB segregation of

Ag rapidly increases (Fig. 16). The segregation zone grows wider and the atomic positions

within this zone become increasingly disordered. At the undersaturation of ∆c = −0.11

at.%Ag, the Σ5 GB becomes essentially a layer of the Cu-Ag liquid solution.

This trend is quantified in Fig. 17 where the average GB width w̄ is plotted against

∆M for all three GBs. Each GB becomes wider with increasing temperature at a fixed

∆M or with decreasing |∆M | at a fixed temperature. At fixed T and ∆M , the GB width

decreases in the order Σ5, Σ17, Σ13. While the widths of the Σ5 and Σ17 GBs diverge to

infinity when approaching the solidus line, the Σ13 GB retains a finite width at the solidus

line. In this case it was possible to oversaturate the grains beyond the solidus line. In such

oversaturated states, the GB width still remained finite until some point at which the entire

system abruptly melted.

The disjoining potentials were extracted from the width probability distributions com-

puted by the methodology discussed in Secs. III C and III D and illustrated in Figs. 7 and 8.

For the Σ5 GB, Ψ(w) remains repulsive at all points along the solidus (Fig. 18). Although

the changes in the shape of the disjoining potential are small, there is a trend for it to shift

towards smaller GB widths and develop a shoulder at around 1.5-2 nm as the temperature

decreases.

By contrast, the disjoining potential of the Σ17 GB varies with temperature more dra-

matically (Fig. 19). As temperature decreases along the solidus line, the initially repulsive

disjoining potential of pure Cu gradually transitions to the intermediate shape discussed

in Sec. II D [cf. Fig. 3(a)]. The shoulder on the curve flattens at 1000 K and develops a
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double-well shape with a shallow minimum at w ≈ 1.3 nm. This shape evolution originates

from the emergence of a second maximum in the width probability distribution as illus-

trated in Fig. 20. It should be mentioned that, due to the low temperature and complex

shape of the distributions, these calculations required the longest simulation runs of all that

were implemented in this work.§§ The results are still subject to larger statistical errors

than for single-peak distributions. At ∆M = −0.0032 eV, the distribution does have a

single peak. However, as we approach closer to the solidus line (∆M ≥ −0.0012 eV), a

second peak emerges and grows higher until we reach the last point closest to the solidus

(∆M = −0.0004 eV) at which the second peak is higher than the first.

Because of the importance of the bimodal distributions as evidence of the intermediate

disjoining potential, special care was taken to ensure that the bimodality is not an artifact

and to understand its origin. Fig. 21 shows a typical fragment of the simulation for the

Σ17 GB at 1000 K for one of the grain compositions showing the bimodality. The plot

clearly shows that the boundary spontaneously switches back and forth between two states,

with a smaller and a larger average width. One of the two states is stable while the other

metastable. It is the existence of these two states that gives rise to the two peaks in the

GB width distribution P (w). The relative heights of the peaks bear information about the

relative stability of the two states. Thus, the rise of the peak corresponding to the wider

GB state indicates that this GB state becomes increasingly more stable as we approach the

solidus line, and eventually becomes more stable than the narrower state. Therefore, we

can expect that a thin-to-thick transition occurs between the two states at some value of

∆M . As discussed in Sec. II D, this transition arises due to the intermediate shape of the

disjoining potential.

Finally, the disjoining potential of the Σ13 GB evolves from repulsive to attractive as

temperature decreases along the solidus line (Fig. 22). In pure Cu, the potential curve is only

beginning to develop a shoulder but remains monotonically decreasing with w (cf. Fig. 13).

Accordingly, the boundary premelts continuously when approaching Tm and can be de-

scribed by the liquid layer model satisfactorily (although not as accurately as for the two

other GBs). As the potential evolves to attractive, the GB width becomes relatively small

(< 1 nm) and its description as a liquid layer becomes a crude approximation. Nevertheless,

the simulation results show unambiguously that the disjoining potential is attractive. The

boundary retains a finite width along the solidus line until close to pure Cu and can be

oversaturated beyond the solidus line. The shapes of the curves in Fig. 22 suggest that

Ψ(w) must become intermediate at temperatures between 1200 K and Tm, but a study of

§§ To obtain additional statistics for the bimodal distributions, the MC simulations were run four times

longer than for unimodal distributions. The segments of the disjoining potential had significant overlaps

where they did not match as smoothly as for unimodal distributions. Nevertheless, the existence of two

peaks and thus the oscillatory region of the disjoining potential at 1000 K (Fig. 19) are beyond reasonable

doubts.

23



this temperature interval was not pursued in this work.

2. Chemical composition of grain boundaries

When a GB becomes a liquid layer, its chemical composition is expected to approach

the liquidus composition c∗L as the grains approach the solidus composition c∗S at the same

temperature. In the previous MC study of the Σ5 GB,28 this trend was indeed followed

within the statistical scatter of the data. The present simulations offer the opportunity of

a more accurate test of this trend for the Σ5 and Σ17 GBs (we excluded the Σ13 GB for

which the notion of a liquid layer is not well-defined).

Figure 23 shows the chemical composition, cGB, at the center of the GB region as a

function of ∆M . To find cGB, the bounds z1 and z2 of the GB region were calculated from the

order parameter profile in each snapshot as illustrated in Fig. 7. The GB center was defined

by zc = (z1 + z2)/2 and its chemical composition cGB was computed by averaging over a 0.1

nm window centered at zc. Each point shown in Fig. 23 was obtained by averaging cGB over

all snapshots saved in the simulation. We observe that at high temperatures, cGB increases

monotonically with ∆M and reaches the liquidus composition c∗L as the grains reach the

solidus line (∆M → 0). We also see that, at a given ∆M , cGB increases with decreasing

temperature. In other words, the GB segregation becomes stronger at low temperatures,

suggesting a negative segregation energy (binding of Ag to the GBs). It is interesting to note,

however, that at low temperatures, cGB overshoots c∗L before turning over and returning to

c∗L from above. Furthermore, at least for the Σ5 GB at 1100 K, the overshoot is followed

by a slight undershoot before cGB reaches c∗L. These subtle but important effects could not

be resolved in the previous work,28 nor were they seen in the phase field simulations.32

For a more detailed understanding of these effects, we examined the local chemical

composition profiles across the GBs. To obtain them, the GB center zc was found in each

snapshot and the entire simulation block was translated to bring this point to z = 0. This

re-centering procedure was applied to all snapshots saved in the simulation. A set of thin

layers parallel to the GB plane was then constructed and the chemical composition of each

layer was averaged over all snapshots. The discrete composition profile obtained was thus

centered at z = 0. It was then represented by a continuous profile by linear interpolation

between the bin centers.

Examples of composition profiles are shown in Fig. 24 for the Σ5 GB at 1000 K for a

set of ∆M values near the solidus (similar profiles were also generated for the Σ17 and Σ13

GBs with similar results). At early stages of premelting, the profile has a single maximum

whose height increases as we move closer to the solidus line. At some point, the maximum

overshoots the liquidus composition. Then, instead of growing higher, the peak begins to

widen, forms a plateau, and then splits into two local maxima on either side of a local

minimum forming at z = 0. The composition at this minimum decreases and becomes
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slightly below c∗L. Although it was not possible in this work to probe the states even closer

to the solidus, we expect that cGB later increases and eventually approaches c∗L as the grain

composition reaches the solidus line. This evolution of the composition profiles is consistent

with the formation of two solid-liquid interfaces bounding a liquid layer. The two maxima

are associated with the principal peaks of the compositional oscillations created by the

solid-liquid interfaces (cf. Fig. 4), whereas the minimum in between is a superposition of

the depletion zones existing next to the principal peaks. This superposition can explain the

slight undershoot of cGB (Figs. 23 and 24). When the GB is narrow, the principal peaks

merge into a single peak and amplify each other, giving rise to the compositional overshoot

discussed above.

The chemical composition of the GBs can also be characterized by the total amount of

segregation, Ñ2/A, per unit GB area. Examples of the computed segregation isotherms are

shown in Fig. 25. The isotherms remain nearly linear until the grain composition approaches

the solidus line, at which point the segregation rapidly accelerates and diverges to infinity.

This behavior closely correlates with the divergence of the GB width (Fig. 17), which is

expected given that the composition inside the GB becomes nearly constant (and close to

the liquidus composition) and therefore Ñ2/A ∝ w.

3. Free energy of premelted grain boundaries

To compute the GB free energies, we applied the thermodynamic integration scheme

based on the equation70

γ(c) =
Ap
A
γp +

cˆ

0

[
−Ñ2

A

(
dM

dc

)
T

+
2∑
i=1

τii

(
deii
dc

)
T

]
dc, fixed T. (38)

(The original equation70 has been modified by changing the integration variable from M

to c.) Here, γp and Ap are the free energy and cross-sectional area of the GB in the pure

Cu state (c = 0), which are known from the calculations reported in Sec. IV A 2. The

properties appearing in the integrand were discussed in Sec. III E. The segregation term

plays the dominant role while the interface stress term makes a small correction. The

integration in Eq.(38) was performed numerically.

The functions γ(c) are shown in Fig. 26 for all three GBs. At a fixed temperature, γ

decreases with the solute concentration in the grains, which is consistent with the Gibbs

adsorption equation given that the solute segregation is positive (Ñ2 > 0) and (dM/dc)T >

0. Similar to the pure Cu case, γSL values were computed for the Σ5 and Σ17 GBs by

applying Eq.(37) at the point closest to the solidus line. The calculations give the values

of 0.161 J/m2, 0.171 J/m2 and 0.183 J/m2 for the Σ5 GB and 0.165 J/m2, 0.175 J/m2 and

0.184 J/m2 for the Σ17 GB at the temperatures of 1000 K, 1100 K and 1200 K, respectively.

These numbers are in good agreement with previous calculations (by a different method)
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for a solid-liquid interface with the (110) orientation,48 which gave the free energies of

0.177 J/m2, 0.184 J/m2 and 0.190 J/m2 at the respective temperatures. A more detailed

comparison is shown in Fig. 27. It is difficult to separate calculation errors from the intrinsic

orientation dependence of γSL. Nevertheless, all calculations indicate that γSL increases

with temperature along the solidus line. This consistency of the results further validates

the present methodology. For the sake of completeness, Fig. 27 also includes γSL values

obtained by formally applying the same procedure to the Σ13 GB (0.172 J/m2, 0.178

J/m2 and 0.185 J/m2 at the temperatures of 1000 K, 1100 K and 1200 K, respectively).

Surprisingly, the results are consisted with those for the truly premelted GBs, even though

this boundary can hardly be represented by a liquid layer. This agreement could be partially

fortuitous.

Fig. 26 also compares the GB free energies γ from thermodynamic integration with

calculations of γ̄ in the framework of the liquid layer model [Eqs.(22)-(24)]. Recall that γ

and γ̄ are forced to coincidence at the last point of the simulations before the solidus, but

all other points are results of independent calculations. Note the good agreement between

the two calculations, especially at 1200 K.

V. CONCLUSIONS

The proposed analytical form of the disjoining potential describes repulsive, attractive

and intermediate interactions between solid-liquid interfaces by a single equation. In con-

trast to the previously used exponential potentials, Eq.(26) captures two physical effects.

First, the potential can reproduce two (or more) local minima of the GB free energy and

thus stable and metastable GB states separated by a barrier. This, in turn, leads to first

order thin-to-thick phase transitions in premelted GBs. Such transitions give rise to GB

phase equilibrium lines on bulk phase diagrams that end at a critical point. Such lines were

predicted in previous phase field simulations.30–32 Second, the potential has an oscillating

tail. These oscillations are strongly damped and reflect the existence of spatial oscilla-

tions of chemical composition at solid-liquid interfaces (see, e.g., Fig. 4). Superposition of

these compositional oscillations is expected to produce oscillations of the attraction forces

between interfaces. Furthermore, these oscillations might, in principle, produce a whole

cascade of thin-to-thick transitions similar to the layering transitions in surface adsorption.

Future work may explore if the monolayer, double-layer and other segregation patterns

in alloy GBs75,76 (often referred to as different “complexions”)7 can also be described by

disjoining potentials with oscillating tails.

The atomistic simulations of GBs in binary Cu-Ag solutions conducted in this work have

explored various temperatures, chemical compositions and GB energies. The fluctuation

approach applied previously to single-component GBs24,25 and extended here to binary

systems, was applied to extract the disjoining potentials from the simulations under various
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conditions. All three types of disjoining potentials were found – repulsive, attractive and

intermediate, in full agreement with predictions of the liquid layer model with the analytical

potential. Multiple consistency checks performed during the simulations demonstrate the

reliability of the results. In particular, the GB free energy was computed by thermodynamic

integration, producing results consistent with the liquid layer model with the analytical

disjoining potential. Calculations of solid-liquid interface free energies also gave consistent

results for different GBs and are in agreement with previous calculations by independent

methods.

An important result of the simulations is the confirmation of the existence of multiple

stable and metastable states of premelted GBs under appropriate conditions. Such states are

characterized by different GB widths as well as other excess properties. During continuous

variations of thermodynamic state of the grains, the relative stability of such states varies

and at some point can result in a thin-thick phase coexistence. Additional calculations

could generate a thin-thick phase coexistence line on the Cu-Ag phase diagram, but this is

left for future work.
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T (K) M∗
(

eV
atom

)
c∗L (%Ag) c∗S (%Ag) v∗L

(
nm3

atom

)
1000 0.5692 39.83 3.69 .01552

1100 0.5194 28.06 3.36 .01493

1200 0.4437 15.66 2.26 .01426

1325.25 — 0 0 .01339

Table I: Solid-liquid coexistence properties on the Cu-rich side of the Cu-Ag system: The diffusion

potential M∗, the solidus and liquidus compositions c∗S and c∗L, and the volume per atom in the

liquid phase v∗L. 1325.25 K is the estimated melting point of pure Cu.

Boundary Tilt angle γ (J/m2) N Lx (nm) Ly(nm) Lz(nm)

Σ5(210) 53.13◦ 0.951061 22000 4.04 3.98 16.17

Σ17(530) 61.93◦ 0.856302 21216 4.23 4.69 12.63

Σ13(320) 67.38◦ 0.790050 29120 5.21 5.06 13.03

Table II: Properties of the three symmetrical tilt GBs studied in this work: the lattice rotation

angle around the [001] tilt axis, the 0 K GB energy γ, the number of atoms in the simulation

block N , and the block dimensions. The GB plane is normal to the z-axis.
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Figure 1: Premelted GB subject to a normal stress σzz. (a) The GB region is modeled by a uniform

liquid layer of width w bounded by interacting solid-liquid interfaces. (b) A thought experiment

in which the GB is created in a closed system with rigid walls by the insertion of a liquid layer

between two grains. The liquid layer can be thought of as growing by penetration of atoms from

the environment through rigid but permeable side walls labeled ab and cd. The environment acts

as a reservoir of energy and atoms kept a fixed temperature, pressure and chemical potentials.
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Figure 2: Traditional classification of disjoining potentials into repulsive and attractive. (a) Poten-

tial shapes. (b) Equilibrium GB width as a function of undercooling ∆T or undersaturation ∆M

for the two types of potentials. The vertical line marks the equilibrium melting point (respectively,

solidus line). The dashed curve represents unstable GB states.
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Figure 3: Disjoining potentials proposed in this work: repulsive, attractive and intermediate. (a)

Potential shapes. Note that the attractive and intermediate potentials have a shallow maximum

in the tail region. (b) Non-equilibrium GB free energy γ̂ relative to 2γSL as a function of GB

width for the three potential types. The red dashed line represents the term −p0
dw. The minima

of γ̂ correspond to equilibrium GB states. Note that the intermediate potential creates two local

minima corresponding to GB states with widths w0 and w′0. (c) Equilibrium GB width as a

function of undercooling ∆T or undersaturation ∆M for the intermediate disjoining potential.

The green vertical line shows the thin-to-thick transition in the GB. The long vertical line marks

the equilibrium melting point (respectively, solidus line). The dashed curve represents unstable

GB states.
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at several temperatures. The interface position was determined from the order parameter profile

as explained in the text. The inset shows the relevant portion of the phase diagram with the solid

and liquid compositions marked by the points.
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Figure 6: Atomic structures of three GBs studied in this work. The tilt axis [001] is normal to

the page and the kite-shaped structural units are outlined. The red and black atoms belong to

alternating (002) atomic planes.
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Figure 7: Typical order parameter profile used to calculate the GB width in a single snapshot. The

blue points are raw values of the structure factor |Si|(zi) and the red curve is the smoothed profile

φi(zi). The simulation was for the Σ5 GB at 1200 K with the grain composition of 2.23 at.%Ag.

The upper image shows the atomic positions projected along the [001] tilt axis normal to the page,

with yellow points representing Cu atoms and blue points Ag atoms.
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Figure 8: Probability density functions Pi(wi) for different values of ∆M (in eV) computed for

the Σ5 GB at the temperature of 1000 K. The inset shows the segments of the disjoining potential

extracted from these functions. The curves are the normalized distributions predicted by the

analytical disjoining potential.
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T=1100 K (-225.25 K) T=1300 K (-25.25 K) T=1324 K (-1.25 K)

Figure 9: Premelting of the Cu Σ5 GB at three different temperatures below the bulk melting

point. The atomic positions are projected along the [001] tilt axis normal to the page. The number

in parentheses is the undercooling ∆T .
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Figure 10: Width probability distributions P (w) for three GBs in Cu at 1310 K (∆T = −15.25

K) with snapshots of the premelted structures. The points represent the original histograms while

the curves are the normalized distributions predicted by the analytical disjoining potential. The

atomic positions are projected along the [001] tilt axis normal to the page. The numbers indicate

the GB widths in the snapshots.
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Figure 11: Average GB width w̄ as a function of undercooling ∆T for the pure Cu GBs.
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Figure 12: Probability density functions for different undercoolings ∆T (in K) for the Σ5 GB

in pure Cu. The points represent the original histograms while the curves are the normalized

distributions predicted by the analytical disjoining potential. The inset shows segments of the

disjoining potential obtained by inversion of individual probability functions.
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Figure 13: Disjoining potentials for three GBs in pure Cu. The points represent simulation results

from the GB width fluctuations. The solid lines are analytical disjoining potentials fitted to the

points as discussed in the text.
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Figure 14: Excess energy per unit area, Ũ/A, as a function of temperature for three GBs in pure

Cu. The vertical line indicates the bulk melting point.
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Figure 15: GB free energy as a function of temperature for three GBs in pure Cu. The main plot

shows the results of thermodynamic integration. The inset compares these results with predictions

of the liquid layer model near the melting point (points).
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Figure 16: Premelted structures of the Σ5 GB at the temperature of 1100 K at different under-

saturations ∆c (at.%Ag). The atomic positions are projected along the [001] tilt axis normal to

the page, with yellow points representing Cu atoms and blue points Ag atoms.
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Figure 17: Average width of the (a) Σ5, (b) Σ17 and (c) Σ13 GBs in Cu-Ag solid solutions as a

function of the diffusion potential ∆M relative the solidus line. The points represent individual

simulations. The solid lines are Bezier curves intended to show the trends.
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Figure 18: Disjoining potentials for the Σ5 GB in the Cu-Ag solid solution at the three different

temperatures and in pure Cu. The insets show the fits of the simulation results (points) by the

analytical function Ψ(w) (curves). The main plot summarizes the fitted functions.
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Figure 19: Disjoining potentials for the Σ17 GB in the Cu-Ag solid solution at the three different

temperatures and in pure Cu. The insets show the fits of the simulation results (points) by the

analytical function Ψ(w) (curves). The main plot summarizes the fitted functions. Note the

transition of the disjoining potential from repulsive to intermediate with decreasing temperature.
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GB at the temperature of 1000 K. The points represent the original histograms while the curves

are the normalized distributions predicted by the analytical disjoining potential. The inset shows

segments of the disjoining potential obtained by inversion of individual probability functions.
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Figure 21: A typical fragment of MC simulations for the Σ17 GB at 1000 K with undersaturation

∆M = −0.0012 eV. The GB spontaneously switches between two states, labeled A and B, with

different widths. Multiple repetitions of such switches produce two peaks in the width probability

distribution P (w). The insets show order parameter profiles in snapshots drawn from the two

states. The GB widths in the snapshots are indicated.
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Figure 22: Disjoining potentials for the Σ13 GB in the Cu-Ag solid solution at the three different

temperatures and in pure Cu. The insets show the fits of the simulation results (points) by the

analytical function Ψ(w) (curves). The main plot summarizes the fitted functions.
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Figure 23: Chemical composition cGB at the center of the GB region normalized by the liquidus

composition c∗L as a function of undersaturation ∆M . The lines are Bezier curves intended to

highlight the trends.
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Figure 24: Chemical compositional profiles (normalized by the liquidus composition c∗L) across

the Σ5 GB for different undersaturations ∆M (eV) at the temperature of 1000 K.
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Figure 25: Segregation isotherms for the Σ17 GB at three temperatures. The vertical dashed lines

mark the solidus compositions c∗S .
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Figure 26: Free energy of the (a) Σ5, (b) Σ17 and (c) Σ13 GBs in the Cu-Ag solution at the

three temperatures sampled. The solid lines in the main plot were obtained by thermodynamic

integration. The dotted lines are linear interpolations to the solidus line (∆c = 0). The inset

compares these results with predictions of the liquid layer model (points) near the solidus.
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Figure 27: Solid-liquid interface free energies in the Cu-Ag system computed in this work from

GB premelting simulations. The interface planes are indicated in the legends. For comparison,

the plot includes γSL of the (110) interface computed in previous work.48
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