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Sigmund’s model of spatially resolved sputtering is the underpinning of many models of nanoscale
pattern formation induced by ion bombardment. It is based on three assumptions: (i) the number
of sputtered atoms is proportional to the nuclear energy deposition (NED) near the surface, (ii) the
NED distribution is independent of the orientation and shape of the solid surface and is identical to
the one in an infinite medium, and (iii) the NED distribution in an infinite medium can be approx-
imated by a Gaussian. We test the validity of these assumptions using Monte Carlo simulations of
He, Ar, and Xe impacts on Si at energies of 2, 20, and 200 keV with incidence angles from perpendic-
ular to grazing. We find that for the more commonly-employed beam parameters (Ar and Xe ions
at 2 and 20 keV and non-grazing incidence), the Sigmund model’s predictions are within a factor of
2 of the Monte Carlo results for the total sputter yield and the first two moments of the spatially
resolved sputter yield. This is partly due to a compensation of errors introduced by assumptions
(i) and (ii). The Sigmund model, however, does not describe the skewness of the spatially resolved
sputter yield, which is almost always significant. The approximation is much poorer for He ions
and/or high energies (200 keV). All three of Sigmund’s assumptions break down at grazing incidence
angles. In all cases, we discuss the origin of the deviations from Sigmund’s model.

PACS numbers: 81.16.Rf, 79.20.Ap, 79.20.Rf
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I. INTRODUCTION

Bombarding a solid surface with a broad ion beam can
produce a remarkable variety of self-assembled nanoscale
patterns [1], including periodic height modulations [2]
and mounds arranged in hexagonal arrays of surprising
regularity [3, 4]. The spontaneous emergence of these
patterns is not just fascinating in its own right, since
there is widespread interest in using ion bombardment
to fabricate nanostructures.

The underpinning of many models of nanoscale pattern
formation induced by ion bombardment is the Sigmund
model of spatially resolved sputtering [5]. The Bradley-
Harper (BH) theory, for example, provides one possible
explanation for why oblique-incidence ion bombardment
often produces ripples on solid surfaces [6]. In that the-
ory, a partial differential equation is derived which gives
the time evolution of the solid surface due to the com-
bined effects of sputtering and surface diffusion; the the-
ory applies to long wavelength disturbances at sufficient
early times. The Sigmund model is used to model the
effects of sputtering in the BH theory. Since the BH
theory was introduced in 1988, many extensions of the
theory have been developed in which its limitations are
to some extent surmounted [7–14]. All of these theories
are based on the Sigmund model.

The Sigmund model is approximate, but it is also ana-
lytically tractable. Bradley and Harper were able to ex-
plicitly compute the coefficients in the continuum equa-
tion of motion thanks to its relatively simple form. The

model also allows us to gain an intuitive understanding
of how it is that a planar surface can be destabilized by
ion sputtering and of why nanoscale patterns form. In
recent years it has become clear that momentum trans-
fer from the incident ions can induce mass currents in the
near surface region, and that these currents can play a
key role in the surface dynamics [8, 12, 15–18]. However,
sputtering likely has a crucial influence on the pattern
formation for many choices of ion beam and target ma-
terial, particularly for ion energies in excess of 1 keV.

The Sigmund model continues to be important in the
theoretical development of the field. Recently, there has
been considerable interest in incorporating the results of
molecular dynamics (MD) or Monte Carlo (MC) simu-
lations into a continuum theory of ion-induced surface
dynamics. The so-called crater function formalism uti-
lizes the average result of many ion impacts at a single
point to generate a crater function, which is then used
to determine the response of a surface to bombardment
with a broad ion beam [19, 20]. The formalism yields
estimates of the constant coefficients that appear in the
continuum equation of motion based on input from sim-
ulations. Harrison and Bradley extended the crater func-
tion formalism used in Ref. [20] so that it included the
effect of the curvature dependence of the crater function
[21]. They then tested their formalism by applying it
to Sigmund’s model of ion sputtering and found that it
indeed reproduced the exact BH curvature coefficients.

For a flat surface, the Sigmund model gives a sputter
yield that is an increasing function of the angle of in-
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cidence θ for all values of θ between zero and 90◦. In
contrast, experiments invariably show that the sputter
yield at first increases with θ, but then attains a max-
imum before falling to zero at grazing incidence. It is
therefore remarkable that the Sigmund model does quite
well in predicting how the sputter yield depends on the
surface curvature if the angle of incidence is not too close
to grazing and the radii of curvature are not too small
[22, 23].

In Sigmund’s model as it is applied to ion-induced
pattern formation [5], it is assumed that

(i) the number of sputtered atoms is proportional to
nuclear energy deposition (NED) near the surface,

(ii) the NED distribution is independent of the orien-
tation and shape of the surface and is identical to
the one in an infinite medium, and

(iii) the NED distribution in an infinite medium can be
approximated by a Gaussian.

For the sake of historical correctness, we men-
tion that assumption (i) is actually a result of
Sigmund’s earlier work [24], which followed from
more fundamental assumptions like that of an
isotropic homogeneous medium. In particular,
his result is valid asymptotically in the limit that
the impact energy, which defines the spatial scale
of the cascade, is large compared to the surface
binding energy, which governs sputtering. For the
purpose of this paper we refer to (i) as Sigmund’s
assumption (i).

Surprisingly, in spite of the model’s 40+ years of use,
there is a lack of thorough assessments of these assump-
tions. As a notable exception, Hossain et al. [25], using
MD simulations of low-energy ion impacts, recently found
assumption (i) to be violated, while their data confirmed
assumption (iii). The current paper provides a more com-
prehensive study.

NED is energy loss from a collision cascade due to elas-
tic collisions with the target nuclei. In a binary collision
framework, it is comprised of energy transferred to target
atoms that are not displaced from their sites (subthresh-
old collisions), the binding energies of target atoms that
recoil from their sites, and the remaining energies of the
ion and the recoils when their trajectories are terminated.
NED is sometimes thought of being converted into lattice
vibrations, therefore it is referred to as “phonons” in the
popular SRIM simulation code [26]. However, nuclear
energy deposition may also be converted into potential
energy associated with lattice disorder, i.e. defect for-
mation or amorphization. We therefore prefer the term
NED.

The meaning of NED in an MD context is less well
defined, since in MD all atoms move and the distinction
between recoils and lattice atoms having received “nu-
clear energy” is ambiguous. A viable concept has been
proposed [25] that determines the total energy at a time

Figure 1: The coordinate system (ξ, η, ζ) has the ζ axis par-
allel to the incidence direction. The ξ axis is within the plane
of the incidence direction and its projection onto the surface.
The coordinate system (x, y, z) has its x axis along the sur-
face, the z axis perpendicular to the surface, and y = η. θ
denotes the incidence angle.

when the recoils have lost most of their energy, but be-
fore the energy has spread by heat conduction. It is not
completely clear, however, to what extent this technique
is equivalent to the traditional definition of NED in the
binary collision picture. For this reason and to allow a
much larger number of simulations at higher energies, we
have chosen Monte Carlo (MC) binary collision simula-
tions as the vehicle for our tests.

Before presenting our investigation, a few words on Sig-
mund’s assumptions (i)–(iii) seem appropriate. Assump-
tion (i) is equivalent to demanding that the sputtering
efficiency Λ is a constant, where Λ is defined by

dY (x, y) = Λ(x, y)F (x, y, z) dA. (1)

Here, F (x, y, z) denotes the NED density [eV/Å3] per in-
cident ion, dA the area of a chosen element at the surface
z = z(x, y) from which atoms are sputtered, and dY (x, y)
the local sputter yield, i.e. the number of atoms sputtered
from the surface element per incident ion. We note that
Eq. (1) is the definition of Λ Sigmund used in his original
work [5], while later work which focused on the surface
velocity rather than the sputter yield included the target
density in the definition of Λ [6].

Assumption (i) says that Λ(x, y) is a constant for a
given target material and “state of the surface”, which
includes surface crystallinity, orientation, and defects [5,
24]. In particular, Λ is assumed to be independent of the
surface position (x, y) and the beam parameters. It has
turned out, however, that Λ is a function of ion species
and incidence energy [27]. This implies that it is also a
function of surface position, since an ion with incidence
energy E0 is slowed down to energies below E0 while
traveling into the target. The lower energies dominate
towards the periphery of the collision cascade, and so
if Λ depends on E0, then it should also depend on the
position within the cascade.

Assumption (ii) says that the NED distribution
F (x, y, z) can be obtained at any incidence angle θ and
for any surface shape from the NED distribution in an
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infinite medium F∞(ξ, η, ζ). In particular,

F (x, y, z) = F∞(ξ, η, ζ), (2)

where ξ, η and ζ are obtained from x, y and z by a
rotation about the y axis through the incidence angle θ:

ξ = x cos θ − z sin θ

η = y (3)
ζ = x sin θ + z cos θ.

Here we have assumed that the impact point is at the
origin of both the (x, y, z) and the (ξ, η, ζ) coordinate
system, that the ζ axis is aligned with the beam direction,
and that the y and η axes coincide (see Fig. 1).

There are several effects leading to deviations from as-
sumption (ii) [28]. The most intuitive is the “absorption”
of particles (ions or recoils) by the surface. In the case
of a planar surface, this occurs because particles that
have left the target cannot reenter it and cannot gener-
ate cascades of recoils that reenter. Sigmund has
derived a relation between F and F∞ at the real
and imaginary surface, respectively [51], which
in our notation and rearranged to give the ratio
F/F∞, reads

F

F∞
=

1− r〈F∞〉/F∞
1 + Λ〈F∞,r〉

. (4)

Here r denotes the reflection coefficient of the ions
and F∞,r the energy deposition function of a re-
coil in an infinite medium. The averages 〈 〉 run
over the angular and energy spectra of the sput-
tered atoms and reflected ions at the surface. The
NED ratio F/F∞ equals unity if assumption (ii) is
fulfilled. F/F∞ as determined from Monte Carlo
simulations will serve us to evaluate the validity of
assumption (ii). Eq. (4) qualitatively shows that
both ion reflection and recoils leaving the target
decrease NED at the surface compared to NED
at an imaginary surface in an infinite medium.
The averages in Eq. (4), however, have proven to
be difficult to evaluate, and so no analytical model
exists for the reduction of NED by the surface. The situ-
ation is even more complicated at non-planar surfaces as
the absorption effect depends on the shape of the surface
between the impact point and the point of sputtering.
We note that assumption (i) is usually written

as Y = ΛF∞ rather than Y = ΛF . This makes no
difference as long as assumption (ii) is fulfilled,
which is almost always assumed. We prefer the
definition of Λ given by Eq. (1), since we consider
it more physical to define this quantity in terms
of other quantities that describe the same semi-
infinite target. This definition is also in accord
with Sigmund’s assertion that the energy depo-
sition function should be calculated “preferably
by dropping the assumption of an infinite target”
[24].

The Gaussian approximation (assumption (iii)) says
that F∞(ξ, η, ζ) = FG(ξ, η, ζ) with

FG(ξ, η, ζ) =
ε

(2π)3/2αβ2
exp

(
− (ζ − a)2

2α2
− ξ2 + η2

2β2

)
.

(5)
The parameters a, α, and β denote the mean depth and
the longitudinal and lateral standard deviations, respec-
tively, of the NED density, while ε is the energy deposited
in nuclear collisions per incident ion, i.e., the energy of
the incident ion minus the energy lost in electronic pro-
cesses. Note that because of assumption (ii) these pa-
rameters do not depend on the incidence angle or the
surface shape. Assumption (iii) is not intrinsic to Sig-
mund’s model. In fact, Sigmund explored several more
refined approximations to the 1D NED distribution [24].
However, he later stated that “the Gaussian approxima-
tion has been found to be sufficient in most situations
discussed in connection with calculations of the sputter-
ing yield” [5]. On the other hand, more refined approxi-
mations have not been used to describe non-local effects
in sputtering. More sophisticated functions such as those
employed in the modeling of implanted dopant distribu-
tions in semiconductors [29] would be difficult to use in
pattern formation theories. We therefore consider the
Gaussian approximation to be an integral part of Sig-
mund’s model for the purposes of this study.

In the following, after describing our Monte Carlo
method, we investigate the validity of assumptions (i)–
(iii) in sequence, and then study the combined effect of all
assumptions. We restrict ourselves to Si targets, since it
is a common material used in technology, it amorphizes
under ion bombardment so that channeling effects are
largely avoided, and it is of medium mass so that both
ions lighter and heavier than the target can be studied.
We also limit the scope of this study to planar surfaces.
We investigate the ion mass dependence by considering
He, Ar, and Xe ions, and the energy range from 2 to
200 keV. Sputtering of Si by Ar and Xe has frequently
been studied in the literature. Sputtering by He beams
has recently received interest due to the introduction of
the helium ion microscope [30].

II. MONTE CARLO SIMULATION MODEL

All MC simulations are performed with the IMSIL code
in its static mode [31, 32]. Special attention is paid to ob-
taining consistent and accurate sputter yields and NED
distributions. For the former the usual assumption is
made that sputtered atoms, before leaving the target,
travel through a planar potential barrier [24, 33] whose
height is the surface binding energy Es. We use a value
of 4.7 eV corresponding to the heat of sublimation of Si.
For the calculation of NED we consider the energy trans-
ferred in subthreshold collisions and the remaining energy
of stopped atoms; bulk binding energies are neglected in
the simulation of the collision cascade and therefore also
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in the calculation of NED. The total amount of NED is
mainly determined by the ratio of nuclear to electronic
stopping power. We use the ZBL potential as the inter-
atomic potential and a mixed Lindhard/Oen-Robinson
model for electronic stopping with an equipartition rule.
In addition, NED depends on three model parameters
in a more subtle way: The displacement energy Ed de-
termines which recoils are followed. Since the energy of
atoms that are not followed is counted entirely as NED,
any electronic energy loss along the remaining path is
neglected. Similarly, the cutoff-energy Ef for trajectories
determines when a trajectory is terminated and any elec-
tronic stopping below Ef is neglected. The third param-
eter influencing NED is the maximum impact parameter
pmax, which introduces a lower limit for energy transfers
taken into account by the simulation. Ideally, Ed → 0,
Ef → 0, pmax → ∞ would give us the amount of NED
consistent with the nuclear and electronic stopping mod-
els. In practice, finite values have to be used. We choose
Ed = Ef = Es, since Es is an upper limit for Ed and
Ef in the vicinity of the surface in order to obain correct
sputter yields. Ed = Es will overestimate the number of
Frenkel pairs in the bulk, but we are not interested in that
quantity here. Effectively, Ed = Ef = Es means that the
range and electronic stopping of atoms with energy less
than Es are neglected.

The target material is assumed to be amorphous, and
so the collision partners are selected randomly. The free
flight paths are chosen with an exponential probability
density [34] and a mean value determined by the tar-
get density and pmax [35]. In IMSIL, the maximum
impact parameter pmax and consequently the mean free
flight paths are taken to depend on the energy in such a
way that all nuclear energy transfers down to a specified
threshold are considered [36]. Since we are interested in
accurate NED distributions, we use a low value of 0.1 eV
for the minimum nuclear energy transfer and impose an
additional upper limit of 4 Å to pmax. The time integral is
neglected as well as the influence of local electronic stop-
ping on scattering angles. In all simulations cascades of
100000 impinging ions are simulated, except for He ions,
where 1 million He ions are used.

At glancing incidence angles the treatment of colli-
sions before the ion enters the target is essential. In IM-
SIL the ions start at a distance pmax outside the target
such that their undeflected direction of motion
goes through the origin. Positions of potential colli-
sion partners are determined in the usual way, but target
atoms are generated at these positions only if they are
inside the user-defined surface [35]. Such an algorithm
is most likely not applied in SRIM which might account
for its failure to correctly predict glancing angle sputter
yields [37].

In IMSIL it is possible to start the ions in the interior
of the target. This mode is used to run reference simu-
lations to study the influence of the surface on the NED
distribution, and to determine the parameters for
the Gaussian approximation. These simulations are

referred to as “infinite-medium” simulations as opposed
to simulations in “semi-infinite” targets that use a planar
surface.

For the calculation of spatially resolved sputter yields
the positions where sputtered recoils originate from [27]
are recorded as a histogram. For the calculation of
spatially resolved surface NED, multi-dimensional his-
tograms are recorded, and the surface NED is extrapo-
lated from the two histogram boxes closest to the surface.

Sigmund’s theory requires the parameters a, α, β, and
ε. To test our code, we have compared the values of
these parameters, obtained under semi-infinite tar-
get conditions, for 20 keV Ar in Si with the values ob-
tained with other codes (Table I). Excellent agreement
between IMSIL and TRI3DST as reported by Nietiadi et
al. [38] and reasonable agreement with SRIM-2013 [39] is
observed, while results obtained with a modified version
of SDTrimSP [27] differ significantly. The SRIM-2013
values have been obtained from the depth distribution of
“phonons”. SRIM-2013 has a different electronic stopping
power model. Both the smaller range parameters and the
lower total NED as compared to our simulations are con-
sistent with a larger electronic stopping power in SRIM.
The larger deviation of the SDTrimSP results may also
be due to a different electronic stopping model and to a
different method of extracting the parameters: In [27] a
Gaussian was fitted to the NED distribution, while in IM-
SIL the parameters are calculated by accumulating the
statistical moments of NED during the MC simulation.

Excellent agreement between IMSIL and TRI3DST is
also found in the 2D NED distributions, both for normal
incidence (θ = 0°, Fig. 2(a)) and at an incidence angle
of θ = 70° (Fig. 2(b)). For these plots both distribu-
tions are scaled with their respective total NEDs. The
excellent agreement between IMSIL and TRI3DST, two
independently developed codes, gives confidence in the
validity of our simulations.

III. SPUTTERING EFFICIENCIES

Sigmund’s first assumption is the proportionality be-
tween sputter yield and NED close to the surface. If
valid, sputtering efficiencies (defined as the ratio of sput-
ter yield to the NED) should be constants depending ex-

IMSIL TRI3DST SRIM-2013 SDTrimSP
this work [38] [39] [27]

a [Å] 206.4 208.9 200.2 149
α [Å] 121.3 123.0 111.9 114
β [Å] 77.7 79.7 47
ε [keV] 11.9 10.7

Table I: NED moments for 20 keV Ar in Si as obtained from
different MC simulation codes: mean NED depth a, longitu-
dinal standard deviation α, lateral standard deviation β; and
total NED ε.
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Figure 2: NED distributions for 20 keV Ar in Si as calculated
with IMSIL (solid lines) and TRI3DST [38] (dotted lines) for
(a) normal incidence and (b) an incidence angle of 70◦. The
distributions have been scaled to the same total NED. The
levels correspond to 10% (dark blue lines), 20% (blue), ...
90% (dark red) of the maximum Monte Carlo energy density.

clusively on the target material. We test this assump-
tion by calculating the sputtering efficiency as obtained
from MC simulations for a planar surface (z(x, y) = 0) as
a function of surface position and ion beam parameters
(incidence angle, mass, and energy of the ion).

A. Spatial Dependence

We could calculate the sputtering efficiency Λ(x, y)
with IMSIL using Eq. (1). However, to simplify the
graphical representation of the results, we report the av-
erage of Λ(x, y) along the y direction weighted with the
NED distribution F (x, y, z=0),

Λ̄(x) =

ˆ
Λ(x, y)F (x, y, z=0) dy

/ˆ
F (x, y, z=0) dy.

(6)
The denominator of the right-hand side of Eq. (6) is the
2D NED distribution

F2D(x, z) =

ˆ
F (x, y, z) dy (7)

(which has the units [eV/Å2]) evaluated at the surface.
Inserting ΛF from Eq. (1) in Eq. (6), it is easily seen

that the numerator is equal to the differential sputter
yield dY/dx (=

´
dY/dAdy). Thus,

Λ̄(x) =
dY

dx
(x)

/
F2D(x, z=0). (8)

Both dY/dx(x) and F2D(x, z) have been calculated with
IMSIL as histograms. We have also calculated forward
sputter yields from membranes with thickness equal to
the mean NED depth a. In this case the sputtering
efficiency is obtained by replacing F2D(x, z = 0) with
F2D(x, z=a) in Eq. (8).

The results for 20 keV Ar bombardment of Si at normal
incidence are shown in Figs. 3(a) and (b). In both back-
ward (Fig. 3(a)) and forward sputtering (Fig. 3(b)), the
sputtering efficiency is roughly 0.2 Å/eV; however, in the
case of backward sputtering the sputtering efficiency dips
around the impact point, while it peaks there for forward
sputtering. More dramatic variations of the sputtering
efficiency are observed, e.g., for normally incident 2 keV
Xe ions and for the extreme case of 20 keV He ions
at a glancing incidence angle of 80◦ (Figs. 3(c) and (d),
respectively).

B. Dependence on Ion Beam Parameters

To condense the data further, we have taken the
weighted averages of the sputtering efficiency Λ̄(x) over
the x direction to yield

¯̄Λ =

ˆ
Λ̄(x)F2D(x, z=0) dx

/ˆ
F2D(x, z=0) dx. (9)

Inserting Eq. (8) in Eq. (9), using Y =
´

dY/dxdx, and
defining the 1D NED distribution

F1D(z) =

ˆ
F2D(x, z) dx (10)

(which has the units [eV/Å]), we obtain the average sput-
tering efficiency

¯̄Λ = Y /F1D(z=0). (11)

Both Y and F1D(z) have been calculated with IMSIL.
The forward sputtering efficiency is obtained by replacing
F1D(z=0) with F1D(z=a) in Eq. (11).

Backward and forward sputtering efficiencies ¯̄Λ are
shown as a function of incidence angle in Figs. 4(a) and
(b), respectively. Data are shown for He, Ar, and Xe
ions with energies of 2, 20, and 200 keV. All backward
sputtering efficiencies increase moderately as a function
of incidence angle up to about 70°. The sputtering effi-
ciencies for the lower energies and/or higher masses pass
through a maximum and decrease rapidly at glancing an-
gles, while those of the light, high energy ions keep in-
creasing at glancing incidence angles. In contrast to the
backward sputtering efficiencies, the forward sputtering
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Figure 3: Surface NED densities F2D(x, z) (blue dashed histograms) and space dependent sputtering efficiencies Λ̄(x) =
dY/dx/F2D(x, z) (Eq. (8), red solid histograms) along the surface for 20 keV Ar at normal incidence and (a) backward sputtering
from a semi-infinite target, (b) forward sputtering from a membrane of thickness 200 Å (≈ a), (c) for 2 keV Xe at normal
incidence, and (d) 20 keV He at an incidence angle of 80° for a semi-infinite target.

efficiencies exhibit only a weak dependence on the angle
of incidence.

Figure 4 suggests that the ion mass and energy depen-
dencies are actually more pronounced than the incidence
angle dependence, except at angles very close to grazing
incidence. In Figs. 5(a) and (b) the sputtering efficien-
cies at normal incidence are replotted as a function of ion
species and incidence energy, respectively. As a general
trend, the sputtering efficiency increases with ion mass,
while the trend with respect to incidence energy is less
clear. The backward and forward sputtering efficiencies
behave similarly in these plots, with forward sputtering
always being more efficient than backward sputtering.
The difference between the forward and backward sput-
tering efficiencies increases with decreasing energy. Note
that the efficiencies for backward sputtering by 200 keV
He ions and forward sputtering by 20 keV Xe ions differ
by a factor of 5. The sputtering efficiencies for more com-
mon beam parameters (Ar and Xe ions at 2 and 20 keV),
however, are within a factor of 2 of one another.

C. Discussion

Our results on the parameter dependence of the sput-
tering efficiency presented in the previous subsections can
be understood by considering the energy spectrum of the
recoils and by directional effects. Since the recoils must
surmount the surface binding energy to be sputtered, a
larger fraction of recoils with energies above the surface
binding energy will lead to a higher sputtering efficiency.
Likewise, a greater tendency for recoils to move towards
the surface will increase the sputtering efficiency.

Considering the energy spectrum of the recoils explains
the ion mass dependence seen in Fig. 5(a): As quanti-
fied in Fig. 6, heavier ions produce more energetic recoils
with a higher fraction of them above the surface bind-
ing energy. A more subtle argument is required to see
why forward sputtering efficiencies are higher than their
backward counterparts, as seen in Fig. 5. Basic collision
kinetics dictates that recoils with higher energy have a
larger initial component in the direction of the projectile
[40]. This causes recoils reaching the forward surface to
have higher kinetic energies on average than those reach-
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Figure 4: (a) Backward and (b) forward sputtering efficiencies
¯̄Λ = Y/F1D as a function of incidence angle for He, Ar, and
Xe ions with energies of 2, 20, and 200 keV.

ing the backward surface. For example, IMSIL simu-
lations yield average energies of forward and backward
sputtered atoms of 525 eV and 70 eV, respectively, for
20 keV Ar ions. Once again, higher recoil energies lead
to higher sputtering efficiency.

Collision kinetics also dictates that recoils must have
a positive momentum component in the direction of the
projectile. Thus, when the ion is normally incident on a
planar surface, the primary recoil cannot be sputtered di-
rectly. Instead, for the primary recoil to be sputtered, it
must experience another collision and this collision must
send it toward the solid surface. The primary recoil can
also collide with another atom in such a way that the
latter recoils toward the surface (Fig. 7, left). In both
cases the energy of the recoil moving toward the sur-
face is less than the initial energy of the primary recoil,
and the probability for sputtering is reduced. Therefore,
there is a tendency for backward sputtering to be re-
duced at normal incidence. When the incidence angle is
increased, direct sputtering of primary recoils becomes
possible (Fig. 7, right), which increases the sputtering ef-
ficiency. A clear signature of this direct sputtering is seen
in Fig. 3(d) (20 keV He at 80°) in the sharp peak of the
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Figure 5: (a) Ion mass and (b) incidence energy dependence
of the sputtering efficiency ¯̄Λ = Y/F1D at normal incidence.
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ion

ion

surface

primary recoil

primary recoil

Figure 7: Sketch illustrating the impossibility of the first pri-
mary recoil being sputtered without further interaction with
the target when the ion is normally incident on the surface
(left). For oblique incidence, direct sputtering of primary re-
coils is possible (right).

sputtering efficiency close to the impact point. This effect
increases with increasing incidence angle, which explains
the increase in backward sputtering efficiency with inci-
dence angle (Fig. 4(a)). Sigmund’s theory of sput-
tering fails to describe these effects, since it is
assumed in the theory that the recoils generated
near the surface have a certain energy distribu-
tion (∼ E−2) and an isotropic angular distribution
[28]. These conditions are typically not fulfilled
for primary recoils generated by the ions in the
early parts of their trajectories.
It is also interesting to observe that backward

sputtering efficiencies decrease as a function of
incidence angle for near-grazing incidence of low-
energy ions (solid lines in Fig. 4(a)). A possi-
ble explanation for this is that a large fraction
of these ions does not penetrate into the target
at all. When ions are reflected from the surface,
they deposit energy in the top layer of the tar-
get, but only generate recoils that move into the
target. These recoils cause collision cascades that
have a low probability of extending back to the
surface with recoils of sufficient energy to pro-
duce sputtering. Thus, the surface leads to ion
trajectories and NED that differ markedly from
those in an isotropic medium.

Directional effects may also be discussed in terms of
the anisotropy of the collision cascade. Sckerl et al. used
transport theory to investigate the angular distribution of
recoils in a collision cascade as a function of recoil energy
[41–43]. One of the findings of that work is that cascade
anisotropy, defined as the recoil flux density divided by
its isotropic component, decreases as the ratio of the re-
coil energy under consideration and the impact energy
decreases. This finding provides further support for our
observation of larger forward than backward sputtering
efficiencies: For energetic recoils, anisotropy is still very
pronounced: Downstream from the ion impact point, en-
ergetic recoils fly preferentially in the ion impact direc-
tion, while at the bombarded surface – due to the dif-
ficulty of momentum reversal – they reach the surface
at more oblique angles. Low-energy recoils move more
isotropically, and have a larger probability of reaching

the backward surface. Therefore, the ratio of energetic
to low-energy recoils is larger at the forward than at the
backward surface. Sckerl at al.’s finding also explains why
the difference between forward and backward sputtering
is larger at low incidence energies (cf. Fig. 5(b)): The
relevant recoil energy for sputtering is the surface bind-
ing energy, which is independent of the impact energy; at
lower impact energies the ratio of surface binding energy
and impact energy is larger, and therefore the cascade is
more anisotropic.

IV. INFLUENCE OF THE SURFACE

We recall that the presence of a surface leads to a re-
duction of NED due to the “absorption” of ions and recoils
by the surface, since ions and recoils cannot be scattered
back into the target once they have left it [28]. In this
section, we investigate the magnitude of this effect under
various conditions by comparing NED in the presence
of a surface with NED in the infinite medium. Stated
more precisely, we compare F2D(x, z) and F1D(z) with
their analogues for the infinite medium, F2D,∞(x, z) and
F1D,∞(z). As in Section III, we restrict ourselves to the
1D and 2D NED distributions to simplify the graphical
representation.

A. Spatial dependence

In Fig. 8 the NED distribution in an infinite medium
is compared with that of a membrane with a thickness
of 200 Å for 20 keV Ar incident on Si. Unsurprisingly,
the membrane NED is mostly restricted to the interval
[0,200] Å. The small tails visible outside this layer are due
to adatoms, i.e., recoil atoms stopped between the tar-
get and the plane of the potential well used to implement
the surface binding energy. As expected, NED is reduced
close to the surfaces. For normal incidence (Fig. 8(a)),
the reduction in NED is much stronger at the forward
surface (∼50%) than at the backward surface (∼10%).
For glancing incidence (θ = 85◦, Fig. 8(b)), the effect is
large across the whole membrane, including at the back-
ward surface. This is because in this case the reflection
coefficient of r = 0.61 is significant in the membrane sim-
ulation, and the energy carried away by the reflected ions
cannot be deposited. In contrast, in the infinite-medium
simulation, projectiles scattered into the z < 0 half-space
may return to the “target”, i.e. the region z > 0. Recoils
generated by projectiles entering the region z < 0 may
also enter the region z > 0.

In Fig. 8(b), the green dotted line represents the NED
distribution for an infinite medium multiplied by 1 − r,
which implements the assumptions that the reflected ions
carry away all of their incident energy and therefore cause
no NED in the target, while NED from recoil cascades
of ions that are not reflected are unaffected by the sur-
face. In reality, both contributions are finite. The en-
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Figure 8: NED densities as a function of depth in an infinite
medium (F1D,∞(z), blue dashed lines) and in a membrane
(F1D(z), red solid lines) for 20 keV Ar in Si (a) at normal
incidence and (b) at an incidence angle of 85°. The surfaces
are indicated by the vertical black lines. The green dotted
line refers to a model that neglects all NED from backscat-
tered ions and the influence of the surface on recoils from
unreflected ions.

ergy transfer from the reflected ions to the target leads
to larger NED, while absorption of recoils generated by
unreflected ions reduces NED. From Fig. 8(b) it may be
seen that the positive effect on NED is quite significant
and reaches deep into the target, i.e., recoil cascades of
reflected ions are important and spatially quite extended.
The negative effect of surface absorption of recoils gen-
erated by unreflected ions appears to be responsible for
the smaller difference between the membrane simulation
(red line) and the modified infinite medium simulation
(green line) close to the surfaces. This will be further
discussed in Section IVC. The reasonable agreement be-
tween the surface values of the red and green line is due
to the compensation of the two effects and seems to be
fortuitous.

Figure 9(a) shows the 2D NED distributions for the
semi-infinite and infinite mediums for the same bombard-
ment conditions as in Fig. 8(b). The most prominent
differences between infinite-medium and semi-infinite-
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Figure 9: (a) 2D NED distributions for 20 keV Ar incident on
Si at an angle of 85°. The distribution for a semi-infinite tar-
get F2D(x, z) (solid lines) and the distribution for an infinite
medium F2D,∞(x, z) (dashed lines). The levels correspond to
10% (dark blue lines), 20% (blue), ... 90% (dark red) of the
maximum NED in the infinite medium. (b) NED distribution
F2D,∞(x, z = 0) and the ratio F2D(x, z = 0)/F2D,∞(x, z = 0)
along the surface.

target simulations are found close to the surface. In
Fig. 9(b) the NED distribution F2D,∞(x, z = 0) and the
ratio F2D(x, z=0)/F2D,∞(x, z=0) are plotted versus the
surface position x. The ratio F2D/F2D,∞ is considerably
less than unity, which illustrates the significant influence
of the surface on NED. The decrease of F2D/F2D,∞ as a
function of x reveals that the reduction in surface NED
becomes stronger with increasing distance from the im-
pact point, i.e., the absorbing effect of the surface is cu-
mulative as the distance increases. This decrease is prob-
ably dominated by the absorption of ions by the surface,
as the spatially resolved reflection coefficient (not shown)
and the spatial distribution of the NED (blue dashed line
in Fig. 9(b)) have similar dependences on x.

Figure 10(a) illustrates that for normally-incident ions,
the forward surface has a stronger effect on the 2D NED
distribution than the backward surface, and that NED
is not affected away from the surfaces, consistent with
Fig. 8(a). Figures 10(b) and (c) confirm the former
observation by showing lower values of the NED ratio
F2D/F2D,∞ at the forward surface (Fig. 10(c)) than at
the backward surface (Fig. 10(b)). The NED ratio at the
backward surface (Fig. 10(b)) deviates less dramatically
from unity than at gracing incidence (Fig. 9(b)). Fig-
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Figure 10: (a) 2D NED distributions for 20 keV Ar normally-
incident on a 200 Å thick silicon membrane. This distribution
is shown along the backward surface in (b), and along the
forward surface in (c). For the interpretation of the line types
see Fig. 9.

ures 10(b) and (c) also demonstrate that the ratio of the
finite to the infinite medium NED decreases with increas-
ing distance from the impact point for normally-incident
ions on both the backward and forward surfaces.
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Figure 11: NED ratio F1D(z)/F1D,∞(z) (a) at the backward
surface (z = 0) and (b) at the forward surface (z = a) as
a function of incidence angle for He, Ar, and Xe ions with
energies of 2, 20, and 200 keV.

B. Dependence on Ion Beam Parameters

To analyze how the influence of the surface on NED
is affected by changing the ion beam parameters, we will
use spatially unresolved data, as we did in Section III B.
The NED ratio F1D(z)/F1D,∞(z) is shown as a function
of the incidence angle at the backward surface (z = 0)
and at the forward surface (z = a) in Figs. 11(a) and (b),
respectively. In both cases the dependence is weak at an-
gles that are not close to grazing incidence, and the NED
ratio continuously decreases towards zero when the angle
exceeds 70◦ − 80◦. These plots also show that the NED
ratio is smaller for forward than for backward sputter-
ing (0.5 − 0.8 versus 0.7 − 1.0 at non-glancing angles).
The reduced NED ratios near grazing incidence and for
forward sputtering are consistent with Figs. 9 and 10,
respectively; Fig. 11 shows that these are general trends.

The ion mass dependence of the NED ratio F1D/F1D,∞
for normal incidence is shown in Fig. 12. The trends are
not very clear except that the NED ratio is smaller for
forward sputtering than for backward sputtering.

According to Sigmund’s assumptions (i) and (ii), the
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Figure 12: (a) Ion mass dependence of the NED ratio
F1D(z)/F1D,∞(z) at the backward (z = 0) and forward sur-
face (z = a) for normal incidence.

sputtering efficiency ¯̄Λ = Y/F1D is a constant and the
NED ratio F1D/F1D,∞ is equal to one. We have seen that
there are significant discrepancies between our simulation
results and these assumptions. In light of the tendencies
noted in the preceding paragraph, a natural question to
ask is whether the errors inherent in Sigmund’s assump-
tions (i) and (ii) cancel one another to some extent. To
address this issue, we consider the product of the sput-
tering efficiency ¯̄Λ and the NED ratio F1D/F1D,∞. This
infinite-medium sputtering efficiency ¯̄Λ∞ = Y/F1D,∞
should be a constant if Sigmund’s assumptions (i) and
(ii) are valid; it is shown in Fig. 13 for normally-incident
ions. Comparing to Figs. 5(a) and 12 it can be seen
that there is still a pronounced ion mass dependence,
but the dependencies on energy and forward versus back-
ward sputtering are significantly reduced. Nevertheless,
the minimum and maximum infinite-medium sputtering
efficiencies (which are attained for 200 keV He backward
sputtering and 2 keV Xe forward sputtering, respectively)
still differ by a factor of 3. Within the more conven-
tional range of beam parameters (Ar and Xe ions at 2 and
20 keV), however, the difference is reduced to a factor of
1.5. The partially compensating effects of the dependen-
cies of sputtering efficiency and NED ratio are discussed
further in the following subsection.

C. Discussion

In Section IVA, two mechanisms for NED reduction
by the surfaces were discussed. The first one, backscat-
tering of ions (Fig. 8(b)), reduces NED over the entire
thickness of the membrane, although not to the extent
expected if the backscattered ions had no effect at all on
the NED. The second mechanism, the reduction in NED
by the absorption of recoils generated by unreflected ions,
is a higher-order effect: The recoils that produce NED
in the z > 0 half-space in the infinite-medium but not in
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Figure 13: Ion mass dependence of the infinite-medium sput-
tering efficiency Y/F1D,∞ at normal incidence.

the finite-target simulation, either have crossed the plane
z = 0 first in negative and then in positive z direction,
or they have been generated in the z < 0 half-space by
other recoils that have crossed the plane z = 0 in neg-
ative z direction before. These recoils are on average
less energetic than the primary recoils generated by the
reflected ions and therefore have a smaller range. This
effect therefore primarily operates close to the surfaces,
and leads to the short-range decays of NED as the sur-
faces are approached in Figs. 8(a) and 8(b).

Figures 9(b), 10(b), and 10(c) show that the NED ratio
varies across the surface and decreases as a function of
distance from the impact point. This indicates that the
absorption of ions and recoils by the surface is a cumula-
tive effect as the collision cascade develops away from the
impact point. Similar dependencies of the NED ratio on
the distance from the impact point are observed for nor-
mal and near-grazing incidence because the effects of ion
backscattering and absorption of recoils by the surface
are related: Close to glancing incidence, the reduction in
NED is probably mainly due to the absorption of ions
by the surface. At normal incidence, ion backscattering
is negligible, but subcascades develop laterally from the
center of the cascade (x = 0). These subcascades in-
teract with the surface in a similar manner to the recoil
cascades of near-grazing-incidence ions.

The effect of the backward surface on the NED dis-
tribution is stronger near grazing incidence (Figs. 8(b)
and 9(b)) than at normal incidence (Figs. 8(a)
and 10(b)). This may be explained by the fact that at
grazing incidence the center of the collision cascade is
situated quite close to the surface, and so larger subcas-
cades may be “absorbed” by the surface than in the case
of normal incidence. An analogous argument explains
the larger reduction in NED at the forward surface than
at the backward surface (Fig. 8(a)) for normal-incidence
bombardment: The forward surface is close to the po-
sition of the NED maximum, and so larger and more
energetic subcascades intersect that surface and are “ab-
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sorbed” by it.
In Section IVB, we found that the dependencies of

the sputtering efficiency and of the NED ratio on the
ion mass and energy partially compensate when the two
quantities are multiplied. A possible explanation for this
is the following: More energetic recoils lead to a larger
sputtering efficiency, since a larger fraction of the recoils
is able to surmount the surface potential. At the same
time, they result in a smaller NED ratio, since the sur-
face has a greater effect on larger, more energetic subcas-
cades. The compensation, however, is only partial, and
compensation is not always observed for the spatial de-
pendence of the sputtering efficiency and the NED ratio.
For instance, the same trends for the forward sputtering
efficiency and the NED ratio are observed for 20 keV Ar
ions (Figs. 3(b) and 10(c)).

V. GAUSSIAN APPROXIMATION

A. Spatial Dependence

Sigmund’s third assumption is that the NED distri-
bution in an infinite medium can be approximated by a
Gaussian with its maximum at ζ = a along the ion in-
cidence direction, as given by Eq. (5). A Gaussian has
zero skewness γ. For the skewness γ of the 1D infinite-
medium NED distribution for 20 keV Ar, IMSIL yields
the relatively moderate value γ = 0.64. In addition, Hof-
säss and Bradley [27] reported NED densities that agree
very well with Gaussians in both the longitudinal and
lateral directions. However, the main problem with the
Gaussian approximation is the neglect of the correlation
between longitudinal and lateral NED distributions, as
will be shown in the following.

In Fig. 14(a), the 2D NED distribution for 20 keV Ar
in an infinite Si medium with the ions starting at the
origin and initially moving parallel to the z axis is com-
pared with the corresponding Gaussian approximation.
For the latter, values of a and the longitudinal and lat-
eral standard deviations α and β consistent with the MC
simulations were used. At first sight, the distributions
seem to agree well. However, closer inspection reveals a
sharp peak in the MC results along the incident ions’ ini-
tial path which is absent in the Gaussian approximation.
This leads to a much narrower NED distribution along
the plane z = 0 for the MC results than for the Gaussian
approximation (see Fig. 14(b)). Thus, the Gaussian ap-
proximation predicts more nonlocal sputtering than the
MC simulations give.

Correlations between longitudinal and lateral distribu-
tions can be characterized by the depth dependence of
the lateral standard deviation measured in slices perpen-
dicular to the ions’ incidence direction. As can be seen
from Fig. 14(c), the lateral standard deviation increases
by a factor of three between z = 0 and z = 600 Å, a depth
where NED is still appreciable. On the plane z = 0, its
value is about half of its global value β, consistent with
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Figure 14: NED distributions obtained with MC in an infi-
nite medium (solid lines) and with the Gaussian approxima-
tion (dashed lines) for 20 keV Ar for normal-incidence impact
on the plane z = 0: (a) 2D distribution, (b) 1D distribution
along the plane z = 0, and (c) depth distribution with depth-
resolved lateral standard deviation. The color coding of the
contour lines representing the 2D distribution in panel (a) is
identical to that of Fig. 9(a). The red dotted line in panel
(b) represents the spatially resolved sputter yield. The red
dashed line in panel (c) indicates the global lateral standard
deviation β.
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Figure 15: NED distributions obtained with MC in an in-
finite medium (solid lines) and with the Gaussian approxi-
mation (dashed lines) for 20 keV Ar at an incidence angle of
60°: (a) 2D distribution and (b) distribution along the sur-
face. The color coding of the contour lines representing the 2D
distribution in panel (a) is identical to that of Fig. 9(a). The
red dotted line in panel (b) represents the spatially resolved
sputter yield.

the results of Fig. 14(b). The depth dependence of the
lateral standard deviation is not taken into account by
Sigmund’s Gaussian approximation.

The deviation between the NED distribution and the
Gaussian approximation is even more severe for oblique-
incidence impacts on the plane z = 0. When the beam
direction and thus the infinite-medium NED distribution
is rotated with respect to the plane z = 0, the plane
intersects the high NED concentration region close to the
impact point, and so the NED distribution in the plane
is peaked close to the point of impact (Fig. 15(b)). In
contrast, the Gaussian approximation has its maximum
at

x̄G =
a sin θ

sin2 θ + (α/β)2 cos2 θ
, (12)

which is larger than the distance of the NED peak
from the impact point according to the MC simulations
at oblique incidence. Fig. 15 demonstrates that near-
grazing incidence is not required for this discrepancy to
become significant: The incidence angle in the simula-
tions of Fig. 15 is only 60◦.
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Figure 16: NED ratio F1D,∞(z)/F1D,G(z) (a) at the backward
surface (z = 0) and (b) at the forward surface (z = a) as
a function of incidence angle for He, Ar, and Xe ions with
energies of 2, 20, and 200 keV.

This is an important finding of our study. In appli-
cations, a Gaussian with fixed parameters a, α, and β
– usually derived from infinite-medium calculations – is
used to predict the NED at surfaces for oblique impact.
Our results show that this can be a very poor approxi-
mation indeed.

B. Dependence on Ion Beam Parameters

In analogy with Fig. 11, we show in Fig. 16 the ratio of
the approximated and the approximating NED density,
which here is the ratio of the infinite-medium NED den-
sity F1D,∞(z) and the Gaussian approximation F1D,G(z).
This ratio is shown as a function of incidence angle for
the backward surface (z = 0) and for the forward surface
(z = a) in panels (a) and (b), respectively. For the two
heavier ions (Ar and Xe) and incidence angles that are
not too high, the ratio is close to unity, i.e., Sigmund’s as-
sumption (iii) does not introduce appreciable errors into
the calculation of the total energy deposition at the sur-
face and the total sputter yield. For energetic light ions
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or incidence angles exceeding 70◦ − 80◦, the error is sig-
nificant. The former is to be expected since the
large contribution of electronic stopping leads to
non-Gaussian NED distributions.

C. Discussion

The errors introduced by the Gaussian approximation
mainly stem from the concentration of NED along the ini-
tial ion track (see Figs. 14(a) and 15(a)), which is caused
by the fact that the majority of the incident ions only
gradually change direction when penetrating into the tar-
get. The beam spreads out deeper into the target, which
causes spreading of the NED distribution as well. This
is characterized by an increase in the lateral standard
deviation (Fig. 14(c)) and a decrease in the maximum
NED density as we move along the ion incidence direc-
tion. Since Sigmund’s Gaussian approximation uses an
average lateral standard deviation, it usually overesti-
mates the width of the NED distribution on the plane
z = 0 (Figs. 14(b) and 15(b)).

VI. COMBINED EFFECT OF ALL
ASSUMPTIONS

In the previous section we saw that the Gaussian ap-
proximation produces significant errors in the spatial dis-
tribution of the sputtered atoms. These errors are usually
larger than those introduced by the non-constant sput-
tering efficiency and the influence of the surface (Figs. 3,
9, and 10). Figures 14(b) and 15(b) illustrate this since
the spatial dependence of the sputter yield (red dotted
histograms) is much closer to the NED distributions cal-
culated by MC (blue solid histogram) than to the Gaus-
sian approximation (blue dashed lines).

To provide an overview of the quality of the spatial
dependence of the ejected atoms predicted by Sigmund’s
model, we show in Fig. 17 the ratio of the mean exit posi-
tion of the sputtered atoms x̄dY/dx and the center of the
Gaussian approximation x̄G as a function of incidence an-
gle (Fig. 17(a)); the ratio of the corresponding standard
deviations, σdY/dx and σG (Fig. 17(b)); and the skewness
γdY/dx (Fig. 17(c)), where the skewness is defined as the
mean value of (x− x̄)3/σ3. The dependencies of the first
two moments largely follow those of the Gaussian approx-
imation alone (not shown). Only at near-glancing angles
is there a sharp decrease in the ratios that is not due to
the Gaussian approximation. This decrease occurs be-
cause close to grazing incidence the sputtering efficiency
is peaked close to the impact point (Fig. 3(d)) due to
the effect illustrated in Fig. 7, and because the NED ra-
tio F2D/F2D,∞ decreases as a function of distance from
the impact point (Fig. 9(b)). At non-glancing angles the
ratio x̄dY/dx/x̄G generally decreases as a function of in-
cidence angle. For commonly used beam parameters (Ar
and Xe ions at 2 and 20 keV) and sufficiently oblique
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Figure 17: Ratios (a) of the mean values x̄dY/dx and x̄G

and (b) of the standard deviations σx,dY/dx and σx,G of the
sputtering distribution dY/dx(x) and the NED distribution
F2D,G(x, z = 0), and (c) the skewness of the sputtering distri-
bution dY/dx(x) as a function of the incidence angle for He,
Ar, and Xe ions with energies of 2, 20, and 200 keV.

but non-grazing incidence, the ratio is within a relatively
narrow band around and below unity. This is even more
true for the ratio of the standard deviations which is be-
tween 0.8 and 0.9 for a wide range of angles. Including
incidence angles close to perpendicular but not glancing
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Figure 18: Effective sputtering efficiency ¯̄Λeff = Y/F1D,G(z)
needed in Sigmund’s model to obtain the correct sputter yield
Y (a) at the backward surface (z = 0) and (b) at the forward
surface (z = a) as functions of the incidence angle for He, Ar,
and Xe ions with energies of 2, 20, and 200 keV.

conditions, the Sigmund model describes the first two
moments of the spatial distribution of sputtered atoms
within a factor of 2.

Figure 17(c) shows that skewnesses larger than unity
occur for a wide range of incidence angles. We note that
the concentration of NED along a narrow elon-
gated region in the direction of the incident ion,
as described in connection with Fig. 15, drives
the skewness in the positive direction. This ef-
fect is so strong that for energetic light ions it
exceeds the negative skewness of the NED distri-
butions that would show up in the spatial sputter
yield distribution at large incidence angles if only
assumptions (i) and (ii) were valid. It may be con-
cluded that the spatial distribution of sputtered atoms
has a significant asymmetry except at incidence angles
very close to normal. Since the Gaussian distribution
has a skewness of zero, the Sigmund model is not able to
describe this asymmetry.

In Section IVB, we saw that the errors in the spatially
unresolved quantities incurred by making Sigmund’s as-

sumptions (i) and (ii) partially compensate for one an-
other. It is natural to ask whether the errors in the spa-
tially unresolved quantities made by adopting all three
of Sigmund’s assumptions compensate for each other to
an even greater extent. To address this question, we
computed the product of the MC sputtering efficiency
¯̄Λ = Y/F1D (Fig. 4) and the NED ratios F1D/F1D,∞
(Fig. 11) and F1D,∞/F1D,G (Fig. 16) at the backward
and forward surfaces. In Figs. 18(a) and (b), the result-
ing effective sputtering efficiency

¯̄Λeff =
Y

F1D,G(z)
(13)

is shown for z = 0 and z = a, respectively, as a function of
incidence angle for He, Ar, and Xe ions with energies of 2,
20, and 200 keV. The NED distribution F1D,G(z) must be
multiplied by this factor to obtain the MC sputter yield
according to the Sigmund theory. ¯̄Λeff was calculated by
taking the ratio of the MC sputter yield and the total
NED deposited at the surface in the Gaussian approxi-
mation using parameters a, α, β, and ε obtained from
MC simulations. Any variation of ¯̄ΛSigmund indicates a
deficiency of Sigmund’s model.

Comparing Figs. 4, 11, 16, and 18, it may be con-
cluded that there are no significant compensating effects
beyond the one discussed in Section IVB: The NED ra-
tios F1D,∞/F1D,G (Fig. 16) are close to each other for
the various commonly employed ion energies and masses,
provided the angle of incidence is not too close to 90◦.
Their dependencies on the incidence angle are weaker
than those of the sputtering efficiencies ¯̄Λeff (Fig. 18)
and in the same direction (they increase as a function of
incidence angle for backward sputtering and decrease for
forward sputtering). This means that Sigmund’s assump-
tion (iii) amplifies the trends produced by assumptions
(i) and (ii). The pronounced angular dependencies of the
NED ratios F1D,∞/F1D,G (Fig. 16) for He ions at the
backward surface and 200 keV He and Ar ions at the for-
ward surface are much stronger than the corresponding
dependencies of the sputtering efficiency ¯̄Λ (Fig. 4) and
the NED ratio F1D/F1D,∞ (Fig. 11). The Gaussian ap-
proximation is therefore the cause of the strong depen-
dence of the effective sputtering efficiency on incidence
angle for these beam parameters (Fig. 18). At near-
grazing incidence, the NED ratio F1D,∞/F1D,G (Fig. 16)
increases as a function of incidence angle and therefore
counteracts the dependencies due to assumptions (i) and
(ii) to some extent. However, this effect is not strong
enough to prevent the sharp decrease of the effective
sputtering efficiency at high angles of incidence which
results from assumptions (i) and (ii).

We close this section by summarizing the data pre-
sented in Figs. 18(a) and (b). The effective sputtering
efficiency varies between 0.10 Å/eV and 0.22 Å/eV for Ar
and Xe ions with energies of 2 and 20 keV and incidence
angles up to 80◦. He ions with energies of 2 or 20 keV
have lower effective sputtering efficiencies at moderate
incidence angles and a more pronounced dependence on
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angle. High energies (200 keV) in combination with light
ions (He, Ar) may result in an effective sputtering effi-
ciency that has a strong angular dependence and that
can assume large values.

VII. DISCUSSION

As mentioned in the Introduction, Hossain et al. [25]
concluded from their MD simulations that Sigmund’s as-
sumption (i) is invalid. They showed that the sputter
yield has a narrower spatial distribution than the surface
NED distribution, consistent with a sputtering efficiency
that decreases as a function of distance from the impact
point. Qualitatively, we obtain the same result (Fig. 3(c))
at impact energies (2 keV) comparable to those investi-
gated by Hossain et al. (250 eV and 1.5 keV). The dif-
ference between the spatial distributions of sputter yield
and surface NED, however, diminishes or reverses sign as
the impact energy is increased. Hossain et al. also found
the peak of the sputter yield to be at the same position as
the maximum of the NED distribution for all incidence
angles. We find this to be approximately true for our
2 keV data (not shown), but not for higher energies and
large incidence angles, as illustrated by the strong spatial
dependence of the sputtering efficiency for a 20 keV He
beam with θ = 80◦ (Fig. 3(d)).

Based on the results of their MD simulations, Hossain
et al. came to the conclusion that Sigmund’s assumption
(iii) is a good approximation. This is contrary to the
results we presented in Section V. At near-grazing inci-
dence, the Gaussian approximation produces a maximum
at a distance from the impact point that is approximately
equal to a, while the maximum of the NED distribution
and of the sputter yield distribution (Fig. 15) are much
closer to the impact point. The difference again is more
pronounced at higher energies, but is already significant
at 2 keV in our data.

Bradley and Hofsäss [27, 44] observed an apparent ad-
ditional rotation of the NED distribution when θ ap-
proaches glancing incidence in Hossain et al.’s results.
They proposed a modification to Sigmund’s model that
rotates the NED distribution further than the ion beam
when the incidence angle is increased. In this way a
larger part of the NED distribution is moved out of the
target, which tends to reduce surface NED at large in-
cidence angles, and thus allows for the experimentally
observed sputter yield maximum. The 2D NED distri-
butions shown in Fig. 9(a) do not support this model.
While the contour lines on the bulk side of the distribu-
tion might give the impression of a slight rotation towards
the surface, it is clear that the main effect of the surface
is localized in a shallow subsurface region, and therefore
cannot be described by an additional rotation. This fea-
ture might not have shown up in Hossain et al.’s results
because of limited spatial resolution. The slight apparent
rotation within the bulk can equally well be described by
a reduction in range measured from the impact point.

While Bradley and Hofsäss’s modification of Sigmund’s
model correctly predicts a maximum of the sputter yield
as a function of incidence angle, it generally does not
yield a maximum of the spatially resolved sputter yield
close to the impact point at oblique incidence. Instead,
it usually predicts that the maximum appears close to a
distance of a from the impact point. For example, with
the parameters given in [27] the infinite-medium NED
distribution of Fig. 9(a) should be rotated by 1.15×85° =
97.75° in the modified Sigmund model to give the semi-
infinite medium distribution. According to Eq. (12) the
maximum of the surface NED would then be at x̄G =
0.97 a from the impact point, while the maximum of the
MC distribution (Fig. 9(b)) is at x̄ ≈ 25Å≈ a/8.
Our approach is based on Monte Carlo simula-

tions of the energy deposition produced by ion ir-
radiation. It has been shown that this type of sim-
ulation models the physics of linear collision cas-
cades faithfully [33, 45]. So-called non-linear col-
lision cascades or collision spikes, in which mov-
ing recoil atoms collide with other moving recoil
atoms, are not modeled by our Monte Carlo code.
However, the influence of collision spikes is most
pronounced for heavy ions bombarding heavy tar-
get atoms [46] and is hence not pronounced for
Si targets. In addition, we note that Sigmund’s
[5, 24] model is based on the concept of linear
collision cascades. In his model, effects of target
crystallinity – such as channeling of the incident
ion or linear collision sequences of recoil atoms
[47] – are neglected; this appears appropriate in
our case of Si irradiation, since Si quickly amor-
phizes under ion irradiation.
Finally, we note that the results presented here

have been obtained for an elemental target; for
a compound target, the effects of irradiation are
richer since sputtering is non-stoichiometric and,
for prolonged bombardment, stoichiometry and
surface morphology changes influence each other
[14]. While simulating of processes of this kind
is possible [48, 49], it is outside the scope of the
present paper. Note that it is also known that in
a compound target, energy deposition and hence
the NED is non-stoichiometric [50].

VIII. CONCLUSIONS

In this paper, we used Monte Carlo simulations to test
the validity of Sigmund’s model of spatially resolved sput-
tering. For commonly employed ion beam parameters,
i.e., for ions that have masses that are not too low, ener-
gies that are not too high, and angles of incidence that
are not too close to grazing, the Sigmund model gives
the sputter yield and the first two moments of its spatial
distribution to within a factor of 2. The predictions of
the Sigmund model can deviate even more substantially
from the simulation results if the beam parameters are
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unusual.
Sigmund’s model is based on the three assumptions we

discussed in Section I. Our Monte Carlo results demon-
strate that all three of these assumptions can be poor
approximations. While it has previously been ob-
served [27] that the sputtering efficiency, which is
the ratio of the sputter yield to the nuclear energy de-
posited, depends on the ion mass, energy and angle of
incidence, we have systematically studied and ex-
plained these dependencies here. We also showed
that the sputtering efficiency varies from point to
point on the solid surface. Furthermore, the spatial dis-
tribution of the nuclear energy deposited is strongly af-
fected by the proximity of the solid surface and is typi-
cally not close to being Gaussian.
The Gaussian approximation is the main source

of error in the spatially resolved sputter yield, as
it is not able to describe the significant, always
positive skewness of the distribution along the
projection of the beam direction onto the surface.
This positive skewness is due to energy deposi-
tion in a narrow, elongated region around the un-
deflected ion direction that increasingly overlaps
the surface as the incidence angle is increased.
In contrast, the Gaussian approximation induces
only moderate errors in the total sputter yield,
except at large incidence angles where it partially
counteracts the larger errors induced by the two
other approximations. The Gaussian approxima-
tion also produces significant errors in the total
sputter yield for light high-energy ions. This is
not surprising, since the dominance of electronic
stopping results in highly non-Gaussian range and
damage profiles in this case. On the other hand,
apart from the Gaussian approximation, the Sig-
mund theory does reasonably well even for the
light He ion.
As expected, the surface causes a decrease in

NED at large incidence angles due to ion reflec-
tion. The reduction in NED is caused by the fact
that once the ions have been reflected they do
not generate recoil cascades that would deposit
energy if the medium were infinite. This has al-
ready been pointed out by Sigmund [28]. Sur-
prisingly, we find that at low ion energies, the
influence of ion reflection on the sputtering effi-
ciency is equally important. We explain this by
considering the large fraction of ions that do not
penetrate into the target. These ions do deposit
energy in the topmost layer of atoms, but they

only generate recoils that move into the target.
Conversely, we find that backward sputtering ef-
ficiencies increase with incidence angle at mod-
erate angles. This is explained by direct sput-
tering of recoils by the incident ions. We also
find that sputtering efficiencies increase with ion
mass, which is due to the larger fraction of high-
energy recoils produced by heavier ions. Finally,
forward sputtering from a membrane is more ef-
ficient than backward sputtering due to a larger
fraction of energetic recoils reaching the forward
surface, but this effect is largely compensated for
by a larger reduction in energy deposition near
the forward surface than at the backward surface.
These results have been obtained for membrane
thicknesses equal to the mean depth of energy
deposition. A complete investigation of the ef-
fect that varying the membrane thickness and in-
cidence angle has on forward sputtering will be
carried out in the future.

Given its deficiencies, it may seem surprising in retro-
spect that the Sigmund model has proven to be a useful
starting point for theories of the nanoscale pattern forma-
tion that occurs when a solid surface is bombarded with
a broad ion beam. However, it does capture some impor-
tant features of ion sputtering. As in the Sigmund model,
sputtering is a nonlocal effect: the maximum of the dis-
tribution of exit points of sputtered atoms is downstream
from the ion’s point of impact for oblique-incidence bom-
bardment. In addition, to make a theory of the pat-
tern formation, the dependence of the sputter yield on
the surface curvature at the point of impact is needed
[21]. Recent work has shown that even though the Sig-
mund model does not do particularly well in predicting
the sputter yield of a flat surface, it does much better in
describing how the sputter yield changes as the surface
curvature is increased provided that the curvature is not
too large [22, 23].
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