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Abstract 

The surface structures of SrTiO3 (100) single crystals were examined as a function of annealing 

time and temperature in either oxygen atmosphere or ultra-high vacuum (UHV) using noncontact 

atomic force microscopy (NC-AFM), Auger electron spectroscopy (AES), and low-energy 

electron diffraction (LEED). Samples were subsequently analyzed for the effect the modulation 

of their charge distribution had on their surface potential. It was found that the evolution of the 

SrTiO3 surface roughness, stoichiometry, and reconstruction depends on the preparation scheme. 

LEED revealed phase transitions from a (1×1) termination to an intermediate c(4×2)  

reconstruction to ultimately a (√13×√13)-R33.7° surface phase when the surface was annealed in 

an oxygen flux, while the reverse transition from (√13×√13)-R33.7° to c(4×2) was observed 

when samples were annealed in UHV. When the surface reverted to c(4×2),  AES data indicated 

decreases in both the surface Ti and O concentrations. These findings were corroborated by NC-

AFM imaging, where initially TiO2-terminated crystals developed half unit cell high steps 

following UHV annealing, which is typically attributed to a mix of SrO and TiO2 terminations. 

Surface roughness evolved non-monotonically with UHV annealing temperature, which is 

explained by electrostatic modulations of the surface potential caused by increasing oxygen 

depletion. This was further corroborated by experiments in which the apparent roughness tracked 

in NC-AFM could be correlated with changes in the surface charge distribution that were 

controlled by applying a bias voltage to the sample. Based on these findings, it is suggested that 

careful selection of preparation procedures combined with application of an electric field may be 

used to tune the properties of thin films grown on SrTiO3.  
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1. Introduction 

The structure and properties of strontium titanate (SrTiO3) have attracted substantial interest in 

the past due to the material’s popularity as a substrate for complex oxide epitaxy,[1-3] a status it 

owes to its near perfect lattice match to a number of frequently used materials such as 

PbZr0.52Ti0.48O3 (PZT), La2/3Ca1/3MnO3 (LCMO), and SrRuO3.
[3-8] In addition, FeSe thin films 

grown on SrTiO3 have recently attracted attention due to their display of interfacial high 

temperature superconductivity, which has been associated with charge transfer to FeSe from Ti+3 

formed by surface reduction.[9-13] Ultimately, such studies attempt to enable improvements in 

device quality by correlating the physical properties of devices made from thin film 

heterostructures to the specifics of the bare substrate’s surface termination, structure, and 

chemical state. Progress, however, has been hampered by the richness of phenomena and surface 

states that may manifest depending on the surface’s exact preparation procedures.  

Strontium titanate crystallizes in a cubic perovskite structure with a 3.905 Å lattice 

parameter and a unit cell that features equidistant alternating SrO and TiO2 layers along <100> 

directions. Since both layers are thermodynamically stable and non-polar, a (100) surface in 

principle can expose either of the two terminations, making the properties of the surface a local 

characteristic.[14-23] Given that SrO- and TiO2-terminated terraces differ substantially in their 

chemical and electrical properties,[14,24-29] the characteristics of films grown on nominally mixed-

terminated substrates will vary locally as well. Similar to many other perovskite metal oxides, 

SrTiO3 commonly reconstructs; the plethora of reconstructions identified include (2×1), (2×2), 

(4×4), c(4×2), c(4×4), c(6×2), (√5×√5)-R26.6°, and (√13×√13)-R33.7° structures.[16,18,20,24,26,30-46] 

Which reconstruction, or combination of reconstructions, is encountered in any given case 

depends crucially on details of the surface preparation procedure.[18,19,41,43,44,47,48] An 
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understanding and characterization of these surface states – and the procedures that lead to them 

– is nevertheless important as they affect the properties of any SrTiO3/thin film interface grown 

on them. Transformations from one reconstruction to another are mainly governed by three 

parameters: temperature, annealing time, and the amount of oxygen offered during 

heating.[22,44,47,49] Understanding the possible phase trajectories is crucial to shed light on the 

thermodynamics and kinetics of these transformations.  

In this article, we present a study of local SrTiO3 surface properties as a function of 

preparation history by noncontact atomic force microscopy (NC-AFM)[50-53] with complementary 

data on the macroscopic surface phase transitions via low energy electron diffraction (LEED) 

and the accompanying changes in surface composition via Auger electron spectroscopy (AES). 

While the majority of prior studies have focused on reducing environments, in part because their 

surface analysis techniques require reduction to achieve satisfactory conductivity, here the use of 

NC-AFM liberates us to examine the surface starting with near stoichiometric amounts of 

oxygen.[22,44,47,49] We observe that high O chemical potentials lead to surfaces terminated in a  

(√13×√13)-R33.7° reconstruction with double TiO2 layers that evolve to less Ti-rich surface 

phases upon reduction, and that surface roughness shows a non-monotonic trend as a function of 

annealing temperature in UHV. Both phenomena can be connected to changes in surface 

composition and bulk oxygen deficiency. Our results highlight that not only the surface structure, 

but also the electrostatic surface potential changes as the material is oxidized and reduced. Since 

the charged defects move under the influence of an electric field, it may open a new route to 

controlling the properties of SrTiO3 surfaces during thin film growth. 
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2. Experiments 

Noncontact atomic force microscopy experiments were carried out in ultrahigh vacuum (UHV) 

at room temperature with a base pressure of below 2 × 10-10 mbar using a home-built microscope 

that has been described in detail elsewhere.[54] Probe tips were mechanically cut Pt/Ir wires in a 

qPlus configuration.[55,56] All NC-AFM data was recorded in tuned-oscillator atomic force 

microscopy (TO-AFM) mode, a recently developed operating scheme that simplifies data 

acquisition due to its use of only one feedback loop; for details, see.[57] All AES and LEED 

measurements presented in this paper were conducted using a second UHV system described in 

detail elsewhere.[58] Identical preparation steps were used in the two systems. To ensure the 

relevance of the LEED/AES data for interpreting NC-AFM measurements, we also performed 

LEED in the first system, which reproduced all findings from the second system.  

Experiments were executed on samples from two different sources. The LEED data in 

Fig. 2d as well as the NC-AFM measurements shown in Figs. 4-6 were performed on 0.7 % Nb-

doped SrTiO3 crystals that were bought from MTI Cooperation, USA, etched in-house with a 

HCl (1 molar)/HNO3 (3 molar) solution followed by rinsing with ethanol and acetone.[59] In 

contrast, the LEED/AES results Figs. 1, 2a-c, and 3 and the NC-AFM data Fig. 7 were obtained 

using undoped samples supplied by CrysTec GmbH, Germany. These samples were etched at the 

company using buffered HF solution. Both doped and updoped samples were subsequently 

annealed in 1 atm O2 in a furnace at 1270 K for between 30 minutes to 10 hours (plus heat up 

and cool down times of 3 h each) and introduced to UHV within 10-15 minutes after cooling.  

Vacuum annealing was carried out at pressures that never exceeded 8 × 10-10 mbar; note 

that five minutes for heating up and cooling down were added to the hold times specified for 
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each experiment. For NC-AFM experiments, the sample was allowed to equilibrate to room 

temperature for a couple of hours to minimize thermal drift, while AES and LEED 

measurements were commenced within 30 minutes of annealing. Finally, root mean square (rms) 

surface roughness data obtained on individual terraces as presented in Sects. 3.3 and 3.4 were 

obtained by averaging multiple values obtained on distinct 100 nm × 100 nm areas. Sampling a 

variety of surface locations and scan sizes confirmed that the values are asymptotically accurate 

(i.e., choosing larger areas did not statistically relevantly change the results). 

 

3. Results 

3.1 Characterization of Surface States with LEED and AES 

To provide context for the NC-AFM results of sections 3.2-3.4, we first characterized the 

evolution of the surface structure and composition that can occur under a variety of preparation 

schemes with LEED and AES. The starting points were always etched surfaces with only (1×1) 

spots visible in LEED. Tracking the evolution of the LEED patterns as a function of annealing 

environment, temperature, and time revealed predominantly signatures of the c(4×2), (√13×√13)-

R33.7°, and (4×4) reconstructions, examples of each are presented in Fig. 1. In addition, traces of 

(2×1) and (2×2) reconstructions mixed with combinations of c(4×2) and (4×4) were also 

observed. Note that the (2×2) reconstruction is difficult to distinguish from the (4×4) as the (2×2) 

pattern is a subset of the (4×4) termination; existence of the (2×2) is, however, hinted at by 

variations in the intensity of spots associated with both (2×2) and the (4×4) compared to spots 

associated with the (4×4) only.  
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Figure 1: Selected LEED results representing the three main structures observed in tandem with 
their simulated LEED patterns: 1) c(4×2) phase (a), obtained after a 30 minute anneal in O2 flux 
at 1270 K, and simulation (b). 2) (√13×√13)-R33.7° phase (c), prepared by extending the anneal 
time to 10 hours, along with its simulated pattern (d). 3) (4×4) phase (e), obtained by sequential 
heating in UHV to first 900 K and then 950 K for 30 minutes each following a preparation as in 
2), and its corresponding theoretical LEED pattern (f). All LEED patterns have been recorded at 
130 eV beam energy. The white dots in b), d), and f) reflect the (1×1) periodicity, the blue dots 
the periodicities of the reconstructions, and the red dots in b) and d) rotationally equivalent 
domains of the reconstruction.  

 

A phase map for the SrTiO3 surface structure as a function of annealing environment, 

time, and temperature is presented in Fig. 2. In (a), we see that when annealed in a furnace under 

high purity O2 flux at 1270 K, the original (1×1) pattern transforms first into a c(4×2)-

reconstructed surface (30-minutes anneal; see panel a-i). Previous studies found this termination 

only after sputtering the samples with Ar followed by annealing;[20,22] our findings demonstrate 
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that this reconstruction is not due to preferential O sputtering or UHV annealing. Longer 

annealing times result in a slow transformation to a (√13 × √13)-R33.7° termination (mixed 

c(4×2)/ (√13×√13)-R33.7° phase after 5 hours, Fig. 2a-ii), which is fully established after about 

10 hours (Fig. 2a-iii). This transformation after prolonged annealing suggests the (√13 × √13)-

R33.7° reconstruction as the favored surface structure under oxidizing conditions. A qualitatively 

similar behavior, but with a longer time constant, was observed when the sample was removed 

from the O2 furnace after 30 minutes, introduced into UHV (Fig. 2b-i), and then annealed at 

lower temperature (900 K) in 10-6 mbar O2. Under these circumstances, traces of the c(4×2) 

phase were still visible even after 16 hours of continuous heating (Fig. 2b-iii). Nonetheless, the 

transition towards the (√13 × √13)-R33.7° reconstruction at lower temperatures in an O2 

background supports the assignment of this reconstruction as the favored phase at high oxygen 

chemical potentials. Others have found that annealing sputtered samples for shorter times or at 

different temperatures leads to either c(4×2) or (2×1) reconstructions.[18,22] 

The c(4×2) → (√13×√13)-R33.7° transition could be roughly reversed when a sample 

featuring a crisp (√13×√13)-R33.7° pattern was annealed in UHV (Fig. 2c). Starting with Fig. 2c-

i, after annealing at 900 K for 30 minutes, a (√13×√13)-R33.7°/c(4×2) mixed phase starts to 

appear (Figure 2 c-ii); applying an additional 30-minutes anneal at 950 K then morphs the 

surface’s LEED pattern into a crisp pattern indicative of the c(4×2) reconstruction only (Figure 2 

b-iii). Annealing at higher temperatures (Fig. 2c-iv: 30 minutes at 1000 K; Fig. 2c-v: additional 

30 minutes at 1150 K) then gave rise to LEED signatures reflecting combinations of c(4×2), 

(4×4), (2×2), and (2×1) reconstructions. A qualitatively similar picture is obtained if we start the 

UHV anneal with a c(4×2)-terminated sample prepared as in Fig. 2a-i (Fig. 2d), but with slightly 

lower transformation temperatures. These results, whose intricacy is analogous to the complexity 
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observed on BaTiO3(100), suggest that the (√13×√13)-R33.7° is a particularly oxygen-rich 

reconstruction, while the c(4×2), (4×4), (2×2), and (2×1) are likely comparatively increasingly 

oxygen deficient.[23,33,44,47]  For BaTiO3 it has been shown that the observed progression between 

these reconstructions depends sensitively on the trajectory through the phase space.[47]  
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Figure 2: Structural phase transitions on SrTiO3 (100) as a function of temperature, time, and 
environment. (a) Under continuous O2 flux at T = 1270 K, LEED patterns evolve from 1×1 to 
c(4×2) and finally (√13×√13)-R33.7°. (b) If, after 30 min in O2 flux, annealing is continued in 
UHV at a lower temperature (T = 900 K) and lower O2 pressure (10-6 mbar), the same trend is 
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observed but with a longer time constant; the c(4×2) is still visible even after 16 hours of heating. 
(c) The transformation is reversed for annealing in UHV, where the c(4×2) reconstruction can be 
recovered from a (√13×√13)-R33.7°-terminated surface (c i-iii). Further annealing results in 
combinations of c(4×2), (4×4), (2×2), and (2×1) reconstructions (b iv-v). (d) When starting from 
a c(4×2)-reconstructed surface, the results are qualitatively similar to those in (c), but with the 
transformations at slightly lower temperatures.  

 

For complementary insight into the nature of the phase transformations, we have characterized 

the surface by AES under conditions similar to the UHV anneal of Fig. 2c. The corresponding 

AES spectra are plotted in Fig. 3a for the as-introduced sample (sample preparation as for Fig. 

2c-i) and for data obtained on the same sample after it had been heated to 600 K, 900 K, and 

1000 K for 35 minutes each. To track the relative O, Sr, and Ti surface concentrations, for each 

spectrum we calculated first the ratio of the peak heights for Sr and Ti with respect to the peak 

height of oxygen and then calibrated the resulting values so that it reads one at T = 300 K 

(‘normalized ratio’). Two conclusions can be deduced from the results: First, the increase of both 

the Sr and the Ti ratios with annealing temperature (Fig. 3b) confirm that oxygen is lost from the 

surface during the UHV anneal; and second, the higher slope for the Sr curve implies that the 

surface’s Sr content increases relative to titanium. Considering that the starting (√13×√13)-

R33.7° surface was previously found to be terminated by a double TiO2 layer,[23] this does not 

mean that the surface after annealing is necessarily super-stoichiometric in Sr.[16,21,41,49] 
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Figure 3: (a) AES derivative spectra obtained on the as-introduced sample (dark blue) as well as 
on the same sample after it had been heated to 600 K (light blue), 900 K (green), and 1000 K 
(red) for 35 minutes each; all spectra are normalized with respect to oxygen peak. Initial traces of 
carbon contamination are removed for annealing temperatures above 600 K. (b) Plot of the ratios 
of the Sr/O (red) and Ti/O (blue) peak heights with respect to their peak heights at T = 300 K. 
The data suggests that while the surface overall loses oxygen, the surface concentration of 
strontium increases relative to titanium. The error of the normalized ratio was determined to be 
±5% while the uncertainty in the temperature reading was estimated at ±25 K. 

 

3.2 Evolution of Surface Morphology 

In the next step, we characterized the surface morphology of SrTiO3(100) crystals by NC-AFM 

under various preparation conditions to investigate connections between terrace structures, 

surface roughness, and the trends uncovered by LEED and AES. Figure 4 shows results acquired 

on a sample prepared as in Fig. 2a-i (c(4×2) termination). After outgassing for 30 minutes at T = 

470 K (Fig. 4a), we only find terraces separated by unit cell step height (3.905 Å; marked by the 

blue dotted lines), which implies that the surface is uniformly covered by the same 

termination.[16,20,25] Interestingly, after annealing (Fig. 4b-d), steps with fractional step height are 

found (2 Å: green dotted lines; 6 Å: red dotted lines), which predominantly follow the 

crystallographic [010] and [001] directions. Further annealing at 1170 K causes a greater 

diversity in step heights, with some even larger than 6 Å; in addition, ≈2 Å deep holes were 
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observed. Non-integer unit cell step heights are typically attributed to terminating the crystal at 

each of the two possible layers of the perovskite structure. [16,49] In addition to alternate surface 

terminations, fractional step heights can also result from organization of bulk defects into planes 

or from segregation of a non-stoichiometric surface layer.[30,49,60,61] 

 

Figure 4: NC-AFM images illustrating the evolution of the surface morphology of a [100]-
oriented SrTiO3 single crystal sequentially annealed in UHV for 30 minutes to the temperatures 
indicated in the panels. Step heights evolve from unit cell step height (i.e., ≈4 Å; blue dotted 
lines) in (a) to a mixture between ½ (green dotted lines), 1, and 1½ unit cell step heights (red 
dotted lines) in (b) and (c) to almost exclusively 1½ unit cell step heights in (d). In (e), 2-Å deep 
holes start to appear, while elsewhere in the image steps featuring 2½ unit cell heights (cyan) 
have been formed. Image size is 500 × 500 nm2 in all cases. 

 

Let us note three important points. (1) Even though the data presented in Fig. 4 cover 

only a relatively small surface area, we have acquired data at different locations and repeated the 

same sequence with different crystals, all confirming the same trends. (2) The carbon 
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contamination is not a major factor since it will not introduce half unit cell high steps and the 

evolution of surface morphology was evident even when there was no trace of carbon in the AES 

spectra. (3) While it is apparent that an intermediate phase forms where most terraces are 

separated by 1½ unit cell steps, the exact nature of this phase remains unclear.   

 

3.3 Evolution of Surface Roughness on Terraces as a Function of Annealing History 

Having analyzed the height and shape of steps between terraces as a function of preparation 

history, we turn our attention to the surface’s apparent roughness on individual terraces, 

calculated as described in the Experimental section, to gain insight into the local surface quality 

achieved under these conditions. Plotting data obtained by averaging roughness values from the 

image series described in Sect. 3.2 (Fig. 5), it is found that roughness is a non-monotonic 

function of the UHV annealing temperature, with the lowest values established between 900 K-

1100 K.  

To understand this behavior, let us recall that SrTiO3 is nominally a good insulator, but its 

electrical properties can be tuned to semiconducting by doping.[62] Niobium doping, for example, 

provides electrons to the material’s conduction band (n-doping). Similarly, oxygen deficiency 

induced by annealing pure SrTiO3 in UHV,[33,44] also results in n-doping as each oxygen atom 

that is removed leaves two electrons behind that reduce the transition metal cations. For the 

annealing temperatures and durations investigated in this study, however, the conductivity of 

pure SrTiO3 was too low to allow imaging by scanning tunneling microscopy (STM). Contrary 

to our expectations, the conductivity of the Nb-doped samples was similarly insufficient for STM 

operation without high-temperature annealing; in this context, we note that lower-than-specified 
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doping levels have previously been found.[62] As a result, charges could get ‘trapped’ near sub-

surface Nb-dopants, oxygen vacancies, and more generally at all places where structural disorder 

(such as surface reconstruction domain boundaries) can accommodate local oxygen 

deficiency,[63] which causes the electrostatic component of the surface potential to become 

modulated at the nanometer scale.[27] Since NC-AFM images ultimately mirror the surface 

potential, such charge modulations appear as enhanced roughness.[27,28,30,41,64] Putting all of the 

pieces together, we therefore assign the initial decline in surface roughness at modest 

temperatures to improved surface ordering and eliminating surface contamination, while the 

subsequent increase for higher temperatures is likely a manifestation of the heightened charge 

disorder described above.  

 

Figure 5: Root mean square surface roughness of SrTiO3, as measured on otherwise ‘atomically 

flat’ terraces, plotted for different UHV annealing temperatures. After an initial sharp decrease, it 

is found to rise again for values above ≈1100 K. 
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3.4 Evolution of Surface Roughness on Terraces as a Function of Applied Bias Voltages 

If charge disorder dominates the nanometer-scale contrast in the NC-AFM images rather than the 

actual atomic structure, we should be able to influence it by establishing a potential difference 

between the tip and the sample. Indeed, when we adjust the bias voltage applied to the SrTiO3 

crystal while the tip is grounded, we observed significant changes in the surface roughness as 

tracked by NC-AFM. An example of this effect is given in Fig. 6, where the ‘apparent 

roughness’ of an otherwise atomically flat terrace is seen to vary by more than a factor of 4 when 

the bias voltage was swept between ±800 mV. We note for context that (i) the effect is fully 

reversible; (ii) even though roughness values may vary, the general trend was mirrored by all 

samples we investigated, independent of their exact preparation procedure; and (iii) the sample 

shown in Fig. 6 had been imaged with a base pressure of 2 × 10-11 mbar, which rules out the 

effect of surface contamination over the time scale of the experiments.  
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Figure 6: (a)-(e) NC-AFM images (180 nm × 180 nm) demonstrating substantial changes in the 
apparent surface roughness while ramping the bias voltage applied to the back of the crystal. All 
images cover the same z range of 4.8 Å from darkest color to brightest color. (f) Plot of the root 
mean square (RMS) surface roughness as a function of the applied bias voltage Vts. (g) Cross 
sections along the lines highlighted in image (a) (red) and (e) (blue) visualizing the decrease in 
peak-to-peak roughness. The sample was a 0.7 % Nb-doped SrTiO3 crystal that was prepared by 
heating in O2 flow for 30 minutes to 1270 K followed by a 30 minutes anneal in UHV at 800 K. 
The minimum observed roughness (in (e)) is ≈0.4 Å, which is consistent with roughness data 
calculated from the terraces shown in Figure 4. 
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To explore this effect in more detail, we conducted bias sweep experiments with the tip 

confined to a single spot over the surface. To eliminate ambiguities that may arise from the 

simultaneous presence of Nb5+ and Ti3+ dopants, the latter introduced by reduction, we used Nb-

free samples for these experiments. During each sweep, the feedback was active so that the z 

piezo reacted by extending and retracting to keep the total tip-sample interaction constant. From 

Fig. 7a, it becomes evident that the vertical position of the tip with respect to the surface, labeled 

as ‘z piezo’ and arbitrarily calibrated to zero at the lowest value in the data, has a strong 

dependence on the applied bias voltage Vts for values smaller than -0.7 V and larger than 1.2 V. 

This is because applying a negative bias voltage to the back of the sample drives the negative 

charge carriers (the conduction band electrons) out of the bulk causing them to accumulate at the 

surface while a positive image charge is induced at the tip apex (labeled as ‘accumulation’ in 

Fig. 7a). More specifically, the electric field due to the negative potential causes a downward 

band bending, which attracts the electrons towards the surface.[27,28,64] Conversely, when a 

positive bias is applied, electrons are pushed into the bulk through an ‘upwards band 

bending,[28,64] while a negative image charge is induced at the tip apex (‘inversion’); note that 

both regimes lead to an additional attractive force between tip and sample that causes the 

feedback to enlarge the distance between tip and sample, which results in larger z-piezo values. 

In addition, theoretical studies performed with perovskites indicate that oxygen may have a very 

small energy barrier for diffusion in defect-rich environments, which may induce some degree of 

oxygen mobility under the influence of the external field.[65,66] 

From Fig. 7a, we also gather the existence of a well-expressed ‘transition’ region 

between -0.7 V and 1.2 V, where changes in the applied bias voltage affect the vertical position 

of the tip to a much lesser degree than within the accumulation and inversion regimes. This is 
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because when the reduced downward band bending causes the conduction band to increase 

above the Fermi level, only very few mobile charge carriers are available at the surface, and a 

‘depletion layer’ emerges.[64] After crossing the ‘flatband condition’, the depletion layer becomes 

thicker until the valance band also crosses the Fermi level through upwards band bending and 

electrons from the valence band are pushed into the bulk. Zooming into that area (Fig. 7b), we 

see that the z piezo position as a function of applied bias voltage follows a roughly parabolic 

shape. Due to the different work functions of tip and sample, the minimum of the parabola is 

offset from zero (Vmin ≈ -0.07 V) by the contact potential difference.  

Based on the results from Fig. 7a & b, we have conducted bias sweep experiments along 

a scan line to check the local variation of the contact potential difference by determining Vmin 

every 5 nm along a line of 200 nm length. From the data in Fig. 7c, we see that Vmin fluctuates 

within that distance by ±400 mV. In fact, changes of ±200 mV from one data point to another are 

not uncommon, while the standard deviation of multiple measurements of Vmin at the same 

position is only 8.5 mV. The autocorrelation function of the data in Fig. 7c decays by one data 

point, indicating uncorrelated fluctuations of Vmin within a 5 nm distance. A statistical analysis of 

the discrete values of Vmin is given in Fig. 7d; the blue line, indicating a Gaussian distribution, is 

added to guide the eye only. In any event, the local variation of Vmin along a scan line causes the 

observed high values for the apparent roughness, thereby impeding atomic resolution imaging 

which requires a flat background over a roughly 5 nm × 5 nm area. 
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Figure 7: Results of bias sweep experiments conducted on undoped SrTiO3, where the vertical 
position of the tip relative to the surface (labeled as ‘z-piezo’) was recorded as a function of a 
bias voltage applied to the backside of the SrTiO3 crystal. (a) z-piezo vs. bias voltage plot. Three 
different regions (accumulation, transition, and inversion) were observed when ramping the bias. 
(b) Zoom into the transition region. (c) Plot of Vmin, representing the value of the applied bias 
voltage Vts at the minimum of the parabola in the transition region, for bias sweeps carried out at 
40 distinct lateral positions along a straight line with 5 nm spacing between individual points. (d) 
Normalized statistical distribution of the values plotted in (c); the blue line, which represents a 
Gaussian distribution, is added solely to guide the eye.  

 

4. Discussion 

The first part of this study related to the characterization of the evolution of surface terminations 

on SrTiO3. All terminations encountered in this study ((√13×√13)-R33.7°, c(4×2), (4×4), (2×2), 
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and (2×1)) have been observed before, but two features stand out: First, we found LEED patterns 

reflecting the c(4×2) reconstruction during most of the preparation schemes applied, while before 

this specific surface termination was only seen after cycles of Ar sputtering. This is remarkable 

because Kienzle et al.[23] theoretically predict the c(4×2) to have a relatively high surface energy 

per (1×1) unit cell of ≈1.78 eV ((1×1)Ti: ≈1.38 eV; ((1×1)Sr: ≈1.29 eV). On the other hand, the 

(√13×√13)-R33.7° was found to have the lowest surface energy per unit cell of all surface 

terminations calculated (≈1.23 eV), which may explain why it was observed after prolonged 

annealing in oxygen rich environments. Let us also note that the c(4×2) → (√13×√13)-R33.7° 

transition observed at higher oxygen fluxes during heating was reversed upon annealing in UHV. 

Supported by the AES results of Fig. 3 and the results of Sect. 3.2, we conclude that initially 

titanium-rich surfaces display measurable increases in Sr concentration during UHV annealing 

that also deplete O from the surface.  

In the second part of the study, we went on to uncover that despite the existence of well-

developed LEED patterns, a substantial degree of disorder appears in NC-AFM images. The 

latter manifests as a considerable ‘apparent surface roughness’ that can be influenced by 

applying a bias voltage, eventually inducing substantial band bending of both the conductance 

and valance bands that causes accumulation and inversion regimes to occur. While these results 

must certainly be viewed in light of the fact that the conductivity was insufficient for STM 

measurements, it was striking that it was seen on all of the samples we investigated. Based on an 

analysis of recent literature, we speculate that we have a situation similar to that encountered by 

Ohsawa et al.,[67] who “found that a typical annealing for preparation of SrTiO3 substrates, 

unexpectedly, resulted in a disordered surface on an atomic scale”. Similarly, Silly et al.,[39] 

despite achieving atomic resolution, observed highly disordered surface terminations. Yet it 
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remains curious how surfaces that appear well ordered in electron diffraction experiments reveal 

no order in surface microscopy. This divergent view of the same surface reflects differences in 

the sensitivities of the two measurements. The LEED measurement emphasizes the atomic 

periodicity of the surface atoms with rapidly decaying contributions from sub-surface layers. In 

contrast, NC-AFM is sensitive to anything that produces a spatially varying force on the tip, 

including trapped charges that can be several nanometers below the surface.[68] Thus, NC-AFM 

reveals that even SrTiO3 surfaces prepared using standard procedures that yield sharp electron 

diffraction patterns still contain plentiful surface and near surface defects that can trap charge. 

One reason why this is not seen in many of the images SrTiO3 surface reconstructions acquired 

with STM is that when conductivity is high enough for STM, the material is so doped that there 

are plentiful electrons to screen these effects.  

To put the importance of this finding further into context, let us recall that charged point 

defects that act as dopants modify not only the electronic properties of the surface, but have also 

been identified as important determinants of the properties of interfacial materials based on 

SrTiO3 substrates. Examples for this material class include the superconducting properties in 

monolayer FeSe on SrTiO3 [12,13] and the conducting properties of the two dimensional electronic 

gas at the LaAlO3/SrTiO3 interface.[69,70] Our use of NC-AFM to characterize the number density 

and spatial distribution of charged defects may therefore be helpful in correlating substrate 

preparation routes and charge states with the characteristics of devices made from such 

interfacial materials. Since external electric fields were shown to cause a band bending through 

which charge accumulation or depletion at the surface can be tuned, one may even speculate that 

applying such fields during growth may be able to alter the properties of films grown on top. 
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5. Conclusion  

The structural phase transformation of SrTiO3 (100) samples induced by following various 

preparation schemes was investigated using AES, LEED, and NC-AFM. LEED measurements 

reveal the existence of (√13×√13)-R33.7°, c(4×2), (4×4), (2×2), and (2×1) reconstructions, with 

the surface changing from c(4×2) to (√13×√13)-R33.7° upon heating while offering a surplus of 

oxygen. In contrast, a (√13×√13)-R33.7° → c(4×2) → (4×4)/(2×2)/(2×1) sequence is observed 

when annealing in UHV. Complementary AES and NC-AFM measurements show that originally 

singly-terminated SrTiO3 (100) crystals prepared under oxidizing conditions are initially 

enriched in Ti at the surface but evolve towards a surface with half unit cell steps and a more 

stoichiometric Sr:Ti ratio when reduced in UHV. Ultimately, such effects may be responsible for 

the varying quality of thin films grown on SrTiO3(100) substrates. 
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