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We show that with a system of electrically-gated wide quantum wells embedded inside a simple
dielectric waveguide structure, it is possible to excite, control, and observe waveguided exciton po-
laritons that carry an electric dipole moment. We demonstrate that the energy of the propagating
dipolariton can be easily tuned using local electrical gates, that their excitation and extraction can
be easily done using simple evaporated metal gratings, and that the dipolar interactions between
polaritons and between polaritons and excitons can also be controlled by the applied electric fields.
This system of gated flying dipolaritons thus exhibit the ability to locally control both the single
polariton properties as well as the interactions between polaritons, which should open up opportu-
nities for constructing complex polaritonic circuits and for studying strongly-interacting, correlated

polariton gases.

I. INTRODUCTION

Exciton polaritons are the dressed states of quan-
tum well (QW) excitons which are strongly coupled
to confined photons. Following their first experi-
mental discovery[1], exciton-polaritons with photons
confined in a cavity mode of a semiconductor micro-
cavity (MC) have displayed a range of quantum col-
lective phenomena [2-10] previously observed only
in cold atomic gases. Exciton-polaritons are also
promising for realizations of new polariton based
logic circuitry which, if successful, would enable
extremely fast transfer and processing of coherent
information packets[11]. Over the last few years,
various building blocks for polariton-based circuits
where demonstrated [12-18]. In spite of the con-
tinuously growing number of experimental demon-
strations of different device concepts, MC-polaritons
have several significant drawbacks when considering
complex large scale polaritonic circuits: Due to the
inherently thick geometry of the MC, the polaritons
reside very far from the surface of the chip. As a
result, control over the polariton confinement po-
tential is possible only after complex processing of
the distributed Bragg reflectors (DBRs) [19]. This
large DBR thickness also strongly limits the ability
to locally shape the polariton potential landscape
using spatially varying electrical fields applied via
small electric gates, as the gates must be placed
very far from the QWs plane. Moreover, the po-
laritons lifetime and thus their maximal propagation
length are inherently limited by the finite reflectiv-
ity of the DBRs. MC-polaritons also leak as they
propagate, thus the position of their out-coupling is
hard to control. In addition, the QW excitons are

neutral, and their interactions are therefore short
ranged[20] and cannot be tuned (The typical inter-
action strength in GaAs QWs is of the order of 5
peV um?[21]), limiting the tunability of nonlineari-
ties required in polaritonic devices, and the ability
to use them for studying strongly correlated systems
[22, 23]. Recently, it was demonstrated that par-
tially indirect MC-polaritons can form from an ad-
mixture of direct and indirect excitons in an electri-
cally biased asymmetric double QW structure [24].
It was calculated [25] that these polaritons should
possess electric dipole moments due to the e-h charge
separation of their indirect excitonic part (thus they
were termed dipolaritons) [26]. However a direct sig-
nature of their dipolar nature, exhibited as dipole-
dipole interactions between polaritons has not yet
been observed experimentally, and observing and
controlling dipolar interactions between polaritons
is still an open challenge.

In this work we demonstrate that by integrat-
ing electrically-gated wide QWSs into simple pho-
tonic waveguide (WG) geometry, we can form dipo-
lar WG-polaritons, allowing better control and addi-
tional functionality for the realization of future po-
laritonic devices. We specifically demonstrate that
the energy of the polaritons can be widely tuned
locally via the application of small voltages on litho-
graphically defined evaporated gates[27]. Further-
more we show that the applied voltage induces a
highly tunable electric-dipole to the excitonic part
of the polariton. This induced dipole leads to an ob-
served repulsive dipole-dipole interactions between
the dipolaritons. We also show that a controlled out-
coupling of the polariton signal is easily achieved by
properly designed metallic out-couplers.
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FIG. 1. (a) An Ilustration of the experimental scheme.
A non resonant excitation through a thin Ti electrode is
used to excite polaritons which propagate with a propa-
gation constant 3. A gold grating coupler with a period-
icity of 240 nm is used to read out the signal. (b) Numeri-
cal calculation of the expected dispersion from our device
in the absence of an electric field. The bare heavy hole
(Xhn) and light hole (X;,) excitons are marked as well as
The LP, MP and UP polariton branches. The bare WG
mode is illustrated by the dashed line. ¢) Calculations
of the charge distribution along the growth direction for
F =0, 12 and 22kV/em. (The non-uniform distribution
when F = 0 originates from the mass difference between
the electron and the hole which makes the electron wave
function more extended.) (d) Calculations of the exciton
red shift and effective dipole length as a function of F.

The general structure and physical concept are
plotted in Fig.1(a), where a set of 12, 20 nm wide,
Aly 4Gag gAs/GaAs/Aly 4Gag gAs QWS serve as the
core of a slab waveguide on top of a 500 nm bot-
tom clad layer of AlggsGagoAs, and with no top
clad layer. The details of the sample structure and
the experimental setup are given in Appenix A. The
WG polaritons result from the strong coupling of
the propagating waveguide TE-mode of the struc-
ture [28], having a WG propagation constant 3, and
the heavy-hole and light-hole excitonic optical tran-

sitions of the QWs having an in-plane k-vector kﬁ( =
B. This strong coupling leads to three polariton
branches, the Upper (UP), middle (MP) and lower
(LP) branches, that exhibit an anti-crossing in their
dispersion around fy that satisfy Ex(8o) = E»(8o)
i.e., the crossing points of the bare modes disper-
sion, as was shown in Refs. [29-31]. The calculated
dispersion of the system, E(8), based on a trans-
fer matrix formalism (see Appendix B) is plotted in
Fig.1(b). Since here the optical mode is confined
by total internal reflection rather than by reflection
from mirrors, the resultant WG polaritons can prop-
agate with much less optical losses, and at velocities
determined by S, which are an order of magnitude
larger than those typical for MC-polaritons[30]. On
top of the sample, a 10 nm thick, semitransparent
Ti channel was deposited. This channel serves as a
top electrode, to which voltage can be applied with
respect to the n™ back gate, resulting in a constant
electric field (F) directed perpendicular to the QWs
plane (see inset of Fig.1(a)). The effect of the elec-
tric field is a quadratic Stark energy red-shift of the
exciton resonance [32], leading to a red shift of the
energy of all the polaritonic branches at the anti-
crossing point and to a decrease of By. Further-
more, The applied field induces a net charge sep-
aration along the z-direction, inducing a net elec-
tric dipole moment for the exciton and thus for
the WG-polaritons. Both the energy of the WG-
polaritons and their dipole moment are controlled
by the applied field. Fig.1(c,d) show self consistent
Schrédinger-Poisson solutions of the charge density,
the exciton energy shift and the effective dipole of
the exciton (Due to the overlap between the wave-
functions of the holes and the electrons, the effective
dipole length which controls the dipolar interactions,
is smaller the the actual charge separation. See Ap-
pendix E for more information) for several values of
(F) respectively.

II. ELECTRIC FIELD CONTROL OF THE

SINGLE POLARITON PROPERTIES

We first focus on measurements of the single WG-
polariton properties and their dependence on F.
To excite these WG-polaritons, a non-resonant CW
laser (at 780 nm) is focused on one end of the gated
channel, which creates a reservoir of uncoupled ex-
citons at the excitation spot. A large fraction of
the excitons relax and accumulate at the bottleneck
of the LP branch of the polariton dispersion, just
below the anti-crossing point[21]. These bottleneck



WG-polaritons reside around 3 ~ 26.2um=! > 0
where the dispersion is steep and thus they have a
very high group velocity of v, = %‘fl—g ~ 67um/ps.
In this sense the WG-polaritons are naturally ”fly-
ing”. Some of these WG-polaritons propagate along
the Ti channel, so to extract them out of the WG at
a specific location, we deposit an Au grating coupler
on top of the Ti channel. The periodicity of the grat-
ing is chosen so that the magnitude of its reciprocal
lattice vector matches the parallel momentum of the
anti-crossing point of the polariton dispersion. As
a result, the polariton dispersion around the anti-
crossing point shifts towards zero parallel momen-
tum and is coupled out by the grating, where their
photoluminescence (PL) can be measured. Fig.1(b)
shows the calculated dispersion of the emitted light
after it is coupled out by the metal grating, as a
function of k) (defined in Fig.1(a), see calculation
details in Appendix B). The Hamiltonian of the sys-
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FIG. 2. (a-c) The measured dispersion at three different
values of F (measured at 30 K), fitted with a coupled
oscillator model (dashed). A red shift of the entire po-
laritonic dispersion as F increases can be clearly seen.
(d) The energies of the LP (below the avoided crossing
point, marked by the white dots in (a-c)) and of the Xy,
as a function of F. (e) The measured (blue dots) and cal-
culated (red line) Rabi frequency ratio, 25" (F)/Q5"(0),
as function of F.

tem neglecting particle interactions is given by:

wp(ﬁ) th(ﬂvF) Q;loh(ﬁaF)
Hp=h QZ’L(@F) wnn(B,F) 0 (1)
Q;i)h(/@aF) 0 wlh(ﬂaF)

Where wpp, win and wy, are the Xpp, Xy, and pho-
ton bare eigenfrequencies respectively and Qgh / Qi,h
are the corresponding Rabi frequencies. Two terms
in Eq.1, depend on F': the first is the bare exciton
energy, which undergoes a quadratic Stark red shift
due to the interaction with the electric field [32], as
was depicted in Fig.1(d). The second is the Rabi
frequency, which is proportional to the overlap inte-
gral between the envelope functions of the hole and
the electron in the QWs. The charge separation in-
duced by the perpendicular electric field (Fig.1(c))
reduces this integral,thus reducing the Rabi frequen-
cies with increasing field. The effect of F on the mea-
sured dispersion can be clearly seen in Fig.2(a-c),
where we show the PL dispersion coming out of the
out-coupler for three different values of the applied
electric field, and at a fixed excitation CW power of
37 uW. Here the excitation spot is close to the out-
coupler and the temperature is relatively high (T=30
K), so all coupled and bare-exciton modes can be ob-
served including the X;; and the MP branch. First,
the red shift of the bare Xy, energy with F results
in a red shift of the whole polaritonic dispersion,
and in a shift of the LP bottleneck to lower 3 val-
ues. Due to the thin design of the sample, a small
voltage of only 4 V leads to large polariton energy
shifts of 15 meV, as can be seen in Fig.2(d), and to
a significant shift of § at the bottleneck [33]. This
demonstrates the electric-field control capabilities of
the WG-polariton system, which is a significant ad-
vantage over MC-polaritons. The other effect of F is
the reduction of the MP-LP energy splitting with in-
creasing F due to the reduction of the electron-hole
wavefunction overlap. Fig.2(e) plots the relative re-

duction in Q’Z}h with increasing F. The experimental

points of QM (F)/Qh"(0) in Fig.2(e) were extracted
by fitting the dispersion to Eq.1, shown as dotted
black lines in Fig.2(a-c). The red line in Fig.2(e)
is the theoretically calculated Q" (F)/QR"(0) from
the e-h wavefunction overlap using the numerical
Schrédinger-Poisson solver. A very good agreement
between experiment and theory is found. Even at a
very significant LP energy shift of 10 meV, the MP-
LP splitting is reduced by only less than a factor
of 2, and the system is still well within the strong-
coupling regime.



1.53

22kV /em 22kV /em 22kV /em
15251y 3uW 50uW - 240pW
Mode "
1521 ¥ -
#
1515 f
1.53 —— —
L1525
W = i
— 152 L
= 5kV/em 5kV/em
1.515 50uW 240uW
153

1.525 f‘ = P P
152 f
=7.5kV /em 5kV/em 5kV/em
1.515 3uW 500w [ &

240uW
04-02 0 02 -04-02 0 02 -04-02 0 02
. —1
ky [wm]
800
e 7.5 kV/em
Ol e 15kViem 600 !
= [ e 22KVicm a5 :
L2 N
g _
[ 21 nm s
g 1 \,‘4""“3._77»m
of ¥ b C
0

0 5 10
Emission intensity [a.u.]

2
AE [meV]

FIG. 3. (a) Measured dispersion at different excitation
powers and different values of F (measured at 5 K). Each
row represents a constant F while each column repre-
sents a constant excitation power. The increased energy
blueshift (AFE) with increasing power is clearly seen, and
is more significant at larger F values. The TM mode is
marked by an arrow in the top left panel. (b) The en-
ergy blueshift, AE, measured where x, = % (marked by
the black points on (a)) as a function of the LP emission
intensity, for 3 different values of F. (c) An estimation
for the density of the dipoles extracted from the AFE val-
ues in (b) using the mean field model. The value of the
effective dipole for a selected point on each of the three

curves is marked.

IIT. ELECTRIC FIELD CONTROL OF
INDUCED DIPOLAR INTERACTIONS
BETWEEN POLARITONS

Next we turn to observe the particle-particle in-
teractions. In the presence of an electric field the
excitons, and thus the WG-polaritons become dipo-
lar, with their dipole moments all pointing at the
same direction, i.e., perpendicular to the QW plane.
In this case the dipole-dipole interactions are repul-
sive, and thus are expected to yield an increase in
the energy of the dipoles, which should result in a
blue-shifted emission spectrum. Importantly, the
interaction-induced energy blue-shift, AFE, is pro-
portional to the dipole size d [22, 23]. d in turn

depends on the magnitude of F (as was shown in
Fig.1(d)), and on the dipoles density, which due to
electric screening reduces the effective Stark shift
and thus tends to reduce the effective dipole. In ab-
sence of spatial correlations, the interaction energy
of a population of dipoles with an average density n
is given by [22]:
2

AE =g(F,n)n = Wn (2)
where e is the electron charge, € is the dielectric con-
stant, and d is the effective dipole length. We thus
expect that a clear signature of dipolar interactions
between WG-polaritons is an observation of a posi-
tive AE(F,n) which should increase with increasing
dipole density n, and that its slope with respect to
n should increase with increasing F. We also expect
that for a fixed F, AFE should increase sub-linearly
with n, since as mentioned above, d decreases with
increasing n. To check these predictions, we con-
ducted a sequence of measurements with a pulsed
laser excitation (at 775nm with 300ps pulse dura-
tion) on a similar device as was described above at
T=5 K. To observe only polariton-polariton inter-
actions, the optical excitation was focused 15 um
away from the out-coupler, and the emission from
the out-coupler was measured using a gated intensi-
fied camera (PI-MAX) with a 10ns exposure window
overlapping the laser pulse. Since the bare Xy, is
too slow to reach the out-coupler within the short ac-
cumulation time of the camera, we observed mostly
emission from the fast, low-loss LPs, and the emis-
sion from the bare Xj; was very weak, as can be
seen from the measured emission spectra in Fig.3(a).
Since the particles density increases with increasing
excitation power, we expect a corresponding increase
in the polariton energy. We conducted such power
sequences with different fixed F values. In Fig.3(a)
we present results from three of these sequences for
3 different values of F. These measurements clearly
show a blue shift of the LP line with increasing ex-
citation power, which is indeed more significant as
F is increased. We note that during these measure-
ments no polarizer was used for the PL and thus the
TM-mode was also measured (marked in the top left
panel of Fig.3(a)). Since the LP density at the out-
coupler is proportional to the LP emission intensity
(the lifetime of the polaritons under the coupler is
given by the coupling efficiency and is fixed for all
experiments), we plot in Fig.3(b) the extracted AF
of the LP-mode (below the avoided crossing point
where the X, fraction is %) as a function of the
LP intensity. Again, a clear increase of AE with in-
creasing intensity and thus with increasing polariton



density is observed, indicating that this is indeed a
many-body interaction effect. Furthermore, the in-
crease is sublinear with the intensity, and its slope
significantly increases with increasing F, as is ex-
pected for dipolar interactions. The maximal mea-
sured AF increases from 0.8 meV at the lowest F
value to 2 meV at the highest. On the contrary,
such a dependence is not expected for non-dipolar,
short-range interactions.

Using the Schrodinger-Poisson solver, we can ex-
tract the effective value of d for each measurement
point in Fig.3(b) and utilize it to calculate the F-
dependent coupling constant g in Eq.2. This yields
g ~ 5.7 ueVum? for F = 22 kV/em, g ~ 3.6
peVpum? for F =15 kV/cm and g ~ 1.4 peV um? for
F =17.5 kV/em[34]. These values demonstrate that
the dipolar interaction strength can be electrically
controlled over a large tuning range, as was theoret-
ically calculated in Ref. [35], and seems to be much
larger than the prediction of Ref. [25]. Next, us-
ing these values of g and the corresponding values of
AFE, we estimated the local density of the dipoles n
at the out-coupler point, which we plot in Fig.3(c).
These dipole densities are given by: n = ng + xzn,
where n, (n,) are densities of the excitons (polari-
tons) and x, is the excitonic weight in the polari-
tonic wavefunction. Since from the spectra we see
that almost all the particles are from the LP-mode,
we have n ~ y,n, [36]

IV. CONCLUSIONS

In conclusion we showed that electrically gated
WG-polaritons are highly tunable, where both
the single polariton properties as well the dipolar
polariton-polariton interaction strength can be eas-
ily controlled over a large range of values via local
changes of the applied electric field. These polari-
tons are also fast propagating, inherently low-loss,
and their in- and out-coupling can also be well con-
trolled, making them highly suitable for both funda-
mental studies of interacting polariton systems and
of interaction induced spatial correlations, as well as
for future polariton-based logic circuitry. In partic-
ular, the dependence of the polariton energy on F,
and the ability to vary F locally due to the proximity
of the polaritons to the surface, suggests that various
potential and interaction landscapes can be tailored
by choosing different layout for the top electrodes.
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Appendix A: Experimental details

The data which is presented in the paper was ac-
quired during two different experiments. The dif-
ference between the experiments was in the temper-
ature of the sample and in the method of optical
excitation. The data which is presented in Fig.2 of
the paper was acquired under CW laser excitation
at A = 780nm and at 30 K. Here Only the TE-
polarized PL (with respect to the out-coupler grat-
ing) was measured. The data which is presented in
Fig.3 was acquired at 5 K under pulsed excitation
at A = 775nm where the pulse width and repetition
rate were 300ps and 200k H z respectively and the PL
was acquired during a 10ns accumulation window
starting at the rise of the laser pulse, using a gated
intensified camera (PI-MAX). Here no polarizer was
used during the acquisition of the PL and thus both
the TE and the TM modes were measured. The
measurements were done using the k-space imaging
setup which is illustrated in Fig.5. The position of
the excitation beam (spot size of ~ 4 um ) with re-
spect to the grating is controlled by the mirrors M1
and M2. A pinhole located in the first image plane
filters out photons which were emitted from regions
around the grating. We used an x20 infinity cor-
rected objective (NA=0.42), a Fourier lens of f=50
cm and an imaging lens of f=40 cm.

Appendix B: Sample design and numerical
simulations

The design of our sample and some of the anal-
ysis were done with a numerical solver written
in our lab. The solver, which calculates the re-
sponse functions (reflection and transmission) of a
stack of thin dielectric films with one periodic layer,



20nm Al Ga,,As, X=0.4
.
—Core
x12{ 20nm Al,Gay As,
L]
L]
L]
500nm Al Gaq,As, X=0.8
Clad
50nm AlAs

FIG. 4. Layer structure the measured sample

1% Fourier Image
plane plane

fif f, f, fs

Image plane /

2" Fourier plane

]

N _ » Polarizer N
—

e W G

Pinhole

Spectrometer

rrrrrrrrrrrr

| Sample
]

x20 BS Fourier Imaging | ccb
Objective lens lens

Excitation

FIG. 5. The Experimental setup.

is based on the method of rigorous coupled wave
analysis (RCWA)[37, 38] and the transfer matrix
formalism[39]. In addition, the solver allows us to
calculate the electromagnetic field distribution in-
side the WG from which the overlap between the
photonic mode and each of the QWs can be deduced.
In Fig.6 we present examples of typical calculations
simulating the response of our sample.

Appendix C: TE and TM waveguide polaritons

Excitons in GaAs QWs can be classified by the ori-
entation of their optical dipole moment. T (L) exci-
tons have an in-plane oriented optical dipole moment
which is perpendicular (parallel) to their center-of-
mass wave-vector, respectively. The optical dipole
of Z-excitons is oriented along the growth direction
of the QW. Due to symmetry considerations, Cou-
pling of photons to Z-excitons is allowed only for
the Xj,[40]. TE-polaritons, which are waveguide
polaritons consisting of a TE-polarized WG pho-
tonic mode, can be composed of both T-X}; and
T-X;p, while TM-polaritons (with a TM-polarized
WG photon), can be composed of L-Xp, L-X;;, and
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FIG. 6. An RCWA Numerical calculations of our sam-
ple. a) Calculated dispersion for TE (left panel) and TM
(right panel) polarizations. The Xp, and X, are marked
as well as the 1st and 2nd WG modes at each polariza-
tion. The difference between the dispersions of the TE
and the TM polaritons can be seen. b) The distribution
of the electromagnetic field in one unit cell, calculated
for the marked point at the top left panel.

Z-Xip. In addition, the interaction strength of the
TM WG-mode and the L- X}y, is proportional to the
in-plane component of the electromagnetic polariza-
tion vector (o< £2)[40]. In our system %2 ~ I mak-
ing QZ”(TE) = 3QZh(TM), so the TE polaritons
have a larger Rabi-splitting. This is the main reason
we focus on those polaritons in this work. We also
note that due to the reduced interaction between
the TM-mode and the Xj;, the TE and TM po-
laritons have different dispersion, and are therefore
easily separable (See Fig.6). This is another fea-
ture which distinguishes WG-polaritons from MC-
polaritons, which might be used to explore various
types of inter-polarization parametric scatterings.



Appendix D: The coupled oscillator model

The fitting to the model was as follows: from
each measurement we extracted the bare mode ener-
gies wp(B8), wrn (6, F) and wip (8, F). The extraction
of wp(B) was done by fitting the bare photon dis-
persion equation to the photon-like part of the LP
dispersion. Qp5,(0) and §2;,(0) are calculated from

Be?_fun = 6.4

Ref. [41] to be iQup(0) = T - /5250

meV and 7€, (0) = 3.5 meV, where Ly is the QW
thickness, m. is the electron mass and € is the di-
electric constant. The oscillator strength per unit
area of the heavy and light hole excitons were taken
to be [42] £+ =6-10"% and & =3.107* A2 re-
spectively. The factor I' which was used as a fitting
parameter represents the degree of overlap between
the photonic mode and the QWs. After we found
T, the spectra was fitted with Qpx(F)/Qun(0) and
Qn(F)/Qm(0) as the fitting parameters. As the
dependence of the coupled-modes splitting on the
linewidth of the bare modes is proportional to the
difference between the bare modes linewidths, and
since these linewidths are roughly the same, the ef-
fect of the linewidth was neglected.

Appendix E: Calculation of the effective dipole
length

Here we present the derivation of the effective
dipole length which is presented as function of F
in Fig.1 of the paper and was used to extract the
density in Fig.3
The interaction energy between two excitons can be
described as follows:

_ ﬁ . [f (21) P08 (22) [Pdz1dzo
==Y e [ s

(E1)
where z; are the coordinates of the first (i =1 ) or
second (i = 2) interacting particle, ¥7(z;) are the
envelope functions of the hole (x=h) or the electron
(x =€) and €,y is given by

z=e,h
y=e,h

1 z=y

-1 z#y
Under the mean field approximation the interaction

energy is:

€£y ==

Eimi = n / w(r)d2r (B2)

substituting Eq.E1 into Eq.E2 and integrating over
r we get:

2mwe?n
Eint =

€
x=e,h
y=e,h

(E3)
while in the process we neglected contributions from
r — oo due to the antisymmetric properties of €y,.
Finally by comparing Eq.E3 to the capacitor formula
of Eq.2, we can identify the effective dipole length d
as:

=3 ely/ |21 — 20| Y7 (21) [ (22)[*dz1dzo

2
x=e,h
y=e,h
(E4)

a 2

Te(2)[*
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FIG. 7. The probability distribution of the electron and
the heavy hole at (a) F = 0 and (b) F = 22kV/cm
calculated using our self consistent Schrodinger-Poisson
solver.

Appendix F: PL of the Quantum Wells

Here we present two PL spectra of the sample at
the excitation point at the two different tempera-
tures at which the measurements in the paper were
taken. The light hole excitons can be seen in both,
but are much more significant at the higher temper-
ature of 30K

S e / o1zl (22 P ot (22) Pz
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FIG. 8. Normalized PL at 30 K (left) and 5 K (right)
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