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We study the many-body localization aspects of single-particle mobility edges in fermionic sys-
tems. We investigate incommensurate lattices and random disorder Anderson models. Many-body
localization and quantum nonergodic properties are studied by comparing entanglement and thermal
entropy, and by calculating the scaling of subsystem particle number fluctuations, respectively. We
establish a nonergodic extended phase as a generic intermediate phase (between purely ergodic ex-
tended and nonergodic localized phases) for the many-body localization transition of non-interacting
fermions where the entanglement entropy manifests a volume law (hence, ‘extended’), but there are
large fluctuations in the subsystem particle numbers (hence, ‘nonergodic’). Based on the numerical
results, we expect such an intermediate phase scenario may continue to hold even for the many-
body localization in the presence of interactions as well. We find for many-body fermionic states
in non-interacting one dimensional Aubry-André and three dimensional Anderson models that the
entanglement entropy density and the normalized particle-number fluctuation have discontinuous
jumps at the localization transition where the entanglement entropy is sub-thermal but obeys the
“volume law”. In the vicinity of the localization transition we find that both the entanglement
entropy and the particle number fluctuations obey a single parameter scaling based on the diverging
localization length. We argue using numerical and theoretical results that such a critical scaling
behavior should persist for the interacting many-body localization problem with important observ-
able consequences. Our work provides persuasive evidence in favor of there being two transitions
in many-body systems with single-particle mobility edges, the first one indicating a transition from
the purely localized nonergodic many-body localized phase to a nonergodic extended many-body
metallic phase, and the second one being a transition eventually to the usual ergodic many-body
extended phase.

I. INTRODUCTION

Quantum thermalization of isolated systems undergo-
ing unitary time evolution is a far-reaching fundamen-
tal problem in quantum statistical mechanics. The issue
of whether a large quantum system can act as its own
bath touches upon the deepest questions in statistical me-
chanics such as the equivalence between microcanonical
(“constant energy”) and canonical (“constant tempera-
ture”) ensembles, and even the applicability of the con-
cepts of thermodynamic equilibrium and temperature in
describing isolated quantum systems. To reconcile uni-
tarity and quantum ergodicity, it has been conjectured
that typical isolated quantum systems will thermalize in
the long-time limit, in a sense of the so-called eigenstate
thermalization hypothesis (ETH)1,2, where the neighbor-
hood of a subsystem acts as an effective quantum bath,
making microcanonical and canonical ensembles equiv-
alent for large isolated systems. In fact, the ETH hy-
pothesis in its strong form asserts that every eigenstate
of an isolated quantum system is thermal. Whether this
is true generically for all interacting quantum systems in
the presence of disorder and interaction is a topic of great
current theoretical interest. Understanding quantum er-
godicity becomes more relevant (and no longer just a
purely abstract theoretical question) with the recent ex-
perimental progress in synthesizing artificial many-body
systems, e.g., with atoms, photons, or artificial qubits,

where couplings to the environment could be made neg-
ligible3–6, and therefore, the issue of an “isolated” quan-
tum system is no longer just an abstraction and can be
tested in the laboratory. Current activity in building a
fault-tolerant quantum computer, which necessitates a
great degree of isolation for the system from the environ-
ment, also raises the question of the fundamental statis-
tical mechanics of isolated interacting quantum systems.
Although the conjecture of quantum ergodicity has not
been proved for generic systems, it has been confirmed
in a few cases by numerical studies for clean many-body
systems7,8. For certain integrable models including free
fermions, it has been shown that the local observables
of typical eigenstates respect ETH9–14. This is a non-
trivial statement as the conserved quantities in integrable
models do not satisfy ETH (and one would have thought
that a free system can never thermalize!) in any sense.
For such thermal systems, the entanglement entropy is
an extensive quantity (often referred to as “the volume
law” since the entanglement, being extensive, grows as
the volume of the system in contrast to ground states of
quantum systems where the entanglement usually obeys
“an area law” up to logarithmic corrections– this dis-
tinction between volume and area laws for the entangle-
ment entropy turns out to be a key quantity of interest in
studying quantum thermalization of quantum systems).

As a function of disorder strength, isolated quantum
systems can undergo a transition from an extended ther-
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mal phase to a many-body localized (MBL) nonthermal
phase15–18, where a subsystem would fail to thermalize
with its neighborhood17–20. The existence of the MBL
phase in interacting disordered systems has been demon-
strated by perturbative arguments16, which was then
further confirmed by recent numerical work21–31 and a
mathematical proof32. To locate the MBL transition, dif-
ferent aspects have been examined19,24,33–67, for example,
entanglement entropy, level repulsion, and non-thermal
fluctuations. Across the transition, the entanglement
entropy becomes an intensive quantity68 (i.e. changing
from a volume to an area law), thus no longer respecting
the thermal entropy; the level repulsion disappears in the
MBL phase giving rise to Poisson level statistics; and the
non-thermal fluctuations are greatly enhanced violating
ETH27 since the system is no longer in thermodynamic
equilibrium by itself. It is however unclear how to relate
the transitions determined from these different MBL di-
agnostics. Are all of them always exactly equivalent (as
has almost always been assumed, but never established
explicitly) with respect to the MBL transition? (It is al-
ready known that one particular diagnostic, namely, the
inverse participation ratio, which is used extensively to
study single-particle localization is a poor indicator for
the MBL transition although it is very efficient in identi-
fying the single-particle Anderson localization.) Recent
theoretical arguments and numerical studies suggest that
the localization and nonthermal transitions may not al-
ways coincide27,47,69,70. Studying this question in depth
for fermionic systems with single-particle mobility edges
(separating the energy eigenstates sharply between local-
ized and extended) is the goal of the current work.

When considering many-body mobility edge physics
(i.e. investigating MBL in a system whose noninteracting
counterpart has a single-particle mobility edge), under-
standing the possible scenarios of MBL transitions faces
additional complications27,28,45,61,71,72. In the context
of single-particle localization, the mobility edge is well-
established in the three dimensional Anderson model15

and also various one dimensional incommensurate lattice
models73–82. In the MBL context, resolving the mobil-
ity edge in a fully interacting system is very challenging,
particularly using purely numerical techniques because
of severe finite size effects. Nonetheless, some progress
has been made in recent numerical studies and some ev-
idence for the existence of the many-body mobility edge
has been presented. But a theoretical consensus about
the thermodynamic limit is still lacking due to the limi-
tation of simulating large interacting systems72. In fact,
an extreme view has been that for systems with single-
particle mobility edges, the corresponding interacting
systems will exhibit no MBL and will be manifestly ther-
mal. The argument for this extreme view, which, in our
opinion, is ill-founded, is that such a system must al-
ways have mixed extended and localized single-particle
orbitals forming the many-body wavefunctions, leading
to thermalization explicitly obeying ETH. Aside from the
fact that, if this extreme view were valid, then MBL be-

comes a subject only of very limited academic interest
since generic three dimensional disordered systems typi-
cally have single-particle mobility edges, we believe that
the mixing of the localized and extended single-particle
orbitals (at different single-particle energies) in forming
the many-body states could in fact lead to the possibility
of the existence of an intermediate phase which is ‘ex-
tended’ (by virtue of the extended orbitals contributing
to the entanglement entropy) but nonthermal (by virtue
of the localized orbitals contributing to large nonthermal
fluctuations). Recent numerical work provides evidence
for such an intermediate MBL phase27,28,83,84, and in our
current work, we study this problem in great depth pro-
viding possible scenarios leading to this exotic nonther-
mal metallic phase, intermediate between a pure thermal
and a pure MBL phase.

In this work, we investigate thermalization and local-
ization properties of non-interacting fermions through
a one dimensional (1d) incommensurate lattice model
and the three dimensional (3d) Anderson model. (Both
classes of models we study have single-particle mobility
edges sharply separating the one particle energy eigen-
states into localized and extended states.) We calcu-
late the entanglement entropy scaling and the subsys-
tem particle number fluctuations to track the localiza-
tion and nonergodic transitions, respectively. In the fol-
lowing manuscript, we study the thermal to non-thermal
transition in the context of local observables of a sub-
system, which can satisfy ETH (despite the model being
non-interacting) as described in detail in Secs. II and III.
In a completely extended phase, we find that the en-
tanglement entropy obeys the volume-law and that non-
thermal fluctuations are suppressed, and consequently
the system is in a thermal phase whose thermal entropy
is equal to the entanglement entropy. In a completely lo-
calized phase, we find that the entanglement entropy fol-
lows an area law and non-thermal fluctuations exhibit a√
N scaling (for particle number N). (These two phases,

thermal and localized, are of course already known in
the literature through studies of models with no single-
particle mobility edges.) We establish the scaling relation
between the particle number fluctuation and the local-
ization length in a many-body localized phase. In the
presence of a single-particle mobility edge, we find that
the interplay of localized and delocalized degrees of free-
dom leads to an intermediate phase where we have both
volume-law entanglement entropy (with a sub-thermal
value) and strong non-thermal fluctuations27. In this
phase, entanglement and thermal entropies, both being
extensive, strongly deviate from each other. At the local-
ization transition, we find for 1d Aubry-André (AA) and
3d Anderson models that the entanglement entropy has
discontinuous jumps in the thermodynamic limit. For
all the investigated models with a mobility edge, we find
a considerable parameter region where the entanglement
entropy is extensive but does not match the thermal en-
tropy. Our results for particle number fluctuations give
important guidelines on how to experimentally distin-
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guish nonergodicity and localization, which we do not
find to be equivalent in systems with single-particle mo-
bility edges. Our discovery of a distinction between lo-
calization and nonergodicity (i.e. they do not necessarily
coincide) is a result of fundamental significance, which
has not been appreciated before (except in the context
of Refs. 27, 28, 83, and 84).

The goal of the current work is to study MBL prop-
erties of non-interacting (although we do present some
results for the interacting systems too, see, e.g., Figs. 2
and 19) many-body systems, where the corresponding
single-particle problem has a mobility edge, in order to
clearly understand (and establish) the emergence of an
intermediate (i.e. in between the ergodic extended phase
and the non-ergodic many-body-localized phase) non-
ergodic ‘metallic’ phase. We emphasize that recent work
in interacting systems has indicated that MBL exists in
interacting systems which have single-particle mobility
edges, and more interestingly, there is an intermediate
phase which is simultaneously nonergodic and extended
in such a system in the presence of interaction27. Since
the studied interacting MBL systems in Ref. 27 have
rather limited system sizes (10-20 particles), it is impor-
tant to investigate finite size effects by going to much
larger systems in order to ensure the robustness of the
MBL and the intermediate phase, which is obviously im-
possible in an interacting system where the many-body
Hilbert space becomes prohibitively large for > 20 in-
teracting particles. This motivates the current study,
where using noninteracting many-body states we can nu-
merically study large systems (∼ 100 or more particles),
to verify the earlier interacting small system study re-
sults27,28. An important aspect of the current study is
that the intermediate non-ergodic extended phase (in be-
tween purely non-ergodic localized and ergodic extended
phases) emerges naturally here as ‘mixed’ many-body
states formed by combining both extended and local-
ized single-particle orbitals of the corresponding one-
particle Schrodinger equation. The current work thus
establishes the existence of the intermediate non-ergodic
extended phase definitively without any finite-size con-
straint. Since the existence of such an intermediate phase
has already been reported27 in the interacting many-
body problem (albeit in small systems), it is reasonable
to expect that the intermediate non-ergodic extended
phase is a generic phenomenon in the thermodynamic
limit which remains stable in the presence of finite inter-
actions.

In order to avoid any misunderstanding or confusion,
we mention right in this introduction what our paper
is not about. It is not about many-body-mobility-edges,
which is a distinct topic of considerable interest and im-
portance by itself. We do not discuss or even consider the
question of whether many body localization itself could
lead to the emergence of many body mobility edges. All
currently existing many body localization studies (except
for Refs. 27 and 28, and the current work) start with non-
interacting systems where all single-particle states are

localized (either by random disorder as in the Ander-
son mode or by deterministic aperiodicity in the lattice
potential as in the Aubry-André model), and then ex-
plore what happens to the many-body eigenstate spec-
tra as the interaction is turned on. If the many body
spectrum remains localized (as reflected in the entangle-
ment entropy being an area law) up to a finite interac-
tion strength (for a fixed disorder), then the system is
considered to manifest many body localization, and the
the many body localization transition is characterized
by the critical interaction strength (in units of disorder
strength) where the many body spectrum changes from
being localized (area law) to delocalized (volume law). It
is, of course, in principle possible that the many body
spectrum itself exhibits a many body mobility edge as
a function of the interaction strength (i.e. the spectrum
is localized up to a specific many body energy density
and delocalized above that) even though the correspond-
ing noninteracting single-particle spectrum is strictly lo-
calized everywhere. This would be the analog of the
single-particle mobility edge in the many-body localiza-
tion problem where the effective mobility edge, created
entirely by interaction effects, divides the many body
eigenstates into localized and delocalized parts accord-
ing to their energy densities. Our work does not have
anything to say about this important issue of the exis-
tence or not of the interaction-driven many body mobility
edge. We start from a noninteracting fermionic problem
where the single-particle spectrum has an explicit mobil-
ity edge, and then ask whether the corresponding many-
body spectrum could manifest localization, and if so,
what the nature of this localization transition is, finding
that the many-body spectrum in the presence of single-
particle mobility edges allow for a new kind of ‘interme-
diate’ nonergodic delocalized phase where the entangle-
ment entropy obeys a subthermal volume law while at
the same time thermodynamic quantities manifest large
nonthermal fluctuations.

This paper is organized as follows: In section II we
introduce the notion of fluctuations of one-body observ-
ables across nearby eigenstates. In section III we estab-
lish the diagnostics to study the localization and the ther-
malization transition separately. In sections IV and V we
study the localization/thermalization transitions in the
absence and presence of a mobility edge respectively. In
section B, which is a self-contained section independent
of the rest of the paper providing the critical properties
and the local integrals of motion for the incommensurate
localization models we study, we discuss level statistics,
critical properties, and local integrals of motion of the
incommensurate lattice model with a single-particle mo-
bility edge. We conclude the paper with a summary of
our main results and a discussion of the open questions
in section VII.
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II. QUADRATIC HAMILTONIAN AND
STRONG FLUCTUATIONS OF ONE-BODY

OBSERVABLES

For non-interacting fermions, the Hamiltonian is
quadratic and can be written in a diagonal form,

H =
∑
ε

ε nε,

with nε the occupation number operator of the single-
particle eigenstates. The many-body states in this basis
are

|Ψ〉 = |m1, . . . ,mD〉,

with 〈Ψ|nε|Ψ〉 = mε . The corresponding total energy is
E =

∑
εmεε. In the thermodynamic limit with the sys-

tem size D = Ld →∞ and particle number N →∞, the
energy E is an extensive quantity and is almost indepen-
dent of the occupation number of any particular orbital.
For different many-body states near a certain given en-
ergy E0, the occupation number mε can be treated as a
random variable (see Fig. 1), satisfying a distribution

P (mε) =

{
pε for mε = 1;

1− pε for mε = 0.
, (1)

with pε = 1
eβ(ε−µ)+1

, and β and µ determined by the en-

ergy E0 and the particle number N85. This fermonic
probability distribution is a statistical fact (arising sim-
ply from the Pauli principle) and does not rely on ther-
malization or ergodicity. For non-interacting fermions,
we have strong fluctuations in mε, characterized by its

variance var[mε] =

√
m2
ε −mε

2 =
√
pε(1− pε). There-

fore, the eigenstate thermalization hypothesis (ETH) is
trivially violated for non-interacting fermions and the
system is non-thermal (as one would expect for a sys-
tem with no inter-particle interactions). In contrast, for
an interacting system in a thermal phase, the fluctuation
in mε is greatly suppressed and mε takes a value between
0 and 1 (see Fig. 2 (a)). With weak interactions, mε it-
self, instead of the probability pε, obeys the Fermi-Dirac
distribution and is equal to 1

eβ(ε−µ)+1
. In this case ETH

is respected.

However, the local observables for a subsystem, aver-
age particle number for example, may look thermal and
obey ETH even for non-interacting fermions (see Fig. 3).
In this manuscript, we mainly consider non-interacting
fermions with disorder, and focus on ETH and its viola-
tion based on whether or not local observables are ther-
mal. The notion of ETH for local observables was also
previously used in studies of quantum thermalization9–14.
It is important to emphasize that if we instead study
non-local observables, then non-interacting fermions are
trivially non-thermal, essentially by definition.
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Figure 1. Many-body states in the 3d Anderson model. Here
we randomly sample 105 many-body eigenstates of fermions at
half filling. In (a), (c), and (e), we choose a disorder strength
W/t = 3, and sample extended states. In (b), (d), and (f), we
choose W/t = 20 with all states localized. (a) and (b) show
the occupation number m0 of the eigenmode at the single-
particle spectra center. The occupation numbers for other
orbitals behave similarly. For both extended and localized
systems, we have strong fluctuations in m0. (c) and (d) show

the bipartite (γ = 1
2
) density ρbipart =

Nbipart

D/2
, with Nbipart

the particle number in one half of the system. For local-
ized states, the bipartite density exhibits strong fluctuation
as shown in (d), whereas it is suppressed for extended states
as shown in (c). (e) and (f) show the scaling of the fluctu-
ation with increasing system size. In (e) and (f) we average
over energy, since the energy dependence of the fluctuation
is negligible. The numerical results agree with our analytical
analysis (Eq. (16)).

III. DIAGNOSTICS FOR LOCALIZATION AND
QUANTUM NONERGODICITY

To diagnose the localization transition, we calculate
the infinite temperature entanglement entropy by aver-
aging over all eigenstates. We note here that although
temperature itself is not a meaningful concept here (since
there is no bath defining the temperature), the ‘infinite
temperature’ is a meaningful construct implying that all
states are equally populated independent of their ener-
gies. In our calculation, the average is carried out by
randomly sampling the many-body spectra as the deter-
ministic average is impossible due to the huge Hilbert
space dimension, say for a system of size L = 100 at half
filling. To characterize the thermal-to-nonthermal transi-
tion, we calculate the fluctuation of particle number in a
subsystem, to be elaborated more in the following. With
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Figure 2. Eigenstate thermalization hypothesis and its viola-
tion in interacting Aubry-André model. (a) and (b) show the
occupation number mlow of the lowest energy orbital. (c) and
(d) show scaling of the fluctuation of the bipartite (γ = 1

2
)

occupation number versus the total particle number. The nu-
merical results for this interacting case are consistent with the√
N scaling as we find for the non-interacting case. The inter-

action strength is fixed to be V/t = 2 here. (a) and (c) corre-
spond to the delocalized phase where we choose λ/t = 0.25.
(b) and (d) correspond to the localized phase with λ/t = 2.

these two distinct diagnostics (i.e. entanglement entropy
and number fluctuations), we are in a position to dis-
tinguish the non-thermal transition from the localization
transition.

In this work, we investigate three model Hamiltonians
exhibiting single-particle localization. One is the Ander-
son model describing fermions in random quenched dis-
order potentials with a Hamiltonian H = H0 +Hint

15

H0 = −t
∑
〈r,r′〉

(
c†rcr′ + H.c.

)
+
∑
r

hrc
†
rcr

Hint = V
∑
〈r,r′〉

nrnr′ , (2)

with hr a random number drawn from a box distribu-
tion within [−W/2,W/2], on a simple cubic lattice with
periodic boundary conditions. (In this paper, we mostly
study many-body properties in the noninteracting situ-
ation with V = 0 for all our localization models– we
note that for fermions, even the noninteracting many-
body problem is nontrivial with considerable correlations
in the many-body product states.) We study both one
dimensional and three dimensional systems. The sec-
ond model we study is a one dimensional generalized
Aubry-André (GAA) model describing fermions mov-
ing in an incommensurate potential, with a Hamiltonian
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Figure 3. ETH violation in the many-body states of 1d An-
derson model. (a), (c), and (e) show the thermal and entan-
glement entropy per lattice site (s) versus the energy density
(e) for a subsystem. The average density is fixed to be at half
filling. (b), (d), (f) show the particle density in the subsystem
(ρsub). In this plot we choose a subsystem of 32 sites within
a global system with size L = 2048. The calculations are
carried out using the stochastic sampling method illustrated
in Sec. III B, where the total particle number is not strictly
fixed. In (a,b), (c,d),and (e,f), the disorder strengths (W/t)
are respectively, 0, 2, and 10. For the clean case (W/t = 0),
the entanglement entropy is equal to the thermal entropy and
the subsystem density does not exhibit strong fluctuations,
i.e. these observables look thermal despite the model being
non-interacting. For the disorder case, the entanglement en-
tropy is smaller than the thermal entropy and the subsystem
density shows strong fluctuations.

H = H0 +Hint
27,82

H0 = −t
L∑
j=1

(c†jcj+1 +H.c.) + 2λ
cos(Qj + φ)

1− α cos(Qj + φ)
nj

Hint = V
∑
j

njnj+1. (3)

With α = 0, this model reduces to the well-known Aubry-
André (AA) model73–75. With α 6= 0, the GAA model
manifests a single-particle mobility edge82. In this work
Q/2π is fixed to be the inverse golden ratio although
in general any irrational number would work. The third
model we study is an incommensurate non-interacting 1d
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lattice model with finite-range tunneling80

H0

= −t
∑
j 6=j′

e−p(|j−j
′|−1)c†jcj′ + 2λ

∑
j

cos(Qj + φ)nj .(4)

This model also has a single-particle mobility edge80,81.

A. Entanglement and thermal entropy

Without interactions, the many-body eigenstates of
fermions (see Appendix) are Slater-determinant product
states (in order to satisfy the Pauli principle), whose en-
tanglement entropy is fully determined by the two-point
correlation function86

Gij = 〈c†i cj〉.

Diagonalizing the correlation matrix G restricted to a
local subsystem, we get eigenvalues zm ∈ [0, 1]. The
Von-Neumann entropy is then simplified for the non-
interacting eigenstates to be

S(l) = −
∑
m

{(1− zm) log(1− zm) + zm log zm} , (5)

with l the number of lattice sites in the subsystem. The
rank-n Réyni entropy is given by

Sn(l) =
1

1− n
∑
m

log [znm + (1− zm)n] (6)

In this work, we will mainly use Von-Neumann entropy of
Eq. (5) for the entanglement entropy although our con-
clusions do not change if Réyni entropy is used.

If ETH is satisfied, the subsystem is thermal and its
local observables are described by the grand canonical
ensemble. The thermal entropy of the subsystem then
reads85

ST =
∑
m

{
β(εm − µ)

1 + eβ(εm−µ)
+ log

[
1 + e−β(εm−µ)

]}
. (7)

Here εm is the single-particle spectra of the subsystem,
and β and µ are the inverse temperature and chemical
potential of the thermal ensemble. In the mathematical
description of the thermal ensemble, the temperature is
simply a parameter, while physically one can think that
the subsystem is put in contact with an auxiliary external
bath at a specific temperature. We use units such that
the Boltzmann constant is unity. At infinite temperature,
the thermal entropy is related to the number of orbitals
in the subsystem l by

ST = l log 2.

This infinite temperature thermal entropy formula still
holds in the presence of interactions.

It is worth noting that the distribution of many-body
energies is typically strongly peaked at the middle of the
spectra, Emiddle, regardless of localization or thermaliza-
tion (see Appendix C).

To construct an eigenstate with energy equal to the in-
finite temperature energy, we can just pick an eigenstate
at Emiddle. Alternatively, due to the peaked structure
of many-body density-of-states (MBDOS), we can aver-
age over all eigenstates, since the main contribution to
the average comes from the states very close to Emiddle.
More practically for a large system, instead of using a de-
terministic average, we can perform a stochastic average
by randomly sampling the many-body spectra with equal
probability. The equal-probability random sampling cor-
responds to an infinite temperature ensemble average (in
fact, this equal sampling of all states is the definition of
the infinite temperature system). The stochastic method
to sample eigenstates away from the spectra-center is to
be discussed in Sec. III B.

Taking an eigenstate with Emiddle, or equivalently av-
eraging over the whole many-body spectra, we have
Gij = 1

2δij in a thermal/ergodic phase. (To compare
with the grand canonical ensemble, we should consider
the total Hilbert space without fixing the total particle
number.) Then it follows that the entanglement entropy
(Eq. (5)) is strictly l log 2. Considering a localization
transition by varying the disorder strength, the ergodic
phase with S = l log 2 is in general stable upto a certain
disorder strength hc. Then there are two possibilities at
hc: (i) the entanglement entropy develops a discontinu-
ous jump to an area law scaling, or (ii) it becomes smaller
than l log 2, i.e. sub-thermal. But either of these two pos-
sibilities would imply that the entanglement entropy has
a non-analytic behavior at hc. For (i) S itself is discon-
tinuous; and for (ii) its first derivative is discontinuous.
The latter is the most generic situation. In sections ( IV
and V A), we show that both scenarios could manifest in
incommensurate lattice models. For the one dimensional
Anderson model, the entanglement entropy does not re-
flect the thermal entropy for any disorder strength since
the system is always localized for any disorder strength
(see Fig. 3). For an interacting system, there is yet a
third possibility we cannot rule out, which is, (iii) the
entanglement entropy does not reflect the thermal en-
tropy even in a thermal phase. But this last possibility
is unlikely.

From our numerical results shown in Fig. 4, it is con-
firmed that the entanglement entropy indeed reflects the
thermal entropy in the delocalized phase, and both of
them are extensive at finite-energy density. (Small de-
viations in the numerical results arise from finite size
effects.) In the localized phase, the thermal entropy re-
mains extensive whereas the entanglement entropy be-
comes intensive. At the critical point (λ = t) of the
Aubry-André model, both entropies are extensive, but
the entanglement entropy strongly deviates from the
thermal value.
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Figure 4. Thermal and entanglement entropy across the localization transition. Here we take the Aubry-André model for
illustration. We calculate the thermal and entanglement entropy per lattice site (s) versus the energy density (e) for a
subsystem. We use the stochastic method described in Sec.III B. The average density is fixed to be at half filling. In (a), we
choose a sub set of four lattice sites (Lsub = 4) within a system of size L = 24. For this small system, we calculate s with both
methods of using the exact spectra and the sampling method (see Sec. III B). The difference between the results from the two
methods is due to finite size effect and approaches zero as we increase the system size. We choose system sizes with Lsub = 128
and L = 2048 in (b), (c), (d), which correspond to λ/t = 0 (delocalized phase), λ/t = 1 (critical), and λ/t = 2 (localized
phases), respectively.

B. Stochastic method to sample non-interacting
eigenstates away from spectra center

As discussed in Sec. III A, the MBDOS is sharply
peaked at the center of many-body energy spectra. It
is thus unavoidable for the non-interacting many-body
eigenstates generated by equal-probability random sam-
pling to fall into an energy region near the spectra center.
Practically, this equal-probability sampling method can-
not be used to generate eigenstates with a given energy
away from the spectra center.

Rigorously, we would like to sample the occupation of
single-particle orbitals with hard constraints

∑
ε

nε = N∑
ε

nεε = E. (8)

But it is difficult to implement such a constrained sam-
pling. As discussed in Sec. II, from the constraint in
Eq. (8), nε satisfies a probability distribution (see Eq. 1),
which is purely a statistical consequence and does not
rely on thermalization. We can thus sample the occupa-
tion of each single-particle orbital according to this dis-
tribution. In this way, the constraints are approximately
satisfied. In Fig. 4(a), we explicitly show that this sam-
pling method does reproduce the exact deterministic re-
sults. This sampling method has the added advantage of
being adaptable to large systems whereas the determin-
istic method is limited to very small systems. It is worth
emphasizing that the sampling method does not rely on
the system being thermal. It also works equally well for
localized systems (see Fig. 4(d)).

C. Scaling of particle number fluctuations in a
subsystem

In order to establish the ‘thermal’ or ‘nonthermal’ na-
ture of the many-body system, we consider fluctuations
of average particle number in a local subsystem,

Nsub =

γD∑
j=1

〈nj〉. (9)

Here nj = c†jcj , and j runs over the sites in the sub-

system with size γD (γ < 1). D is the total number of
lattice sites (= Ld for a d-dimensional cubic lattice) in
the whole system and γ is the relative size of the subsys-
tem (relative to the total lattice sites). In the following
we assume γ � 1 since we are trying to figure out if the
rest of the system can thermalize the subsystem. At the
same time γD should be taken as an extensive quantity,
approaching infinity in the thermodynamic limit. Thus,
in accordance with the standard limiting procedure in
thermodynamics and statistical mechanics, both the sys-
tem and the subsystem are becoming infinite in size with
the constraint system much larger than the subsystem
(i.e. γ � 1).

With random uncorrelated disorder, we can reasonably
assume that the local densities, 〈nj〉 with different js,
are independent random variables. Then we know from
the central limit theorem that Nsub satisfies the standard
distribution,

P (Nsub) =
1√

2πσsub
exp

[
− (Nsub −Nsub)2

2σ2
sub

]
, (10)

with Nsub = γN . Here . . . means averaging over an en-
ergy shell. The fluctuation in Nsub is related to local
density fluctuation by

σ2
sub = γDσ2

n

σ2
n = 〈nj〉2 − 〈nj〉

2
. (11)
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For non-interacting fermions, the density is determined
by single-particle wave functions, ϕε(j), as

〈nj〉 =
∑
ε

mε|ϕε(j)|2. (12)

The fluctuation σn is different for localized and extended
wavefunctions.

For extended states, ϕε(j) is a delocalized wavefunc-
tion, and the amplitudes mε|ϕε(j)|2 (with fixed j) behave
as independent random variables with a standard devi-
ation proportional to D−1. It follows that σ2

sub ∼ ρ =
N/Ld, for an extended state, and the particle number
fluctuation in a local subsystem is thus an intensive quan-
tity and does not diverge in the thermodynamic limit.

For localized states, the quantity mε|ϕε(j)|2 (for dif-
ferent ε with fixed j) can no longer be treated as in-
dependent random variables due to the Pauli exclusion
principle. Then the central limit theorem does not apply,
and we need to work out the distribution of 〈nj〉 more
carefully. Consider a system with localization length ξ.
In the summation to calculate nj (Eq. (12)), there are
approximately ξd orbitals in the neighborhood of j that
contribute significantly. The probability of occupying X
out of ξd number of orbitals is

P (X) =

(
ξd

X

)
×
(
Ld − ξd

N −X

)
/

(
Ld

N

)
. (13)

The local density is related to X approximately by 〈nj〉 =
X/ξd. In a deep localized phase ξ ≈ 1, then we have
P (〈nj〉 = 0) = 1− ρ and P (〈nj〉 = 1) = ρ, from which it
follows σ2

n = ρ−ρ2. Away from the deep localized phase,
ξ � 1, we find by using Stirling approximation that

P (〈nj〉) ∝ exp

{
−ξ

d(1 + ξd/Ld)(〈nj〉 − ρ)2

2ρ(1− ρ)

}
. (14)

Then it follows that

σ2
n =

ρ(1− ρ)

(1 + ξd/Ld)ξd
. (15)

Since this equation is satisfied for both ξ ≈ 1 and ξ � 1,
we expect it to hold in the whole localized phase. Then
the number fluctuation for the localized phase is obtained
to be,

σ2
sub =

γN(1− ρ)

(1 + ξd/Ld)ξd
, (16)

which is an extensive quantity, in sharp contrast to the
extended states. The

√
N scaling of σsub is confirmed in

numerics (see Fig. 1 (f)). This extensive scaling of the
fluctuation in the localized states immediately implies a
failure of thermalization since the fluctuations diverge in
the thermodynamic limit.

Although the above analysis assumes non-interacting
fermions, we expect the resultant scaling to hold even in
the presence of interactions, since the arguments lead-
ing to the scaling are general statistical arguments using

only the applicability or not of the central limit theorem
(and the Pauli principle which always applies to fermionic
states). Taking the local integral of motion description
of the interacting many-body localized phase, say with
conserved charges qj

20,34,87,88, we have

nj =
∑
j′

Tr[nj q̃j′ ]q̃j′ (17)

with q̃ referring to the single-body component of the
charge. Then assuming

Tr[nj q̃j′ ] ∼ exp(−|j − j′|/ξint),

where ξint is an interaction decay length scale34,87,88, the
same argument used for Eq. (13), would yield the same
scaling as in Eq. (16) for interacting systems. We have
done exact diagonalization for the interacting Aubry-
André model (Eq. (3)), and our numerical results are

consistent with the
√
N scaling (see Fig. 2 (d)) in the

localized phase.
It is worth noting here that the result in Eq. (16) does

assume one single localization length. If the system in-
volves multiple localization length scales, the above ar-
gument can be easily generalized which still leads to the√
N scaling. But the localization length in Eq. (16) will

be replaced by certain averaged value that will depend
on details of the many-body states, assuming that there
are no diverging localization length scales.

D. Experimental relevance

Experimentally, it is generally challenging to prepare a
many-body excited state due to the dense energy spectra
(Fig. 19). It is thus quite nontrivial to directly probe the
particle-number fluctuations among eigenstates in the
laboratory although it is a perfectly well-defined ther-
modynamic quantity. However, the fluctuation effects
could manifest in quantum quench dynamics measure-
ments1,2,7. We can prepare an ensemble of initial product
states, e.g.,

|Ψ{n1,n2,...nD}〉 = (c†1)n1(c†2)n2 . . . (c†D)nD |vac〉.

The energy of such states is E =
∑
j njhj . Then we can

monitor the long time dynamics of subsystem particle
number of the product states. For a thermal system, the
outcome (long-time average) will only depend on the en-
ergy E and can be described by the thermal ensemble as
dictated by ETH, whereas it will strongly depend on the
initial configuration {n1, n2, . . . nD} for a localized sys-
tem since the local memory is preserved in the nonther-
mal localized system. The variance of the observables,
as we vary initial-state configurations, would reflect the
fluctuations among the eigenstates. In this way, the scal-
ing of particle number fluctuations can be probed in ex-
periments. To experimentally probe energies away from
the spectra center, one should consider preparing initial
states according to the stochastic method described in
Sec. III B.
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IV. MANY-BODY TRANSITIONS OF
NON-INTERACTING FERMIONS WITHOUT

SINGLE-PARTICLE MOBILITY EDGE

In this section, we study the transitions of many-body
states of non-interacting fermions in the absence of single-
particle mobility edge. There are many well-known ex-
amples of such noninteracting models, mostly in one di-
mension (e.g. 1d Anderson model where all states are
localized for infinitesimal disorder or 1d Aubry-André
model where all states are extended or localized accord-
ing to whether t > λ or λ > t in Eq. (3) with α = 0), and
it may be important to emphasize here that the vast ma-
jority of the numerical MBL studies in the literature17,18

focus entirely on the interacting versions of these non-
generic noninteracting models which have no mobility
edges (i.e. where the single-particle spectra are always
either completely extended or completely localized de-
pending on the parameters of the corresponding nonin-
teracting Hamiltonian such as disorder strength for the
Anderson model or the strength of the incommensurate
lattice potential in the Aubry-André model). We use the
entanglement entropy scaling as a diagnostic tool to find
the localization transition, and use the subsystem parti-
cle number fluctuation to find the quantum nonergodic
transition (i.e. thermal to nonthermal, as the fluctua-
tions become extensive in the nonthermal phase). To be
concrete, we take the Aubry-André model, and we expect
the results to generically apply for fermionic localization
models without single-particle mobility edges.

In the Aubry-André model (i.e., the tuning param-
eter α = 0 in Eq. (3)), the single-particle wave func-
tions have a transition at a critical incommensurate lat-
tice strength λc/t = 1. All single-particle orbitals are
localized (delocalized) for λ above (below) the critical
value λc. Across the single-particle localization transi-
tion, the normalized participation ratio vanishes contin-
uously (see Sec. B 2), indicating vanishing conductivity
in the localized phase. By constructing Slater determi-
nants of single-particle orbitals (so as to form the appro-
priate noninteracting many-body fermionic states for the
noninteracting system–see Appendix, we will now show
that the many-particle non-interacting states exhibit a
discontinuity in entanglement entropy, which is in sharp
contrast with the single-particle case.

In Fig. 5, we show the calculated bipartite (γ = 1
2 ) en-

tanglement entropy and the particle number fluctuation.
For weak incommensurate lattice strength λ < t, the en-
tanglement entropy is extensive and the particle number
fluctuation is systematically suppressed as we increase
the system size. The system is thus in an extended and
thermal phase. Across the transition, i.e., for λ > t, the
entanglement entropy becomes intensive and the particle
number fluctuation is no longer suppressed, and has a√
N scaling. The large fluctuation indicates non-thermal

behavior, whose experimental implications have been dis-
cussed in Sec. III C. In the thermodynamic limit both en-
tanglement entropy and particle number fluctuation show
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Figure 5. Phase transitions of non-interacting fermions in the
Aubry-André model at half filling. (a) and (b) show entan-
glement entropy density in one half of the system. (c) and (d)
show the bipartite (γ = 1

2
) particle number fluctuation. For

both quantities, we average over all many-body eigenstates
by stochastic sampling. (b) and (d) show the data collapse,
where we take δ = (λ − λc)/t, λc = t, and the scaling ex-
ponent ν = 1. From the system size dependence, we find
the entanglement entropy is extensive (intensive) for λ < t
(λ > t). The bipartite (γ = 1

2
) particle number fluctuation

shows
√
N scaling for λ > t, implying non-thermal behav-

ior, whereas for λ < t, the fluctuation is greatly suppressed.
Across the transition, both of the two quantities shown here,
s and var[Nsub]/

√
Nsub develop a discontinuous jump as ap-

proaching the thermodynamic limit. In our calculation, we
randomly sample 104 (105) many-body states for (a,b) and
(c,d), respectively.

a discontinuous jump at the transition point λ/t = 1. For
finite size systems we find a clear crossing in the data for
both the entanglement entropy S and the variance of the
particle number directly at the critical point, as can be
seen in Fig. 5. Thus we find that at the transition the
entanglement entropy is sub-thermal but still obeys the
volume law (and the variance in particle number scales

like
√
N) consistent with Ref. 42. We find a reasonable

data collapse (Fig. 5(b,d)) by taking a finite-size scaling
form

f(L1/νAA(λ− λc)) (18)

with the length exponent νAA = 1 (see Section B 2).
Right at the transition point λ = λc = t, the entan-
glement entropy is still extensive but sub-thermal. Its
volume-law scaling is explicitly shown in Fig. 6. At the
same time, the particle number fluctuation exhibits

√
N

scaling. The system at this critical point is thus ex-
tended but non-thermal, forming a fine-tuned nonergodic
metal. It is important to note that AA and GAA models
do not satisfy the Chayes-Chayes-Fisher-Spencer (CCFS)
bound89 (see Sec. B 2) and therefore the AA critical ex-
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ponents are not expected to be restricted by a mean the-
orem66.

It is worth noting here that we expect the parameter-
tuned direct transition (as in Fig. 5) from the thermal and
extended phase to the non-thermal and localized phase
to be generic only in the absence of a mobility edge, (i.e.
when all single-particle states in the system are extended
or localized depending on parameter values). In the next
section, we will show that this direct transition splits
into two successive transitions in the generalized Aubry-
André model (with α 6= 0 in Eq. (3)) because of the
existence of a single-particle mobility edge.

0 100 200 300
0

50

100

150

Figure 6. Entanglement scaling as a function of the sub-
system size l in localized, extended, and critical phases of
the Aubry-André model at half filling. For λ/t = 0.5, the
system is in an extended phase, the entanglement entropy
shows volume-law scaling, whereas for the localized phase
with λ/t = 1.5, the entanglement entropy shows area-law scal-
ing. At the critical point λ/t = 1, the entanglement entropy
exhibits volume-law scaling, with slope lower than the fully
extended phase. We randomly average over 103 many-body
states here. We choose a system size L = 1000.

V. MANY-BODY SPECTRA WITH A
SINGLE-PARTICLE MOBILITY EDGE

In this section, we study the transitions of many-
body states of non-interacting fermions in the presence
of single-particle mobility edge. Due to the existence of
a single-particle mobility edge, besides putting all parti-
cles in localized orbitals or delocalized ones, there is yet a
third possibility to construct non-interacting many-body
states, which is to put some particles in the localized
orbitals and others in the delocalized ones, so that the
Slater determinant describing the many-body state at a
particular many-body energy consists of both extended
and localized single-particle orbitals– this particular pos-
sibility does not exist in models without a single-particle
mobility edge since the whole single-particle spectrum
in this case must consist entirely of either all localized
or all extended states. Such states have been dubbed
“partially-extended states”27 but they could equally well
be called “partially-localized” states. Now we investi-
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Figure 7. Phase transitions of non-interacting fermions in
the GAA model (Eq. (3)) at half filling. (a) shows entangle-
ment entropy density in one half of the system. (b) shows
the bipartite (γ = 1

2
) particle number fluctuation. The tun-

ing parameter α is fixed to be −0.2. We find the extensive-
to-intensive transition for entanglement entropy is located at
λL ≈ 1.3t, and the thermal-to-nonthermal transition is lo-
cated at λT ≈ 0.75t, i.e. the bipartite particle number fluctu-
ation is strong (suppressed) above (below) λT . As we increase
the system size, the two quantities shown here exhibit singular
behavior at λT and λL. The step-like structures in between
root in the spectra gaps of the model. In our calculation, we
randomly sample 104 (105) many-body states for (a) and (b),
respectively.

gate the entanglement scaling and particle number fluc-
tuations in models with single-particle mobility edges,
in particular, a one dimensional incommensurate lattice
model (Eq. (3)) and a three dimensional random disor-
der model (Eq. (2)), where we find unique features of the
partially-extended phase distinct from either the fully ex-
tended or the fully localized phase.

A. Many-body transitions in the incommensurate
lattice models with mobility edge

Unlike the Aubry-André limit (or the 1d Anderson
model), the generalized incommensurate lattice model
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Figure 8. Entanglement scaling as a function of the sub-
system size l in localized, extended, and partially-extended
phases of the generalized Aubry-André model (Eq. (3)) at
half filling. Like the Aubry-André model (α = 0), the en-
tanglement entropy shows volume law scaling for λ/t = 0.5
and area law for λ/t = 1.5. For λ/t = 1, the GAA model is
in a partially-extended phase where the entanglement entropy
shows volume law scaling. The subthermal partially extended
states are composed of both localized and delocalized single-
particle orbitals. We randomly average over 103 many-body
states here. We choose a system size L = 1000.
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Figure 9. Thermal and entanglement entropies as a func-
tion of the energy density e for the generalized Aubry-André
model (Eq. (3)) at half filling. In this plot we take the tun-
ing parameter α = −0.2 (Eq. (3)). We calculate the ther-
mal and entanglement entropy per lattice site (s) versus the
energy density (e) for a subsystem. The average density is
fixed to be at half filling. We choose a sub set of Lsub lat-
tice sites (Lsub = 128) within a system of size L = 2048.
(a) and (b) correspond to λ/t = 0.5 (fully extended phase),
and λ/t = 1 (partially extended phase), respectively. In the
fully extended phase shown in (a), the entanglement entropy
is approximately equal to the thermal entropy. We expect
the deviation is due to finite size effects. In the partially ex-
tended phase shown in (b), the entanglement entropy strongly
deviates from the thermal entropy, the reason being partially
extended states are composed of both localized and delocal-
ized single-particle orbitals.

with finite α (Eq. (3)) could manifest a single-particle
mobility edge whose analytic form has been worked out
by constructing a spectral duality82. The 1d GAA model
is thus akin to the 3d Anderson model, with the single-
particle energy spectra being sharply divided by a critical
energy (i.e. mobility edge) into localized and extended

states.

In Fig. 7, we show the bipartite entanglement entropy
and the particle-number fluctuation for the GAA model.
The GAA model manifests two transitions—a thermal-
to-nonthermal transition at λT and a localization transi-
tion at λL with λT < λL. Below λT, the entanglement
entropy is extensive and reflects the thermal entropy (see
Fig. 9 (a)). The entanglement entropy remains a constant
as we increase λ in the thermal phase. The particle num-
ber fluctuation (normalized by

√
N) vanishes in the ther-

modynamic limit. For λ > λT, the entanglement entropy
remains extensive, but no longer reflects the thermal en-
tropy (see Fig. 9 (b)), which means the system is non-
thermal. Consistently, the particle number fluctuation
develops the non-thermal

√
N scaling. The system is in

a non-thermal extended phase in the parameter regime
λ ∈ (λT, λL). Further increasing the incommensurate
lattice strength, the system becomes fully localized when
λ > λL. In this parameter regime, the entanglement en-
tropy becomes intensive and completely fails to track the
thermal entropy. The particle number fluctuations then
saturate to a constant in this GAA model.

At the transition points λT and λL, the two exam-
ined quantities (shown in Fig. 7) are non-analytic in
the thermodynamic limit, in the sense that their first
derivatives are discontinuous. This implies that the in-
termediate non-thermal extended phase is indeed a well-
defined unique phase. For non-interacting fermions, the
emergence of this intermediate phase originates from the
existence of partially extended states, in the full many-
body spectra by virtue of the mobility edge in the single-
particle spectra. The discussion and the results of this
subsection are entirely for the noninteracting many-body
GAA spectra where partially extended Slater determi-
nant states are manifestly present. What happens when
inter-particle interactions are turned on (and the many-
body spectra can no longer be constructed simply from
the single-particle orbitals)? For interacting fermions,
the concept of partially-extended states does not carry
over. But we do expect the intermediate non-thermal
extended phase to survive (since there is no obvious rea-
son for this phase to disappear in the presence of a weak
interaction)27,28. This is particularly true since this inter-
mediate nonthermal extended phase is well defined by the
non-analytic behavior of the entanglement entropy. We
expect this intermediate many-body phase to be generi-
cally present for interacting fermions whenever the cor-
responding noninteracting model has a mobility edge27.

We have also examined the incommensurate lattice
model with a non-local tunneling term in the Hamilto-
nian (Eq. (4)). This model, similar to the GAA model,
also has a single-particle mobility edge, which can be
obtained from an energy-dependent duality transforma-
tion80. From Fig. 10, the non-thermal and localization
behavior of this model is qualitatively similar to the local
GAA model described above, as is expected since both
models have single-particle mobility edges.
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Figure 10. Phase transition of non-interacting fermions in
the 1D nonlocal tunneling model at half filling (Eq. (4)). (a)
shows entanglement entropy density in one half of the system.
(b) shows the bipartite (γ = 1

2
) particle number fluctuation.

For this model, we find the extensive-to-intensive transition
for entanglement entropy locates at λL ≈ 3t. The thermal-
to-non-thermal transition locates at λT ≈ 0.3t. In our calcu-
lation, we randomly sample 104 (105) many-body states for
(a) and (b), respectively. The coefficient p controlling the
non-locality is fixed to be 1 here.

B. Many-body transitions in the three dimensional
Anderson model

In addition to the 1d incommensurate lattice mod-
els discussed above, we also investigate the many-body
effects of the single-particle mobility edge in the three
dimensional Anderson model (Fig. 11) where the pres-
ence of mobility edge is a rule rather than an exception.
Although both 1d GAA and 3d Anderson models have
single-particle mobility edges (and hence they both man-
ifest the intermediate nonergodic delocalized many-body
phase in addition to the usual ergodic extended and non-
ergodic localized phases in their noninteracting many-
body spectra), there is a significant difference between
them. The difference from the GAA model here is that
the localized single-particle orbitals immediately kick in
(existing for all disorder strength) as we turn on the dis-
order potential, whereas in GAA model, the localized
single-particle orbitals show up at some nonzero incom-
mensurate lattice strength. Consequently, many-body
states in the 3d Anderson model exhibit non-thermal be-
havior even for infinitesimal disorder, since some local-
ized orbitals contributing to the many-body wavefunc-
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Figure 11. Phase transition of non-interacting fermions in the
3d Anderson model at half filling. We take a 3d system of size
L3 and calculate entanglement entropy per site [shown in (a)
and (b)] and particle number fluctuation [shown in (c) and
(d)], in a subsystem (with size (L/2)3). (b) and (d) show the
data collapse, where we take δ = (W −Wc)/t, Wc/t = 16,
and scaling exponent ν = 1.57. For entanglement entropy, we
randomly sample 102, and 103 many-body states, respectively
for large (L = 24, 32) and small (L = 8, 16, 20) systems. For
the particle number fluctuation we sample 104 and 103 states,
for small and large systems. We average over 100 (10) disorder
realizations for L = 8, 16, and 20 (for L = 24 and L = 32).
With finite disorder strength, the particle number fluctuation
saturates to a finite value as we increase the system size.

tions exist already for infinitesimal disorder (specifically
at the single-particle band edges). This is consistent with

our numerical results showing strong (
√
N scaling) fluc-

tuations in the subsystem particle number immediately
after we turn on the disorder (see Fig. 11 (c)). Thus,
the many-body states in the noninteracting 3d Anderson
model are generically nonergodic or nonthermal in the
presence of any disorder (because of the invariable pres-
ence of the localized orbitals in the many-body wavefunc-
tion) independent of whether the spectrum is extended or
localized in the sense of the entanglement entropy (vol-
ume or area law). We remark that it is possible to choose
a particular variant of the GAA model82 that has this
same feature (as a function of λ) as the 3d Anderson
model. The only situation where the 3d Anderson model
allows for a thermal extended state spectrum is the trivial
case (a set of measure zero) with no disorder, which is in
sharp contrast with the 1d GAA model where the ergodic
extended spectrum is generically present (in addition to
the localized nonergodic and extended nonergodic states
as well).

As shown in Fig. 11, the entanglement entropy of
many-body states shows an extensive-intensive transition
in the 3d Anderson model at the critical disorder strength
WL ≈ 16± 0.5, above which all of the single-particle or-
bitals are localized. As we are considering infinite tem-
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perature (i.e. equal-weight average over all many-body
energy states), due to the shape of the mobility edge in
energy and disorder strength90, we expect that the many-
body (non-interacting) localization transition will occur
when the single-particle problem localizes at the center of
the band (WL ≈ 16.591), which is in agreement with our
numerics, for the intensive-extensive transition in the en-
tanglement entropy indicating that the transition in the
entanglement entropy coincides with the ground state
single-particle localization transition. Correspondingly,
the particle number fluctuation shows qualitative differ-
ence in system size dependence below and above the crit-
ical disorder strength WL. In both quantities we find a
clear quantum critical crossing behavior for various sys-
tem sizes. Using a finite size scaling form

f(L1/νAnd(W −WL)), (19)

with the localization length critical scaling exponent νAnd

set to be 1.5791 (which is the known value for the sin-
gle particle localization length exponent in the 3d An-
derson model), we see data collapse for both particle
number fluctuations and entanglement entropy density
(Fig. 11(b,d)). This strongly suggests discontinuous
jumps for both quantities in the thermodynamic limit
for W = WL. This transition separates a non-ergodic ex-
tended phase (W < WL) and a localized phase, and our
results are consistent with a “mean” theorem66. This
behavior also makes the 3d Anderson model different
from the 1D GAA model. In particular, the 3d Anderson
model seems to have just one critical disorder strength
(WL) (in contrast to two critical parameters λL and λT
of the GAA model studied in the last section) as there is
just one single transition from a delocalized (volume law
entanglement entropy) to a localized (area law entangle-
ment entropy) with both phases having extensive non-
thermal particle number fluctuations in the 3d Anderson
model. To be very precise, we can consider the lower criti-
cal disorder (i.e. WT ) to be located at WT = 0 where the
system makes a transition from the (zero-disorder) ex-
tended thermal state (where the particle number fluctu-
ation is precisely zero) to the extended nonthermal state

with
√
N fluctuations in particle number at any finite

disorder. With this identification (WT = 0), the 3d An-
derson model and the 1d GAA model become similar in
their behaviors.

Due to heavy computational cost, for the 3d model
even in the absence of any interaction, the largest sys-
tem size we can afford to study is a linear system size
L = 32 (even for the noninteracting problem), which is
much smaller than the largest L we have used for the
1d GAA model. (This is simply because of the Ld de-
pendence of the Hilbert space dimensions which makes a
linear system size of L in three dimensions roughly equiv-
alent to a linear system size of L3 in one dimension.)
In this regard, the 1d GAA model is an optimal plat-
form to investigate mobility edge physics with respect to
many body localization. However we emphasize here that
the many-body localization transitions of non-interacting

fermions in the 1d GAA and the 3d Anderson models
appear to be qualitatively different as discussed above.
Whether these two models with single-particle mobility
edges behave qualitatively similarly in the presence of
interactions remains an interesting and important open
question at this time since it is not possible to do mean-
ingful MBL simulations of the 3d interacting Anderson
model because of computational limitations. Based on
our identification of WL and WT (= 0) in the Anderson
model, which correspond qualitatively to the critical pa-
rameters λL and λT in the GAA model, we speculate that
the key feature of the extended nonergodic many-body
phase (existing in the noninteracting 3d Anderson model
for WT = 0 < W < WL) carries over to the interacting
3d Anderson model (as in the 1d GAA model) because
we see no reason for this phase to disappear the moment
the interaction is turned on27,28. Only large scale future
numerical work beyond the scope of the current work can
settle this issue.

Regarding experimental relevance, it is important that
particle number fluctuations exhibit similar critical be-
havior as the entanglement entropy in the 3d Anderson
model. Measurement of entanglement entropy for large
systems is extremely challenging (if not impossible) in
the laboratory, whereas particle fluctuations can be ex-
tracted from quench dynamics in a straightforward way
as discussed in Sec. III C. Our results suggest that inves-
tigating quench dynamics experimentally to measure the
number fluctuations may help probe critical properties of
the 3d Anderson localization.

C. Quantum nonergodic nature of the
partially-extended phase

As we discuss above in the context of 1d GAA and
3d Anderson models, although partially-extended states
have extensive entanglement entropy, they are noner-
godic in nature as manifested in the particle number fluc-
tuations growing monotonically with the system size (and
diverging in the thermodynamic limit). We discuss sev-
eral nonergodic aspects of the partially extended states
below.

First, the many-body normalized participation ratio
(NPR)25, which measures how the many-body wave
function spreads over the Fock space, vanishes for the
partially-extended many-body phase (indicating nomi-
nally a non-conducting behavior), as shown analytically
in Ref. 27. For an ergodic system eigenstate wave func-
tions are expected to approximately equally explore the
Fock space, giving rise to a finite NPR. For non-ergodic
systems, the wave functions are not able to spread over
the whole Hilbert space (being localized in particular iso-
lated regimes of the Fock space), for which the NPR
vanishes. Taking a many-body state composed entirely
of only localized single-particle orbitals, the NPR van-
ishes following a finite-size scaling form η ∝ 1/VH , as
we approach the thermodynamic limit. For a partially-
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extended state, the NPR vanishes according to a different
scaling formula

η ∝ 1/V ζH ,

with the exponent ζ ∈ (0, 1). This behavior of par-
tially extended states is similar to the non-ergodic ex-
tended phase studied in the context of single-particle lo-
calization in Bethe lattices92,93. Vanishing of NPR along
with the volume law entanglement entropy indicate that
the partially-extended-states cannot be considered either
purely ‘metallic’ or purely ‘localized’ in the usual sense.
They are akin to ‘critical’ wavefunctions in the ordinary
ground state localization phenomena.

Second, the entanglement entropy of partially ex-
tended states does not reflect the thermal entropy. For
an ergodic system, the entanglement entropy is expected
to reflect the thermal entropy. We have shown for the
GAA model that the entanglement entropy in the fully
extended phase is actually equal to the thermal entropy
(Fig. 9). For the partially extended phase, although the
entanglement entropy obeys the volume law, it strongly
deviates from the thermal entropy, again indicating its
nonthermal and nonergodic character.

Third, the partially extended phase does not respect
ETH in a sense that its local observables exhibit strong
non-thermal fluctuations. For a system respecting ETH,
the fluctuations of local observables among nearby eigen-
states are suppressed. In the partially extended phase,
the local observables exhibit strong fluctuations (with√
N scaling), as we have shown by studying the local

particle number for the GAA (Eq. (3)), the long-range
hopping (Eq. (4)), and 3d Anderson models (Eq. (2)).
These fluctuations originate from localized orbitals com-
posing the partially extended many-body states.

We would like to mention here that the nonergodic
metallic behavior has also been discussed in other con-
texts92–94. But its physical origin is very different from
our case.

VI. PERSPECTIVES FROM LOCAL INTEGRAL
OF MOTION

We also consider localization and ergodicity breaking
from the perspective of local integrals of motion (LIOM).
For non-interacting fermions, in the presence of a single-
particle mobility edge, we can take the occupation num-
bers of the localized orbitals as one set of local integral of
motion. In this case, the number of LIOM is an extensive
quantity. In the thermodynamic limit, the probability of
occupying the corresponding localized orbitals is finite
for the whole energy range, as a consequence of statistics
(Eq. (1)). This immediately means that the non-ergodic
states spread over the whole energy spectra, which is con-
sistent with a more explicit construction in Ref. 27.

If we start from a localized phase, and decrease the
disorder strength, we would have three different regimes
for a system with a single particle mobility edge (see

Nonergodic 
Localized 

Nonergodic 
Extended

Ergodic 
Extended

Figure 12. A scenario for many body localization transition.
For non-interacting fermions in incommensurate lattice mod-
els, we have confirmed this phase transition scenario. Here
E is the many-body energy. The intermediate “nonergodic
extended” phase shows up in the presence of a single-particle
mobility edge. For interacting systems, i.e., the many body
localization case, if we assume an intermediate regime with a
sub-extensive number of local integrals of motion, the scenario
shown here also applies.

Sec. VI A for a concrete example). In a completely lo-
calized phase, we have the number of LIOM equal to the
system size. In the intermediate regime, we have an ex-
tensive number of LIOM smaller than the system size,
which makes the spectra non-ergodic. In the completely
extended phase, the number of LIOM is zero. This tran-
sition scenario is shown in Fig. 12. In a system with-
out any mobility edge, the intermediate ‘nonergodic ex-
tended’ phase does not appear.

For an interacting system, whether we have an interme-
diate regime with a sub-extensive (extensive but smaller
than the system size) number of LIOM or not is un-
known. But if we assume it exists, then the intuition and
the scenario (Fig. 12) from the non-interacting fermions
should apply. In this intermediate regime, the interact-
ing Hamiltonian would be block diagonal. The number
of blocks is the dimension of the Hilbert space spanned
by the set of LIOM, which is exponential in system size.
Each block is presumably ergodic and obeys ETH. But
the dimension of the block Hamiltonian is typically ex-
ponentially smaller than the total Hilbert space dimen-
sion, with the ratio between them approaching zero in
the thermodynamic limit. It follows that the eigenstates
of the interacting system have all the properties of the
non-interacting partially-extended states as described in
Sec. V C. Our speculation is that turning on interactions
does not immediately suppress the intermediate phase,
and this is consistent with the finding in Ref. 27 and 28.

A. Local integral of motion for the GAA model

Here, as a concrete example, we derive local integrals
of motion for the GAA model and study its connection
to mobility edge physics. Following Ref. 95, we construct
LIOMs corresponding to the GAA model with the mo-
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bility edge. The models considered in the Ref. 95 did not
contain a mobility edge in the energy spectrum. It is a
priori not obvious if and how LIOMs are associated with
a mobility edge. Before constructing LIOMs, we con-
sider the Hamiltonian in the diagonal form in the basis
of eigenstate projectors |ψi〉〈ψi|,

H =

N∑
i=1

εi|ψi〉〈ψi|. (20)

Here, we have defined εi as the eigenvalue. If the system
manifests a mobility edge, there will be a critical energy
ε∗ that separates the localized and extended states. In
this basis, projectors |ψi〉〈ψi| correspond to the LIOMs
associated with the localized state. Notice that the pro-
jectors |ψi〉〈ψi| corresponding to the delocalized states
are not local in nature even though they are integrals of
motion. Such projectors can be constructed numerically
using exact diagonalization methods.

In the following we construct explicit local conserved
charges q(l = 0, . . . , N−1) for the GAA model following
a recursive procedure95 that are related to the projectors
|ψi〉〈ψi| by a gauge transformation. Below, we check if
local conserved charges are reliable indicators of localiza-
tion for a model with a mobility edge.

We start with the GAA Hamiltonian in Eq. (3) now
rewritten as,

H =
∑
i

hini − y
∑
ij

tc†i ci+1 + h.c. (21)

For the non-zero hopping parameter t one can construct
conserved charges q(l) systematically in powers of y. The
convergence of the power series in y determines the exis-
tence of local conserved charges. Consider the zeroth or-
der conserved charge q0(l) corresponding to the zero hop-
ping limit which is simply the onsite density n0. When we
introduce a nearest neighbor hopping term, then q0(l) can
be expressed as an expansion in the hopping parameter
y and t, which does not truncate in the thermodynamic
limit. Localization and delocalization are encoded in the
convergence or divergence of this power series. Consider
the following form for q0(l),

q0(l) = P0(l) + yP1(l) + y2P2(l) + ..... (22)

P0 = n0, Pm =
∑
ij

ηmij (l)(c†i cj + c†jci) (23)

The operator Pm takes a most general quadratic form.
The coefficients ηmij (l) are recursively evaluated enforc-
ing commutation of the charges with the Hamiltonian.
This commutation condition imposes constraints on the
coefficients in the form of a recursion relation. To de-
tect the mobility edge, we need to compute all charges

q0(l = 0..N − 1),

[q0(l), H] = [P0(l), H]+

∞∑
m=0

ym+1 (24)

×([Pm(l), H1] + [Pm+1(l), H0])

ηmij =
t

hj − hi
(ηm−1i,j−1 + ηm−1i,j+1 − η

m−1
j,i−1 − η

m−1
j,i+1), ∀(i < j)

(25)

The above recursion in ηm(l) can be computed order by
order for all terms given some initial conditions. The
recursion structure is symmetric for different charges ex-
cept at the initial condition,

η0ll = 1, ηmij (l) = ηmji (l), η0ij(l) = 0 (∀i 6= 0, j 6= 0).

(26)

This recursion generates growing number of hopping
terms with increasing order of expansion m. The con-
vergence of the power series is indicated by the typical
term ηml,m+l.

We now test the convergence of local charges at differ-
ent slices of the GAA spectrum with the mobility edge.
Fig. 13(a) corresponds to the band spectrum of the GAA
model plotted as a function of the potential strength λ/|t|
for α = 0.3. The red line corresponds to the analytical
mobility edge αE = 2sgn(λ)(|t| − |λ|). The boxed region
corresponds to the region where the analytical mobility
edge cuts the spectrum. The spectrum outside this boxed
region does not manifest a mobility edge and all the en-
ergy states are either localized or delocalized. We plot
the spectrum along with the IPR. For a localized eigen-
state, the IPR approaches the maximum possible value
∼ 1 (denoted by pure black). For an extended state, the
IPR is of the order 1/L, which is vanishingly small in the
large system size limit (denoted by pure cyan).

In Fig. (13), we show the convergence of a typical term
log |ηml,m+l| for all l = 0, .., 199 charges as a function of
m for a N = 200 site system with periodic boundary
conditions. The convergence of this term can be used to
diagnose the convergence or divergence of a given charge.
We carry out this calculation for four suggestive slices of
λ/|t| = 0.6, 0.8, 1.0, 1.4. Fig. 13(b) shows that the typi-
cal term log |ηml,m+l| diverge for all l = 0, .., 199 charges

corresponding to λ/|t| = 0.6. This is consistent with the
numerical IPR result which indicates that all the states
are extended. Fig. 13(c) shows the interesting case of the
mobility edge in the spectrum when λ/|t| = 0.8. For this
case, some typical terms (log |ηml,m+l|) converge indicating
the existence of local charges. This is indicative of the ex-
istence of some localized states in the spectrum as shown
in the numerical IPR plot. Notice that there are more
extended states than localized states in agreement with
the majority of typical terms diverging. There are also
some marginal typical terms which may converge or di-
verge decisively in the thermodynamic limit. Fig. 13(d)
corresponds to the case of mobility edge for λ/|t| = 1.
Notice that for this case the majority states are localized
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(a) (b) (c)

(d) (e) (f)

Figure 13. Local integrals of motion in the GAA model. (a), the numerical energy spectrum E/|t| as a function of λ/|t| for
L = 200 sites tight binding model for α = 0.3. Pure cyan denotes IPR=0 and pure black denotes IPR=1. Red line is a plot
of the analytically obtained mobility edge. Convergence of LIOMs: Plots of log |ηml,m+l| (l = 0, ..., 199) for different values of λ
(λ/|t| = 0.6, 0.8, 1.0, 1.4, for (b), (c), (d) and (e)). (f) shows comparison between the number of localized states obtained by
exact diagonalization to the number of convergent local charges.

and this is consistent with majority typical terms con-
verging. The two mobility edge cases of λ/|t| = 0.8, 1
clearly indicate that the number of local charges are di-
rectly proportional to the number of localized states. To
obtain a quantitative agreement with the number of lo-
cal charges and number of localized states, we need to
go to larger and larger system sizes and higher order m
to determine the fate of the marginal charges. However,
there is an excellent qualitative agreement. Finally, we
consider the case of λ/|t| = 1.4 where all the states are
localized. Fig. 13(f) clearly shows that all typical terms
converge indicating that there exists a full set of local
charges (LIOMs) associated with a fully localized spec-
trum. We also demonstrate excellent agreement between
the number of convergent local charges compared to the
number of localized states obtained by exact diagonaliza-
tion (see Fig. 13(f)).

VII. CONCLUSION

To summarize, we have investigated many-body ef-
fects of single-particle mobility edges on the full many-
body spectra of noninteracting incommensurate and dis-
ordered fermionic models in order to shed light on the
issue of many-body-localization properties of generic in-
teracting systems where the corresponding single-particle
models (without interactions) have mobility edges sep-
arating extended and localized states. By comparing
entanglement and thermal entropy as well as calculat-
ing the non-thermal fluctuations of subsystem particle

number, we distinguish between localization and quan-
tum nonergodicity transitions. In particular, we show
that models with single-particle mobility edges have two
generic transitions (Fig. 12) in their many-body energy
spectra: one from the purely extended thermal phase
with volume law entanglement entropy (which equals
the thermal entropy) and thermal fluctuations to a par-
tially extended nonthermal phase with subthermal vol-
ume law entanglement entropy (which is less than the
thermal entropy) and extensive (i.e. nonthermal) par-
ticle number fluctuations, and the second one from the
partially extended phase to the purely localized (with
area law entanglement entropy) nonthermal phase. We
establish a nonergodic extended phase as a generic inter-
mediate step interpolating thermal and localized phases
of non-interacting fermions. We expect that the inter-
mediate nonthermal partially extended phase should sur-
vive the situation with finite interaction, thus explaining
the numerical findings of Ref. 27 involving interacting
fermions. Thus, the presence of an intermediate exotic
“nonthermal metallic phase” between purely thermal and
purely localized phases may very well be a generic fea-
ture of the physics of many body localization of inter-
acting fermions. For many-body fermionic states in non-
interacting 1d Aubry-André and 3d Anderson models, we
have shown that the entanglement entropy density and
the normalized particle-number fluctuation have discon-
tinuous jumps (in the thermodynamic limit) at the lo-
calization transition. We expect the critical behaviors of
particle-number fluctuations as established in this work
to provide important guidelines for experiments to probe
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the localization and thermal-to-nonergodic transitions.
In addition to these results for the many-body local-
ization properties of models with single-particle mobility
edges, we also studied (section B 2) in depth the critical
properties of the incommensurate potential driven local-
ization transition in the generalized Aubry-André model
(Eq. (3)) which manifests a mobility edge in one dimen-
sion. We show that the universality class of the GAA
model is the same as that of the AA model since both
have the same correlation length exponent ν = 1. We
also provide detailed results for the level statistics, in-
verse participation ratio, and most importantly, the local
integrals of motion for the incommensurate localization
models, and establish that they are fundamentally differ-
ent from Anderson localization models.

In conclusion, we comment on some features of the in-
termediate nonthermal extended MBL phase which ap-
pears to be generically present whenever there is a single-
particle mobility edge. In the appendix, we provide ar-
guments for the generic existence of the intermediate
‘partially extended’ phase in the noninteracting many-
body spectrum, showing that in addition to many-body
Slater determinant states consisting of purely extended
and purely localized single-particle orbitals, it is unavoid-
able that the existence of the mobility edge in the single-
particle spectrum would necessarily allow for many-body
states with mixed localized and extended orbitals (lead-
ing to the partially extended intermediate phase). This
phase is thus unavoidable in the noninteracting fermionic
many-body system if the corresponding single-particle
model has a mobility edge. We emphasize, however, that
our arguments also show that such an intermediate many-
body phase cannot arise (at least in the noninteracting
problem) if the corresponding single-particle model does
not have a mobility edge since all many-body product
wavefunctions must then consist of either all extended or
all localized single-particle states. (We also note as an
aside that our arguments apply only to fermions, not to
bosons.) Thus, the existence of the partially-extended
many-body nonthermal phase with extensive entangle-
ment entropy (which is not equal to the thermal entropy)
is now an established fact for noninteracting fermionic
many-body sates in models with single-particle mobility
edges. Numerical work shows27 that this intermediate
phase also exists in the presence of interaction, and in-
deed, we see no obvious reason for this phase to disap-
pear for weak interactions. Macroscopic thermodynamic
and transport properties of this partially-extended non-
ergodic metal phase are unknown at this stage except
that this many-body phase has extensive subthermal en-
tanglement and extensive (nonthermal) particle number
fluctuations. It may be worthwhile to mention in this
context that in purely classical systems, a metal is char-
acterized by diffusive transport behavior, but many in-
stances are known for models with sub-diffusive trans-
port where the root mean square distance the particle
traverses grows in time as a power law smaller than 1/2.
Thus, dynamic phases with behaviors in between diffu-

sive metals and pure insulators are not uncommon even in
classical systems. Finally, we mention that, after Refs. 27
and 28, there have been recent efforts83,84 to understand
the role of single-particle mobility edges on many-body
localization properties by dividing the interacting many-
body system into a bath and a system which are com-
parable in size, and then arguing that the back action of
the system on the bath could localize the bath so that it
might be possible for true MBL to arise in systems with
single-particle mobility edges. The intermediate partially
extended phase then might arise from some delicate bath-
system interplay in such models, which however would
be difficult to discern in finite size simulations. Although
such approaches are promising, in principle, there are
aspects of the models we study which are not captured
in such naive bath-system dichotomy. In particular, the
mobility edge divides the single-particle spectrum in a
precise manner between extended and localized states in
energy, and this is difficult to capture in an independent
bath-system model, where the separation is in real space.
Also, the precise role of fermions in the problem (see Ap-
pendix) remains obscure in such a bath-system division
where bosons and fermions should be equivalent. Our
current study invoking noninteracting many-body prop-
erties clearly establishes the generic existence of the in-
termediate non-ergodic metallic phase as well as the two-
step MBL transitions in models with single-particle mo-
bility edges, and thus, we believe that the corresponding
interacting system should also manifest the intermediate
phase as has been found numerically27. More work is
obviously necessary to decisively establish the existence
of the intermediate MBL phase in the presence of inter-
actions since small system sizes used in the exact diag-
onalization studies of interacting systems27 suffer from
serious finite size limitations which our noninteracting
studies using very large system sizes do not suffer from.
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Appendix A: Many-body states of non-interacting
fermions in the presence of a single-particle mobility

edge

Without interactions, the many-body eigenstate of N
fermions is a product state of N single-particle orbitals,

|Ψ〉free = |m1,m2, . . . ,mN 〉 = ψ†m1
ψ†m2

. . . ψ†mN |vac〉,
(A1)

with ψ†m a creation operator for a single-particle eigen-
state. Consider a model with single-particle energies



18

ε1 < ε2 < . . . < εL (L is the system size) having a single-
particle mobility edge εm∗ , such that the states with
εm≤m∗ (εm>m∗) are localized (delocalized). In the pres-
ence of this single-particle mobility edge, there are three
possibilities to construct a many-body state, namely
localized, extended, and partially extended states (see
Fig. 14). A many-body partially-extended state (Fig. 14)
with the lowest energy we can construct is then given by

|Ψ〉lowpartial−ext = |1, 2, . . . , N − 1,m∗ + 1〉,

which has a total energy

EA = εm∗+1 +

N−1∑
m=1

εm. (A2)

A partially-extended state with the highest energy is

|Ψ〉highpartial−ext = |m∗, L− (N − 2), L− (N − 3), . . . , L〉,

with a total energy

EB = εm∗ +

L∑
m=L−(N−2)

εm. (A3)

For a lattice model, the energy spectrum is bounded,
say between (Eground, Eupper). With non-interacting

fermions, we have Eground =
∑N
m=1 εm, and Eupper =∑L

m=L−(N−1) εm. In the energy windows E ∈
(Eground, EA), and E ∈ (EB , Eupper), we only have lo-
calized and extended many-body states, respectively,
whereas in the energy window E ∈ (EA, EB), we have
partially-extended states coexisting with localized and
extended states. In the thermodynamic limit, the energy
ranges EA−Eground, and Eupper−EB are intensive, and
the energy range EB−EA is an extensive quantity. Thus
the coexisting energy window completely dominates the
energy spectrum in the thermodynamic limit.

Appendix B: Single-particle properties of
incommensurate lattice models

1. Duality of the Aubry-André model and the level
statistics

In this section, we review the duality of the AA
model73–75, i.e. the model obtained by putting α = 0 in
H0 of Eq. (3), and discuss its consequences on level statis-
tics. The Hamiltonian of the AA model with twisted
boundary conditions is H = Ht +Hλ,

Ht =

L−1∑
j=0

[
−teiϕc†jcj+1 + h.c.

]
(B1)

Hλ = −2λ

L−1∑
j=0

cos(Qj + φ)c†jcj . (B2)

Mobility Edge 

Localized Partially-Extended Extended

Figure 14. Pictorial illustration of three different possibilities
to construct many-body states of non-interacting fermions in
the presence of a single-particle mobility edge. Here ε is the
single-particle energy axis. The ‘dashed’ line marks the single-
particle mobility edge. In this plot, we assume the single-
particle states below (above) the mobility edge are localized
(delocalized). With all particles put below the mobility edge,
the many-body state is localized (shown on the left) with
area-law entanglement entropy. With all particles put above
the mobility edge, the many-body state is extended (shown
on the right) with volume-law entanglement entropy, which is
equal to the thermal entropy. Another scenario is to put some
particles below the mobility edge and some above it, which
leads to a partially extended state (shown in the middle).
This state has volume-law entanglement entropy, yet smaller
than the thermal entropy.

The Hamiltonian is a function of the parameters t, ϕ, λ,
and φ—H[t, ϕ;λ, φ].

The duality of the AA model can be seen from the
Fourier transform

cj =
1√
L

∑
k= 2nπ

L

c(k)eikj .

In the momentum space, we have

Ht = −2t
∑
k

cos(k + ϕ)c†(k)c(k)

Hλ = −2λ
∑
k,k′

V (k, k′)c†(k)c(k′),

with

V (k, k′) =
1

2L

∑
j

{
ei[(k

′−k+Q)j+φ] + ei[(k
′−k−Q)j−φ]

}
.

In a finite size system, to have the duality, we need to
take

Q =
2πM

L
, (B3)

where M is an integer. The other requirement is M and
L are co-primes.

Given Eq. (B3), we have

V (k, k′) =
1

2

{
eiφδk′−k+Q,0 + e−iφδk′−k−Q,0

}
.
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Figure 15. Level statistics of the AA model. We average over all single particle eigenstates here. In (a), we average over φ.
The black dashed line in (a) marks the position of 2ln2 − 1, an expected value from Poisson statistics. As approaching the
thermodynamic limit, 〈r〉 approaches to zero in the delocalized phase (λ/t < 1) and to 2ln2−1 in the localized phase (λ/t > 1).
In (b), we average over ϕ (flux), and the system size is L = 987. In both (a) and (b) Q is set from the Fibonacci sequence
as described in the main text. In (c) Q is set from the Pell sequence and we average over φ as in (a). The results imply that
〈r〉 value does not depend on the choice of irrational numbers for the wavenumber Q. (d) shows the probability distribution
(with double logarithmic scale) of the level spacing of the AA model at the self-dual point. In (d), we use λ/t = 1, L = 4181,
Q/2π = 2584/4181, the shift φ is averaged over. The distribution P (s) fits well to a power-law function ∼ s−1.68.

Then it follows that

Hλ =
∑
k

[
−λeiφc†(k)c(k −Q)− λe−iφc†(k)c(k +Q)

]
.

We can relabel the momentum by k = mQ mod 2π, with
m = 0, 1, . . . (L − 1). This relabeling relies on that M
and L are co-primes (otherwise, this relabeling cannot
be done). With this relabeling, c(k)→ c̃(m), we have

Hλ =
∑
m

[
−λeiφc̃†(m)c̃(m− 1) + h.c.

]
Ht = −2t

∑
m

cos(Qm+ ϕ)c̃†(m)c̃(m).

We thus conclude that H[t, ϕ;λ, φ] is equal to (up to a
unitary transformation) H∗[λ, φ; t, ϕ], i.e.,

H[t, ϕ;λ, φ] = U†H∗[λ, φ; t, ϕ]U. (B4)

Under the duality transformation, the delocalized
states map to localized states, but the energy spectrum
stays the same. Thus the level statistics for the localized
phase is the same as the delocalized phase in the AA
model. One can make the level statistics appear differ-
ently for the two phases by selectively averaging over φ
or ϕ.

Here we give two examples of setting Q and L in a
finite size system. One is based on Fibonacci numbers
defined by

F0 = 1, F1 = 1, Fn = Fn−1 + Fn−2. (B5)

We can set L = Fn, Q/2π = Fn−1/Fn (Fn−1 and Fn
are co-prime). As n → ∞, Q/2π approaches the inverse

golden ratio 2/(1 +
√

5). Alternatively, one can also use
Pell numbers defined by

P0 = 0, P1 = 1, Pn = 2Pn−1 + Pn−2. (B6)

In this case, as n → ∞, Q/2π = Pn−1/Pn approaches

the inverse silver ratio
√

2− 1.

Alternatively for a large system, it is not necessary to
maintain the precise duality in numerical calculations to
determine the localization transition, and we can directly
set the wavenumber Q to be an irrational number.

To characterize the level statistics, we calculate the
adjacent gap ratio r, defined to be

rn =
min(sn, sn−1)

max(sn, sn−1)
, (B7)

with sn the level spacing between the nth and (n− 1)th
eigenstates. The average of rn is introduced as 〈r〉 =
1
L

∑
n rn. In Fig. 15, we show the level statistics across

the localization transition. The distribution of level spac-
ings at the self-dual critical point shows a power-law de-
cay.

2. Critical properties of the single-particle
incommensurate lattice models

In this section we study the critical properties of the
generalized Aubry-André model with a focus on deter-
mining the localization length exponent ν. This expo-
nent describes the divergence of the localization length
on approach to the transition as ξ ∼ δ−νλ , where we have
defined the distance to the critical point δλ ≡ |λ−λc|/λc.
We consider the inverse participation ratio (IPR)

IPR(ε) =
∑
x

|ψε(x)|4, (B8)

for normalized wave functions ψε(x) at an eigenenergy ε.
A related quantity is normalized participation ratio

η =
1

Ld × IPR
. (B9)

The IPR acts like an order parameter for the localization
transition, where it is an L independent constant in the
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Figure 16. Inverse participation ration near the localization
transition for α = 0 in (a) and (b), and for λ = λc in (c) and
(d). The labels for each system size are shared across each
figure. We find the IPR goes like 1/L in the delocalized phase
and saturates to an L independent constant in the localized
phase. Applying scaling collapse in the vicinity of the critical
point yields the critical exponents given in Table I.
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Figure 17. Energy ranges averaged over when computing the
IPR. The numerical single particle energy spectra is depicted
with its corresponding IPR value that is not averaged over en-
ergy, black denotes an IPR=0, cyan denotes an IPR=1, and
each red line marks the single particle mobility edge εME . (a)
λ = t, we average over all energies ε < 0 (the light tan re-
gion) giving rise to a localization transition at α = 0 shown in
Fig. 16 (c) and (d). (b) λ = 0.9t for energies ε < εME we av-
erage over the light tan region in energy whereas for ε > εME

we average over the light blue region of energy, resulting in
the average IPR in Fig. 18. The localization transition in each
case occurs where the single particle spectrum intersects the
mobility edge which yields α−

c = 0.07286 and α+
c = 0.07631.

localized phase and vanishes like 1/L in the delocalized
phase. Near the localization transition (via tuning the
potential λ or α in Eq. (3)) the IPR satisfies the finite
size scaling form

IPR(ε) ∼ 1

Ld2(ε)
f(δL1/ν), (B10)

where we have made it explicit that the correlation length
exponent is independent of the energy ε, however the ex-
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Figure 18. Inverse participation ration near the localization
transition for λ = 0.9t, and averaging over energies ε > εME

in (a) and (b), and averaging over energies ε < εME in (c)
and (d). The labels for each system size are shared across
each figure. The results for the critical exponents are given
in Table I.

ponent d2 is related to the multifractality of the single
particle wave function. As discussed in Ref. 97, the multi-
fractal analysis of the wave function depends on whether
it is done in the “center” of the band or near the “edge”
close to the Van-Hove singularities, and thus we assume
d2 is energy dependent. Nonetheless, our aim is to com-
pute ν and not the multifractal properties, therefore we
find it convenient to average the IPR over suitable energy
windows, which smears out the multifractal properties (in
energy) and our computed value of d2 is then in a sense
an average over a part of the band.

ν d2
α = 0 0.98± 0.05 0.51± 0.03
λ = λc 0.97± 0.07 0.51± 0.03

λ = 0.9 (ε > εME) 0.95± 0.08 0.92± 0.05
λ = 0.9 (ε < εME) 1.05± 0.08 0.90± 0.06

Table I. Critical exponents of the generalized Aubry-André
model

In the AA model, the localization length is known an-
alytically to be ξ = 1/ log(λ/t)73. Thus the correlation
length critical exponent ν is known exactly to be ν = 1.
Here we first reproduce this analytically exact exponent
purely numerically to establish that we can compute this
critical exponent to reasonably high accuracy. This ac-
curacy will dictate how well we can compute the critical
exponents for the GAA model. For the Aubry-André
model (α = 0), where there is no mobility edge, we aver-
age the IPR over all energies, with the results shown in
Fig. 16 (a) and (b). Introducing a finite α (see Eq. (3))
gives the model a mobility edge described by82

αεME = 2sgn(λ)(|t| − |λ|), (B11)
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Figure 19. Many body density of states (MBDOS) of the
one dimensional Anderson model at half filling. We show the
MBDOS for the four different cases, (a) without disorder or
interaction, (b) with disorder but no interaction, (c) without
disorder but with interaction, and (d) with both disorder and
interaction. We choose W/t = V/t = 0, W/t = 2, V/t = 0,
W/t = 0, V/t = 2, and W/t = V/t = 2, in (a), (b), (c),
and(d), respectively. For the disordered cases, we average over
100 realizations. The asymmetric shape of the distribution in
(c) and (d) is due to interactions (for V → −V the MBDOS is
peaked at E < 0). For the interacting case, we use the kernel
polynomial method90

and therefore we have to carefully choose the energies so
that we average over single particle orbitals that are all
delocalized or all localized as to not mix in any orbitals
from the other phase (Fig. 17). For this we have consid-
ered two different values of λ. First we consider λ = λc
as a function of α, due to Eq. (B11) there is a mobility
edge at ε = 0 and α = 0. As a result we average over
all energies ε < 0 such that for α < 0 we are capturing
localized orbitals and for α > 0 delocalized orbitals (see
Fig. 17). Thus the average IPR captures the transition
as a function of α between a localized (α < 0) and a
delocalized (α > 0) phase as shown in Fig. 16 (c) and
(d). This trajectory is interesting as it keeps the Aubry-
André model as the critical point α = 0, but allows us to
extract the scaling from the distance to critical point as
a function of α. We find the critical exponents between
the AA model and the GAA model at λ = λc to be in
excellent numerical agreement.

We now focus on λ = 0.9t in the GAA model which has
a mobility edge at εME = 0.2t/α, allowing us to study
a critical point that may be distinct from the α = 0 AA
limit. To this end we will consider averaging over en-
ergies ε > εME (ε < εME), which for increasing α will
give rise to a delocalized to localized (localized to delo-
calized) transition at α+

c (α−c ) and the results are shown
in Fig. 18. Here we find the critical couplings α±c from

where the last eigenenergy intersects the mobility edge
(Fig. 17(b)), for ε < εME this yields αc = −0.07286 and
for ε > εME this yields αc = 0.07631. This averaging pro-
cedure and estimates of critical couplings yield excellent
data collapse as seen in Fig. 18 (b) and (d).

From the data collapse of the average IPR we find the
results listed in Table I, a few comments are in order.
First, interestingly we find that the critical properties of
the generalized Aubry-André model across the mobility
edge matches the α = 0 limit, i.e. introducing a mobil-
ity edge by tweaking the incommensurate potential does
not change the universal value of ν. Second, the dif-
ferent energy averages do affect the value of d2, but we
find they do agree reasonably well for λ = 0.9t and the
two different energy averages ε < εME and ε > εME .
Third, we find that ν ≈ 1 strongly violates the Chayes-
Chayes-Fisher-Spencer (CCFS) bound ν ≥ 2/d(= 2)89

for a stable disorder driven quantum critical point. How-
ever this bound has been obtained for disordered criti-
cal points where the order parameter follows an underly-
ing distribution. Thus, such a notion does not apply to
the incommensurate models as there is no disorder (in a
strict sense) and our analysis of ν places them into their
own class. This provides a major distinction between
Anderson localization driven by disorder that satisfies
the CCFS bound and incommensurate models that do
not. In fact, it should be emphasized that Aubry-André
type (or any other related) incommensurate localization
is not an Anderson localization at all in any sense– it is
not driven by quantum interference from disorder, it is
caused by energy gaps in the Schrödinger spectrum, and
hence the concept of CCFS bound is irrelevant for AA or
GAA type localization.

Appendix C: Many-body density of states

A normalized many-body density-of-states (MBDOS)
is introduced as,

MBDOS(ε) =
N

VH

∑
q

δ(E − Eq), (C1)

with ε = E/N the energy per particle, VH the
Hilbert space dimension, and q labeling many-body
eigenstates. As defined, the MBDOS is normalized as∫
dεMBDOS(ε) = 1. For a large system, MBDOS is

strongly peaked at Emiddle, with a broadening propor-
tional to 1/

√
N , which vanishes in the thermodynamic

limit. For non-interacting fermions, the form of MBDOS
is restricted by the central limit theorem to be a Gaus-
sian,

MBDOS(ε) =
1√
πσε

exp
[
−(ε− Emiddle/N)2/σ2

ε

]
.

(C2)
For interacting fermions, we find that the broadening is
still greatly suppressed as we increase the system size.
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The difference is that the interacting MBDOS is an asym- metric function (depending on the sign of V ) instead of
being a Gaussian (see Fig. 19).
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