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We present first-principles calculations of metallic atomic hydrogen in the 400-600 GPa pressure
range in a tetragonal structure with space group I41/amd, which is predicted to be its first atomic
phase. Our calculations show a band structure close to the free-electron-like limit due to the high
electronic kinetic energy induced by pressure. Bands are properly described even in the independent
electron approximation fully neglecting the electron-electron interaction. Linear-response harmonic
calculations show a dynamically stable phonon spectrum with marked Kohn anomalies. Even if the
electron-electron interaction has a minor role in the electronic bands, the inclusion of electronic ex-
change and correlation in the density response is essential to obtain a dynamically stable structure.
Anharmonic effects, which are calculated within the stochastic self-consistent harmonic approxima-
tion, harden high-energy optical modes and soften transverse acoustic modes up to a 20% in energy.
Despite a large impact of anharmonicity has been predicted in several high-pressure hydrides, here
the superconducting critical temperature is barely affected by anharmonicity, as it is lowered from
its harmonic 318 K value only to 300 K at 500 GPa. We attribute the small impact of anharmonicity
on superconductivity to the absence of softened optical modes and the fairly uniform distribution
of the electron-phonon coupling among the vibrational modes.

I. INTRODUCTION

The recent measurement of a superconducting criti-
cal temperature (Tc) of 203 K in the sulfur hydrogen
system1, a temperature reachable on Earth’s surface,
is a major breakthrough in the field of superconduc-
tivity. It ultimately validates Ashcroft’s idea that hy-
drogen and hydrogen-dominant metallic compounds can
be high-temperature superconductors2,3. This measure-
ment offers new hopes to find sooner than later room-
temperature superconductivity in other hydrogen-rich
compounds or hydrogen itself. Indeed, since the ad-
vent of modern ab initio calculations for the electron-
phonon interaction, many theoretical calculations have
predicted astonishingly high Tc values for hydrogen at
megabar pressures, both in molecular and atomic phases,
the largest Tc values predicted for any compound up to
date4–10.

Thus far, five solid phases of hydrogen have been de-
termined, all of them molecular and insulating. How-
ever, a sixth metallic one has been recently claimed to
be found11. Phase I is thought to be a molecular solid
of quantum rotors on a hexagonal close packed lattice12.
It is found in a wide pressure and temperature range up
to the melting curve, which has a maximum of ∼1000
K around 65 GPa13,14. Phase II appears between ap-

proximately 50-150 GPa and only below 150 K, tem-
perature at which it transforms back to phase I15. Hy-
drogen adopts phase III above 150 GPa up to at least
360 GPa16,17. Recent experiments have determined that
this phase transforms to phase IV at around 200 K in
the 240-325 GPa pressure range18–20, which might melt
close to room temperature21. Transition from phase IV
to V occurs at 325 GPa, the last one existing probably
up to the dissociation pressure22. Finally, a new work
claims to have found phase VI by cooling down phase
V below 200-220 K. This new phase could be metallic,
but further work is expected to confirm this result11. In
any case, and even though the goal seems closer than
ever, the quest for metallic hydrogen continues. Ex-
trapolation of optical experiments23 predicted a metal-
ization pressure of around 450 GPa, which was expected
to occur due to the overlap between the valence and con-
duction bands in the molecular state before molecular
dissociation24,25. However, works in Ref. 22 and 11 sug-
gest metalization might occur together with molecular
dissociation. In any case, state-of-the-art static diamond
anvil cell techniques26 will allow promising future experi-
ments that are expected to shine light on this long stand-
ing quest.

Even though it has not been experimentally confirmed
yet, recent quantum Monte Carlo calculations including
anharmonicity for the zero-point energy27 predict hydro-
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Figure 1. (a) Conventional unit cell of I41/amd hydrogen.
(b) a = b and c lattice parameters as well as the two different
interatomic distances d1 and d2 of I41/amd hydrogen at 500
GPa.

gen should undergo a transition to a metallic and atomic
tetragonal I41/amd phase (shown in Fig. 1) around 374
GPa, which had been predicted before28. It seems the
inclusion of anharmonicity is important to describe the
boundaries of phases I, II, III, and IV29, as well as to esti-
mate the vibron energies in phases III and IV30,31. Never-
theless, even if anharmonicity has a huge impact on the
superconducting properties of many hydrides32–37, the
potential impact of anharmonicity in the large Tc values
predicted for hydrogen4–10 remains unexplored. Consid-
ering that in aluminum36,37, palladium34, and platinum
hydrides35, as well as in the record superconductor H3S

32

anharmonicity suppresses the electron-phonon couping as
it tends to harden optical H-character phonon modes, one
might expect that anharmonicity might strongly impact
superconductivity in hydrogen too.

In this work we present an ab initio analysis based
on density-functional theory (DFT) of electronic and vi-
brational properties of I41/amd hydrogen in the 400-600
GPa pressure range. While in Ref. 8 vibrational and
superconducting properties of this possible first struc-
ture of atomic hydrogen phase are analyzed holding to
the harmonic approach, our goal is to elucidate the im-
pact of anharmonicity in those properties plus its im-
plications in lattice stability. Our results show a close
to free-electron-like behavior, as the DFT band struc-
ture is perfectly described even if electron-electron inter-
action is fully neglected. The harmonic phonons calcu-
lated within linear-response density-functional perturba-
tion theory (DFPT)38 show the system is dynamically
stable even if marked Kohn anomalies are present. De-
spite the minor role of electron-electron interaction in the
electronic states, electronic exchange becomes of vital im-
portance to ensure the dynamical stability of the system.
We have included anharmonic effects using the stochas-
tic self-consistent harmonic approximation (SSCHA)34,35

and observed the phonon spectrum is significantly mod-
ified. However, in contrast to many superconducting

hydrides32,34–37, the superconducting Tc obtained within
the harmonic approximation is barely modified by anhar-
monicity, as it is only suppressed by a 6%.
The paper is organized as follows. In Sec. II we

overview the computational details and methods used
throughout. In Sec. III we present and analyze the ob-
tained results. Finally, we present a summary of our
conclusions in Sec. IV.

II. COMPUTATIONAL DETAILS

We performed our DFT calculations within the
Perdew-Burke-Ernzerhof parametrization of the
generalized-gradient approximation39. The electron-
proton interaction was considered making use of an
ultrasoft pseudopotential as implemented in Quantum

ESPRESSO40. Due to the large kinetic energy of
the electrons, a proper convergence of the electronic
properties and phonon frequencies required a dense
80 × 80 × 80 k-mesh and 0.05 Ry Hermite-Gaussian
electronic smearing for the electronic integrations in the
first Brillouin zone (BZ). An energy cutoff of 100 Ry
was necessary for expanding the wave-functions in the
plane-wave basis.
Phonon frequencies were calculated within DFPT as

implemented in Quantum ESPRESSO40 in a 6× 6× 6
q-point grid in the BZ. Fourier interpolation was used
to obtain the phonon spectra along high-symmetry lines.
We find convenient to split the calculated dynamical ma-
trices at a given wave-vector as D(q) = Dp(q) +De(q).
Dp represents the contribution of the proton-proton
Coulomb interaction to the dynamical matrix, which can
be estimated analytically with an Ewald summation. De

contains the effect of the electronic response to the proton
motion in the dynamical matrix. Besides DFPT, we have
also estimated De making use of the free-electron Lind-
hard response function within the Random Phase Ap-
proximation (RPA) as in Ref. 41. In the latter approach
the dynamical matrix is analytical at any q so that we
have not restricted the calculations to the 6× 6× 6 grid.
Electron-phonon matrix elements were also calculated

within DFPT in a 6 × 6 × 6 q-point grid. Converging
the double Dirac delta in the equation for the phonon
linewidth required a 100 × 100 × 100 denser k-point
mesh. The superconducting Tc was calculated solving
isotropic Migdal-Eliashberg equations42,43, considering
that for large electron-phonon coupling constants McMil-
lan’s equation underestimates Tc

44.
We use the SSCHA34,35 to calculate the anharmonic

renormalization of the phonon spectrum. The SSCHA is
a variational method in which the vibrational free energy
is minimized with respect to a trial harmonic density ma-
trix. This minimization process requires the calculation
of forces acting on atoms in supercells for different con-
figurations created with the trial density matrix. These
forces were calculated in a 3× 3× 3 supercell making use
of DFT with the same parameters as the DFPT phonon
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calculations. This yielded phonon frequencies in a com-
mensurate 3 × 3 × 3 q-point grid. The difference be-
tween the harmonic and anharmonic dynamical matrices
was interpolated to the finer 6 × 6 × 6 grid. The anhar-
monic correction to the superconducting Tc was calcu-
lated combining the SSCHA dynamical matrices with the
calculated electron-phonon deformation potential within
DFPT as explained in Ref. 34.

III. RESULTS AND DISCUSSION

A. Electronic structure

Hydrogen, containing a single proton and an electron,
is supposed to leave its common molecular nature un-
der a sufficient high pressure to form a metal similar to
the alkalies. In the high pressure limit the dominant
electronic kinetic energy would be responsible for end-
ing up with a free-electron-like metal. However, in the
analyzed pressure range we are still close to the dissoci-
ation/metalization pressure23 and the problem is not as
simple as one could imagine a priori.
Fig. 2a shows the electronic band structure of I41/amd

hydrogen at 500 GPa. The bands present a huge disper-
sion, associated to the dominating kinetic term in the en-
ergies of the electronic states. The calculated band struc-
ture is not far from the free-electron approximation, the
main difference being the band gaps opened at the border
of the BZ and whenever band crossing occurs due to the
interaction of the electrons with the proton lattice. It is
interesting to point out that if we consider the indepen-
dent electron approximation, just keeping the Ve,p term
that gives the electron-proton interaction in the Vscf self-
consistent potential and neglecting the VH Hartree and
Vxc electron-electron interactions (see Appendix for de-
tails), the resulting bands match almost perfectly with
the DFT ones. Therefore, we can conclude that main
differences with the free-electron approximation are due
to the large proton-electron interaction, and that the in-
teraction between the electrons is not giving any signif-
icant contribution to the band structure. Fig. 2b shows
the Fermi surface, which is quite spherical. However, the
sphere shows some open areas around the high symmetry
point N, where it touches the BZ boundary and a band
gap is opened.

B. Vibrational properties

In Fig. 3 we show the calculated phonon dispersion in
tetragonal I41/amd hydrogen at 500 GPa within DFPT.
We also show the phonons at 400 and 600 GPa, but due
to the minor qualitative changes we will focus just in
the 500 GPa spectrum, as the analysis should be valid
for all the pressure range. The system clearly is dynam-
ically stable, but there are some branches with strong
Kohn anomalies45, specially the low energy transverse

acoustic branch. Indeed, as shown in Fig. 3, q-points at
which the anomalies appear coincide with |q+G| = 2kf ,
where kf is the Fermi wave-vector and G the reciprocal
lattice vector that brings q back into the BZ. Consid-
ering the validity of the free-electron-like approximation
to describe the electronic band structure, we have calcu-
lated the phonon dispersion within this approximation,
assuming that the De contribution to the dynamical ma-
trix can be calculated with the Lindhard response func-
tion at the RPA level as in Ref. 41, therefore, neglecting
correlation and exchange in the electronic response. In
this free-electron limit we can obtain the spectra along
high-symmetry lines without any Fourier interpolation,
evidencing the presence of the Kohn anomalies at the
|q+G| = 2kf points, and confirming that the kinks
present in the DFPT result are Kohn anomalies.

Nevertheless, the Lindhard RPA spectrum completely
differs from the ab initio calculations. The intensity of
the Kohn anomalies is much stronger and the transverse
acoustic modes become unstable with imaginary frequen-
cies. Therefore, even though the electronic band struc-
ture could be understood within the free-electron-like ap-
proximation, phonons seem to be far from this picture,
contrary to the case of sodium41,46. This fact also ques-
tions the stability of the I41/amd tetragonal phase in
the ultimate high-pressure limit where the electrons are
expected to be free. If we split the dynamical matrix in
the Dp and De terms, we note that each of them scales
differently with the average inter-electronic distance pa-
rameter rs: Dp always scales as r−3

s , while, in the Lind-
hard RPA, De scales as r−2

s (rs + C), where C is always
positive and of the order of unity. Therefore, in the very
large pressure limit with small rs, the Dp contribution
is expected to dominate over the electronic contribution.
In Fig. 4 we present the dispersion of the root of the
eigenvalues of each contribution separately. This repre-
sents the phonon spectra that would be obtained from
each contribution independently. In our case, phonons
associated to Dp are already unstable and the contribu-
tion from De is not enough to stabilize them. This is the
reason why the Lindhard RPA phonons have imaginary
frequencies. As in the high-pressure limit Dp will dom-
inate over De, the tetragonal I41/amd will not become
stable at very large pressure, but more symmetric and
compact structures with positive eigenvalues of Dp (as
fcc or bcc) will be favored.

In order to better understand the discrepancy between
the ab initio DFPT and the Lindhard RPA spectra, we
have made several calculations based on linear-response
theory trying to disentangle the different contributions
to the final phonon spectra. The calculation of De re-
quires not only the knowledge of the electronic density
n but also its linear change δn with respect to ionic dis-
placements38. This last term can be calculated from the
interacting electronic density-response function χ, which
requires first the knowledge of the non-interacting re-
sponse χ0, and second to solve an integral Dyson-like
equation where the linear change of the self-consistent
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Figure 2. (a) Electronic band structure of I41/amd hydrogen at 500 GPa calculated within DFT, where the self-consistent
potential is Vscf = Ve,p +VH +Vxc. Bands obtained within the free-electron approach (Vscf = 0) and the independent-electron
approach (Vscf = Ve,p) are also shown. The origin of energy (black dotted line) corresponds to the Fermi level. (b) Fermi
surface of I41/amd hydrogen at 500 GPa within DFT. The BZ and its high-symmetry points are shown.
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Figure 3. Phonon spectra of I41/amd hydrogen calculated
within DFPT at several pressures. At 500 GPa phonons
calculated within the Lindhard RPA formulation are also
shown. Dotted vertical black lines indicate q-points satis-
fying |q+G| = 2kf , where Kohn anomalies are expected to
appear.

potential δVscf takes part (see Appendix). Although it
requires a cumbersome sum over excited state, χ0 can be
calculated directly from the eigenvalues and eigenstates
obtained with the unperturbed Vscf self-consistent po-
tential. Combining different approximations in Vscf to
calculate χ0 and δVscf to calculate χ, the relevant con-
tributions to the dynamical matrices can be unveiled.
For instance, in the Lindhard RPA limit χ0 is built from
free-electron bands (Vscf = 0) and exchange-correlation
is neglected to build χ (δVscf = δVe,p + δVH), limit in
which De is reduced to a simple analytical expression41.
Here, we avoid the explicit calculation of χ0 and χ by
calculating δn making use of DFPT. In this case, the
Sternheimer equation is solved self-consistently neglect-
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Figure 4. Lindhard RPA phonons of I41/amd hydrogen at
500 GPa, decomposed into the contributions coming from the
Dp and De terms. Dotted vertical lines indicate q-points
satisfying |q+G| = 2kf , where Kohn anomalies appear.

ing different terms in Vscf and δVscf , which is equivalent
to making different approaches to χ0 and χ respectively.
In those cases when a different scheme is adopted for Vscf
and δVscf translational invariance is not satisfied any-
more. We overcome this difficulty imposing the acoustic
sum rule (ASR) a posteriori (see Appendix for technical
details).

In Fig. 5 we show four phonon spectra with differ-
ent combination of neglected terms in Vscf and δVscf .
First, we show the spectrum obtained by neglecting any
electron-electron interaction in the unperturbed Hamil-
tonian (Vscf = Ve,p), but keeping all the terms in its
linear perturbation δVscf = δVe,p + δVH + δVxc. We ob-
tain exactly the same result as in the previously calcu-
lated full DFPT phonons (see Fig. 9 in Appendix for a
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comparison), remarking the insignificant role of electron-
electron interaction in the electronic bands and, conse-
quently, in χ0. Second, we show the phonons calculated
neglecting electron-electron interaction in Vscf again, but
this time neglecting the exchange and correlation term
in δVscf . This is equivalent to calculating χ0 as in the
previous case, but calculating χ within the RPA. Third,
we show a consistent Hartree-level calculation where, co-
pared to the previous one, we obtain a quantitatively
different but qualitatively identical spectrum in which
instabilities remain. Finally, we show the dispersion ob-
tained with free electrons (Vscf = 0) but using the full
linear perturbation going beyond the RPA. Comparing
the free-electron RPA calculation in Fig. 3 with the one
including exchange-correlation effects for the response in
Fig. 5, it can be confirmed that including exchange and
correlation in δVscf (and therefore in χ) is determinant
for obtaining dynamically stable phonons. However, due
to the strong electron-proton interaction, including Ve,p
in the self-consistent potential is necessary to obtain good
quantitative results.

Analyzing these different calculations, we conclude
that, despite the electronic kinetic energy dominates and
the electron-electron interaction plays a negligible role
in the band structure, going beyond the RPA including
exchange-correlation effects in the calculation of the elec-
tronic response is crucial. Indeed, exchange-correlation
effects in the response to the proton motion make tetrag-
onal I41/amd atomic hydrogen dynamically stable. This
calamitous failure of the RPA is related to the self-
interaction error associated to the Hartree potential,
which underestimates the high electronic density around
the protons up to a 9% at 500 GPa. We have checked
that similar phonons are obtained for different approxi-
mations of the exchange-correlation potential47,48. This
is not the case in the molecular case at lower pressures,
where correlation clearly has an effect in the energies of
molecular vibrons49.

Even if exchange-correlation effects guarantee the sta-
bility of the tetragonal I41/amd atomic structure of hy-
drogen, this conclusion is drawn exclusively at the har-
monic level. In Fig. 6 we compare the harmonic DFPT
phonon spectra with the anharmonic spectra obtained
within the SSCHA. Anharmonicity is quite strong, as
phonon frequencies are affected up to a 20% in the trans-
verse acoustic branch in the Γ-N path. Transverse acous-
tic branches are in general specially vulnerable as their
energies are considerably lowered. Consequently, one
could expect anharmonic effects to increase the zero-
point displacement of the atoms, bringing atomic hydro-
gen closer to quantum melting. According to our cal-
culations, however, I41/amd hydrogen is not melted if
we hold to the quantum limit of the Lindemman crite-
rion, which states quantum melting occurs when the Root
Mean Square (RMS) displacements of atoms are around
27 − 30% of the interatomic distances50. While in the
harmonic approach we obtain RMS displacements of a
20.3% and a 16.4% relative to the two different inter-
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Figure 5. Phonon spectra of I41/amd hydrogen at 500
GPa within different approximations for the unperturbed self-
consistent potential Vscf and its linear perturbation δVscf .
Calculations are performed within the DFPT formalism. The
ASR has been imposed a posteriori in every case expect in the
pure Hartree case (Vscf = Ve,p + VH , δVscf = δVe,p + δVH).

P (GPa) Mode ωh (cm−1) ωanh (cm−1)
400 Eg 1161.8 -

B1g 2472.2 -
500 Eg 1214.6 1187.9

B1g 2745.4 2769.8
600 Eg 1212.4 -

B1g 2988.4 -

Table I. Raman active modes of I41/amd hydrogen in the
400-600 GPa pressure range. Harmonic and anharmonic fre-
quencies are represented as ωh and ωanh respectively.

atomic distances d1 and d2 of the crystal, these values
are only slightly raised by anharmonicity to a 20.7% and
a 16.6%, respectively. The reason of this rather small
change is a big part of the high energy modes are en-
hanced by anharmonicity, compensating the softening of
the transverse acoustic branches.
As most of the phases have been found and char-

acterized by Raman and infrared spectroscopy experi-
ments, we show the impact of anharmonicity in the op-
tical modes at the Γ point in Table I. The structure has
two Raman active modes that are barely affected by an-
harmonicity.

C. Superconductivity

In order to analyze how anharmonicity affects super-
conductivity, we have calculated Eliashberg’s function
α2F (ω) at 500 GPa both in the harmonic and anhar-
monic cases as described in Sec. II. The α2F (ω) shows
a large peak at high energy due to the large electron-
phonon linewidth of high-energy optical modes (see Fig.
6). The practically linear and homogeneous increase of
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the integrated electron-phonon coupling constant λ(ω) =
2
∫ ω

0
dω′α2F (ω′)/ω′ indicates that the contribution to

the electron-phonon coupling constant is quite homoge-
neous over all the modes in the BZ. This is true both
in the harmonic and in the anharmonic case. Even
if anharmonic effects have a significant impact on the
phonon spectra, the electron-phonon coupling constant
λ = λ(∞), which scales with the phonon frequencies as
∝ ω−2, is practically unaltered by anharmonicity, as we
obtain λ = 1.68 and λ = 1.63 in the harmonic and an-
harmonic cases, respectively. The contribution of the
low-energy transverse acoustic modes to the electron-
phonon coupling constant is slightly enhanced due to
the anharmonic suppression of their frequencies. This is
compensated by the hardening of the high-energy optical
modes that suppresses λ. The result is that anharmonic-
ity slightly affects the electron-phonon coupling constant.
We estimate the superconducting critical temperature

by solving isotropic Migdal-Eliashberg equations in order
to overcome the underestimation of Tc given by McMil-
lan’s equation in the strongly interacting limit44. With
a Coulomb pseudopotential of µ∗ = 0.1 we obtain a su-
perconducting energy gap (first Matsubara frequency) of
∆ ≈ 62 meV and ∆ ≈ 58 meV, respectively, in the har-
monic and anharmonic cases at 0 K (see Fig. 7). Tc,
defined as the temperature at which the gap vanishes,
is 318 K and 300 K respectively in the harmonic and
anharmonic approaches. The harmonic result is in rea-
sonable agreement with previous results8. The effect of
the Coulomb pseudopotential in Tc is weak as it happens
in strongly interacting electron-phonon superconductors.
Therefore, anharmonicity slightly lowers the supercon-
ducting critical temperature in tetragonal I41/amd hy-
drogen due to the small reduction of λ. In Fig. 7 we
also show the first Matsubara frequencies of the energy
gap at 400 GPa and 600 GPa in the harmonic approach.
As wee can see, Tc is very weakly affected by pressure
in the 400-600 GPa pressure range. Due to the flatness
of Tc and the smooth change of the phonons with pres-
sure (Fig. 3) anharmonic effects are expected to have a
similar impact at the 400 and 600 GPa.
Considering that in all superconducting hydrides

where strong anharmonic effects in superconductivity
have been reported there are strongly softened optical
modes in the harmonic approximation32,34–37, even imag-
inary sometimes, it seems the impact of anharmonic-
ity on Tc is largely determined by the presence of such
soft hydrogen-character optical modes. Due to the fairly
uniform distribution of the electron-phonon coupling in
the BZ here, there are no particular optical modes that
soften, making anharmonic effects on Tc weaker.

IV. CONCLUSIONS

In this work we have presented an exhaustive analysis
of the electronic and vibrational properties of I41/amd
hydrogen within the 400-600GPa pressure range. Atomic
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metallic hydrogen in this phase shows a nearly free-
electron-like electronic band structure, where the opened
band gaps can be explained even without the need of
electron-electron interaction. The huge kinetic energy
of the electrons due to the extremely high pressure
plus their strong interaction with the bare nuclei makes
the electron-electron interaction be irrelevant for the
electronic structure. Nevertheless, the strong electron-
proton interaction creates a big electronic localization
near the atomic nuclei. Consequently, the RPA dramati-
cally fails when calculating the phonons of atomic hydro-
gen. In fact, the inclusion of exchange-correlation effects
in the calculation of the electronic response to proton
motion guarantees the dynamical stability of the struc-
ture.

Despite anharmonicity modifies phonon frequencies up
to approximately a 20%, for instance, lowering the en-
ergies of the transverse acoustic modes and hardening
high-energy optical modes, it has a minor effect on su-
perconductivity, only suppressing Tc by a 6%. This
is in stark contrast to other hydrides where anhar-
monicity has a huge impact on the superconducting
properties32,34–37, even inducing an inverse isotope ef-
fect in palladium hydrides34. This raises the interest-
ing question whether anharmonicity impacts supercon-
ductivity in hydrides simply because hydrogen is light
and vibrates far from equilibrium or for another particu-
lar reason. Our results suggest that determining whether
anharmonicity has a strong impact on Tc cannot be re-
lated exclusively to the lightness of the ions present in the
system, but to the presence of softened optical modes.
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APPENDIX

Within DFT the electronic wave-functions |ψi〉 are cal-
culated diagonalizing the

H = Te + Vscf (1)

Hamiltonian asH |ψi〉 = εi |ψi〉, where εi is the electronic
eigenvalue, Te is the electronic kinetic energy, and the
self-consistent potential is

Vscf = Ve,p + VH + Vxc. (2)

Ve,p, VH , and Vxc are, respectively, the electron-proton,
Hartree, and exchange-correlation potentials. The dif-
ferent band structures shown in Fig. 2a are obtained
neglecting different terms in Eq. (1). The DFT result, of
course, retains all the terms in Vscf ; in the free-electron
approximation Vscf = 0; and in the independent electron
approximation Vscf = Ve,p. We call the latter approach
independent electron because in this case electrons do not
interact with each other via the VH and Vxc potentials,
which depend on the electronic density n.
The electronic part of the dynamical matrix De is ob-

tained Fourier transforming the electronic contribution
to the force constant matrix, which is given in terms of
the electronic density and its derivatives by

φα,βi,j (R) =

∫

dr

[

∂n(r)

∂uαi,R

]

0

[

∂Ve,p(r)

∂uβj,0

]

0

+

∫

dr n(r)

[

∂2Ve,p(r)

∂uαi,R∂u
β
j,0

]

0

. (3)

Here, R is a lattice vector and uαi,R is the displacement
in the Cartesian direction α of atom i in the unit cell

belonging to the cell defined by R. The calculation
of De requires thus the knowledge of the δn the linear
change of the electronic density with respect to to the
ionic displacements. Making use of the electronic density-
response function χ(r, r′) the linear change of the density
can be calculated as

δn(r) =

∫

dr′χ(r, r′)δVe,p(r
′), (4)

where δVe,p(r) represents the linear change of the
electron-proton potential. The density response function
is usually calculated by first estimating the noninteract-
ing response function χ0(r, r

′), which can be directly cal-
culated from the eigenvalues and eigenfunctions of the
Hamiltonian in Eq. (1) as

χ0(r, r′) =
∑

i,j

fi − fj
εi − εj

ψ∗
i (r)ψj(r)ψ

∗
j (r

′)ψi(r
′), (5)

where fi represents the Fermi-Dirac occupation of the i-
th state. The reason for it is that the linear change of
density can be given as

δn(r) =

∫

dr′χ0(r, r′)δVscf (r
′). (6)

in terms of the noninteracting response function and the
linear change of the self-consistent potential. Combining
Eqs. (4) and (6), with the linear change of the potential
the following self-consistent Dyson-like equation can be
obtained for the response function:

χ(r, r′) = χ0(r, r
′)

+

∫

dr1dr2χ0(r, r1)K(r1, r2)χ(r2, r
′), (7)

with

K(r, r′) =
1

|r− r′|
+

∂2Exc

∂n(r)∂n(r′)
(8)

and Exc the exchange-correlation energy. If δVxc(r) is ne-
glected in Eq. (6), K(r, r′) = 1

|r−r′| . This is the RPA ap-

proximation. Neglecting different contributions for Vscf
in Eq. (2) one can understand which are the important
contributions to the non-interacting χ0(r, r

′). Similarly,
neglecting different terms in δVscf in Eq. (6) the impor-
tant contributions to χ(r, r′) can be determined.
DFPT38 offers a much more efficient method to calcu-

late δn avoiding the cumbersome calculation of the re-
sponse function, which requires a slowly converging sum
over excited states as shown in Eq. (5). Within DFPT
the Sternheimer equation

(Te + Vscf − εi) |δψi〉 = −(δVscf − δεi) |ψi〉 , (9)

is solved self-consistently. Here, δεi and |δψi〉 are, re-
spectively, the linear change of the electronic eigenvalues
and eigenfunctions. Once the Sternheimer equation is
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Figure 8. Phonon spectra of I41/amd hydrogen at 500
GPa calculated within DFPT using Vscf = 0 and δVscf =
δVe,p + δVH with and without imposing the ASR. The results
are compared to the Lindhard RPA spectrum calculated an-
alytically, which is an equivalent calculation.

solved and the |δψi〉 states are known, δn can be calcu-
lated and, consequently, De

38. By neglecting in Eq. (9)
different terms in Vscf and δVscf we are able to make
different implicit approaches to χ0 and χ, respectively,
as described in the previous paragraph.
It is important to note that every time the approaches

for Vscf and δVscf are different (i.e. the neglected
terms are not the same) translational invariance is bro-
ken down. The reason is that the ground state densities
given by the different approximations differ. In those
cases, we impose the ASR a posteriori by correcting the
force-constants matrix in Eq. (3) as

φ̃α,βi,i (0) = φα,βi,i (0)−
∑

R,j

φα,βi,j (R) (10)

for every possible i, α and β. The new φ̃ yield dynamical
matrices that satisfy the ASR. This way of imposing the
ASR is equivalent to correcting the second addend in Eq.
(3) a posteriori, which gives a non-dispersive term to the
dynamical matrix as the correction in Eq. (10). As an
example, in Fig. 8 we show how imposing of the ASR
works in the case Vscf = 0, δVscf = δVe,p + δVH , which
is equivalent to the analytic Lindhard RPA approxima-
tion. We see how after imposing the ASR the spectrum
coincides with the analytic one. The small differences be-
tween the analytic spectrum and the one obtained with
the DFPT procedure are because the latter is obtained
from a Fourier interpolation from a 6×6×6 q-grid, while

the former is calculated point by point.

The phonon-spectra presented in Fig. 5 are calcu-
lated solving Eq. (9) in three different ways: i) taking
Vscf = Ve,p and δVscf = δVe,p + δVH + δVxc; ii) tak-
ing Vscf = Ve,p but neglecting the linear change of the
exchange correlation so that δVscf = δVe,p+ δVH ; iii) ne-
glecting any interaction of electrons in the self-consistent
potential (Vscf = 0) but taking the full linear change of
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Figure 9. Phonon spectra of I41/amd hydrogen at 500 GPa
calculated within DFPT using two different approaches for
Vscf . In the Vscf = Ve,p and δVscf = δVe,p + δVH + δVxc

calculation the ASR is imposed a posteriori.

it (δVscf = δVe,p + δVH + δVxc). In Fig. 9 we show how
the inclusion of the electron-electron interaction in Vscf
is irrelevant, as one obtains the same spectra as including
it (after imposing ASR in the first case).
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