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We extend the electrodynamics of two dimensional electron gases to account for the extrinsic spin
Hall effect (SHE). The theory is applied to doped graphene decorated with a random distribution
of absorbates that induce spin-orbit coupling (SOC) by proximity. The formalism extends previous
semiclassical treatments of the SHE to the non-local dynamical regime. Within a particle-number
conserving approximation, we compute the conductivity, dielectric function, and spin Hall angle in
the small frequency and wave vector limit. The spin Hall angle is found to decrease with frequency
and wave number, but it remains comparable to its zero-frequency value around the frequency
corresponding to the Drude peak. The plasmon dispersion and linewidth are also obtained. The
extrinsic SHE affects the plasmon dispersion in the long wavelength limit, but not at large values
of the wave number. This result suggests an explanation for the rather similar plasmonic response
measured in exfoliated graphene, which does not exhibit the SHE, and graphene grown by chemical
vapor deposition, for which a large SHE has been recently reported. Our theory also lays the
foundation for future experimental searches of SOC effects in the electrodynamic response of two-
dimensional electron gases with SOC disorder.

I. INTRODUCTION

A number of ground-breaking experiments have re-
cently explored the physics of plasmons in doped Dirac
materials like graphene and topological insulators.1–5

One major difference between these two kinds of Dirac
materials is the strength of the spin-orbit coupling (SOC)
in their band structure. Whilst SOC is substantial in
the band structure of topological insulators, it has been
rightly dismissed in graphene as negligible due to the
lightness of carbon.6,7

Nevertheless, despite of the negligible SOC in its band
structure, it has been recently observed that the spin
Hall effect (SHE) can occur in graphene decorated with
absorbates such as hydrogen,8 and in graphene devices
prepared by chemical vapor deposition (CVD),9 which
contain residual metallic clusters. From the theoreti-
cal point of view, the existence of a (proximity-induced)
SOC in graphene is also expected from first-principles
and tight-binding calculations.10–12 However, the exper-
imental situation remains rather controversial,13,14 and
in this context, deeper theoretical studies of decorated
graphene are, in our opinion, more than necessary.

A direct experimental consequence of the SOC dis-
order is the SHE by which an applied electric field in-
duces a transverse spin current.15–19 The figure of merit
of the SHE is the spin Hall angle, ΘSH which measures
the fraction of the (longitudinal) charge current that is
converted into a (transverse) spin current. In Ref. 9,
a large value of ΘSH ∼ 0.1 was reported, which makes
CVD graphene a material comparable to platinum, a ref-
erence material in the field of metallic spintronics.15 In
this field, over the last decade, the SHE has attracted in-
creasing theoretical20–22 and experimental8,9,23–25 atten-

tion, and the most recent experimental discoveries may
point the way toward a new class of graphene-based spin-
tronic devices.26,27

This paper examines corrections to electrodynamics
arising from extrinsic SHE. The latter is known to occur
in materials through essentially two kinds of microscopic
mechanisms, namely side-jump and skew scattering.28 In
the doped regime, the large SHE observed in adatom dec-
orated and CVD graphene8,9,12,29,30 can be attributed
mainly to skew-scattering, since the total adatom cov-
erage is typically very dilute and the side-jump contri-
bution to the SHE is subleading in this regime.9,15,31 A
recent study32 has shown that this remains correct even
when the adatoms can induce resonant scattering. The
skew-scattering is strongly enhanced by the occurrence,
in the neighborhood of the Dirac point, of scattering res-
onances caused by adatoms and other impurities.9,22

In earlier work that analyzed the electrodynamic re-
sponse of doped graphene by focusing on the effects of
disorder, skew-scattering effects have been neglected, to
the best of our knowledge. For instance, the recent anal-
ysis by Principi et al. examined the effects of disorder on
graphene plasmons,33 but did not take into account the
losses and other effects that may arise from SOC disor-
der. From a theoretical point of view, it can argued that
a description neglecting the extrinsic SHE is substan-
tially incomplete. This is because a sizable fraction of
the oscillatory electric current generated by the plasmon
is converted into a spin current by the SHE. Such a sce-
nario is plausible because, in the long wavelength limit,
the plasmon frequency in a two dimensional electron gas
reaches arbitrarily low frequencies (i.e. the plasmon dis-
persion is ωp(q) ∼

√
q, where q is the wave number).

Therefore, we can approximately rely on the DC value of
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the spin Hall angle to estimate the charge to spin current
conversion. On the other hand, it can be also argued that
spin currents are charge neutral and, as a consequence,
they should not modify the electrodynamic response of
the system. Below we shall see that, although the latter
expectation is sensible, the physics is more subtle and
electrodynamics is indeed modified by the SHE.

In addition, beyond the low frequency regime, where
the stationary (DC) theory of the SHE may be approxi-
mately valid, a theory capable of accounting for the full
frequency dependence of the spin Hall angle needs to
be formulated. Previous theoretical treaments of extrin-
sic SHE in graphene9,22,34 have focused on DC trans-
port properties. However, the AC regime remains unex-
plored. Such a task is undertaken in this work, focusing
on the case of doped graphene. With minor modifica-
tions, our theory can also be applied to other types of
two-dimensional electron or hole gases with SOC disor-
der. Therefore, studies like the present one, may one day
allow for spin-current generation in decorated graphene
by means of plasmon excitation, a possibility which has
been recently considered in the spintronics literature.35

Similar to Refs. 22 and 34, we consider a single layer of
doped graphene decorated with (clusters of) absorbates
which induce SOC by proximity. Our analysis relies on
the semi-classical Boltzmann transport equation (BTE)
in the dilute-impurity limit. Using a general form of
the single-impurity T -matrix,22,34 we solve the time-
dependent linearized BTE within a particle-conserving
approximation.36 We find that in the presence of SOC
disorder, the collision integral of the BTE contains two
different contributions: (i) a conventional momentum
(Drude) relaxation term, and (ii) an effective Lorentz
force arising from the skew scattering with SOC disor-
der. From the solution of the BTE, we derive a general-
ized Ohm’s law in the AC regime, as well as the dynamic
nonlocal charge conductivity, dielectric function, and the
AC spin Hall angle.

Our theory applies to the THz regime, which cor-
responds to the typical plasma frequency for (moder-
ately) doped graphene.2 The excitations in this frequency
regime are dominated by the contribution of the π-band
electrons, which are strongly hybridized with the outer
shell electrons of the absorbates. As a result of this hy-
bridization, the SOC disorder is induced. Therefore, our
present theory does not apply to visible or higher frequen-
cies for which electronic excitations localized in the ab-
sorbates that decorate graphene can be important. Fur-
thermore, our theory does not apply to devices in which
metallic nano-particles are deposited on top of graphene
covered by a dielectric layer. In such devices, the coupling
between the nanoparticles and graphene is essentially ca-
pacitive (as the insulating layer strongly or completely
suppresses the hybridization of the nanoparticles with the
graphene π-band), and therefore there is no proximity-
induced SOC.

In order to obtain the plasmon dispersion and
linewidth, we numerically find the zeros of the dielec-

tric function in the complex frequency plane. Generally
speaking, disorder has two major known effects on the
plasmon properties. First, it contributes to the linewidth
(i.e. imaginary part of the plasmon frequency), making
the plasmon lossier.33 Second, it “softens” the plasmon
dispersion by reducing the plasma frequency ωp(q) rel-
ative to the clean system for each value of q. Thus, in
the presence of disorder, the plasmon frequency vanishes
at a cutoff wave number qc. Similar softening has been
previously predicted in disordered two-dimensional (2D)
electron gases37 and spin-polarized graphene.38 We find
that SOC disorder reduces the plasmon linewidth and it
modifies the plasmon softening by reducing the soften-
ing at low wave numbers and increasing it at large wave
numbers, relative to the case of purely scalar disorder.
These effects are relatively modest; the shifts in plasmon
frequency, for instance, are of order 1% at experimentally
realistic frequencies and SOC disorder strengths. We be-
lieve that this may explain why exfoliated39 and CVD
graphene5 have been experimentally found to exhibit a
similar plasmonic response, despite the rather large SHE
effect recently observed in CVD graphene.9

The rest of the article is organized as follows. In Sec. II,
we summarize the most important results of the article,
namely the AC generalization of the Ohm’s law in the
presence of SOC disorder. The effect of SOC disorder
on the plasmon dispersion and lifetime is also discussed
in Sec. II, together with the long wavelength limit of the
conductivity, dielectric function, and spin Hall angle. In
Sec. III, we provide the details of the derivation of the
results described in Sec. II. We close the article with a
summary and an outlook in Sec. IV. The most techni-
cal parts of these derivations have been relegated to the
Appendices. Throughout, we work in units where ~ = 1.

II. RESULTS

In this section, we summarize the main results of
this work and discuss some of their experimental con-
sequences. The derivations for the equations presented
here are given in the following sections, whist the most
technical details have been relegated to the Appendices.
We begin by introducing a generalized Ohm’s law which
relates the charge and spin currents. Hence, the form
of AC charge conductivity, dielectric function, and spin
Hall angle follow. The modified plasmon dispersion and
linewidth, as well as the conductivity in the optical limit
are also discussed in this section.

A. Generalized Ohm’s law

In graphene with extrinsic SOC, we find the following
generalized AC Ohm’s law:

Jc(q, ω) = σm(q, ω) [E(q, ω)− ρssJs(q, ω)× ẑ] , (1)

Js(q, ω) = ΘSH(q, ω) Jc(q, ω)× ẑ. (2)
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Figure 1. (a) Frequency dependence of the dynamic charge
conductivity σc, normalized to the Drude conductivity σD.
(b) Frequency dependence of the dynamic spin Hall angle
ΘSH. Note that for frequencies larger than those correspond-
ing to the Drude peak in the conductivity, the real part of
ΘSH decays much faster than the imaginary part. In this plot
q = 0.01 kF and the elastic collision rate τ‖ = 50 ε−1

F , where
εF (kF ) is the Fermi energy (momentum). The sign change of
the imaginary part of the conductivity for ω ≈ 0.01 εF is due
to the crossover from the collisionless to the hydrodynamic
regime. The impurity density (nimp ∼ 1010 cm2), as well as
the values of τ‖ and γ used in the calculation are in the range
of values of the experiment reported in Ref. 9

Here E(q, ω) is the electric field, Jc(q, ω) is the charge
current density, Js(q, ω) is the transverse spin current
density, and q and ω are the wave-number and frequency
respectively; σm(q, ω) is the charge conductivity includ-
ing only scalar disorder, ΘSH(q, ω) is a dynamic spin Hall
angle, and ρss is the skew-scattering resistivity, which is
a constant. Explicit expressions for σm, ΘSH, and ρss
are given in Sec. III. For the moment, we simply note
that they depend parametrically on the elastic mean free
(Drude) time, τ‖ , and the zero temperature DC spin Hall
angle:

γ =
τ‖

τ⊥
= ΘSH(q = 0, ω = 0), (3)

where τ⊥ is the skew-scattering time; the relationship
of τ‖ and τ⊥ to the properties of the disorder is ex-
plained in Appendix B. The parameter γ increases with
the strength of the SOC disorder. In the limit γ → 0,
both ρss and ΘSH(q, ω) vanish, and σm(q, ω) becomes the
charge conductivity σc(q, ω).

We can substitute Eq. (2) into (1) to eliminate the spin

current Js. This gives Jc(q, ω) = σc(q, ω)E(q, ω), where

σc(q, ω) =
σm(q, ω)

1 + ρssΘSH(q, ω)σm(q, ω)
(4)

is the dynamic charge conductivity. The dielectric func-
tion can be obtained using the continuity equation,
−iωρc(q, ω)+iq ·Jc(qω) = 0, where ρc(q, ω) is the charge
density. This yields:

ε(q, ω) = 1−
ω2
p(q)

v2F q
2

(
χm(q, ω)/N(εF )

1 + ρssσm(q, ω)ΘSH(q, ω)

)
, (5)

where ωp(q) =
√

4αgrkF v2F q is the plasma frequency
of pristine graphene; αgr = e2/vF , N(εF ) = 2εF /πv

2
F

is the density of states at the Fermi energy, and
χm(q, ω) = q2σm(q, ω)/ie2ω is the Lindhard function
including the correction from the particle-number con-
serving relaxation-time approximation36 (see Sec. III C).
Note that for γ = 0, equations (4) and (5) reduce to the
known results for a 2D electron gas with scalar disorder
(see e.g. Ref. 40).

A typical plot of σc(q, ω) as a function of ω, for fi-
nite q, is shown in Fig. 1(a). The real part of the
conductivity exhibits a Drude peak at the frequency
ω = Dq2 = v2F q

2τ‖/2 the imaginary part of the conduc-
tivity changes sign around the Drude peak. At low fre-
quencies, the system is in the hydrodynamic regime and
the imaginary part of the conductivity is negative. How-
ever, at high frequencies, the system is in the collisionless
regime and the imaginary part of the conductivity is pos-
itive. Thus, the sign change in the imaginary part of the
conductivity around the Drude peak corresponds to the
crossover from the diffusive to collisionless regime. The
plot also shows that the corrections to the conductivity
due to the extrinsic SHE are small, and most pronounced
around the Drude peak frequency.

Returning to Eq. (1) and Eq. (2), they can be rear-
ranged as follows:

Jc(q, ω)

σm(q, ω)
+ ρssJs(q, ω)× ẑ = E(q, ω), (6)

which makes it manifest that the response to AC elec-
tric field involves, not only a longitudinal AC charge cur-
rent, but also a transverse AC spin current, as a result
of skew scattering. This is the generalization of the SHE
to the AC regime. In particular, notice that the conver-
sion efficiency is determined by the dynamic spin Hall
angle ΘSH(q, ω), plotted in Fig. 1(b). It can be seen that
the dynamic spin Hall angle diminishes with increasing
ω, but remains comparable in magnitude to its DC value
around the frequency of the Drude peak. In the DC SHE,
the spin current generated by the SHE accumulates at the
edge of the sample, and in two dimensional electron gases
it has been detected by measurements of Kerr rotation41

or non-local conductance.9 The AC effect is more chal-
lenging to detect, since an oscillating spin current does
not produce spin accumulation, but an oscillating mag-
netization instead. One possible experimental signature,
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Figure 2. Plasmon dispersion relation (a) and linewidth (b)
in doped graphene with SOC disorder leading to an extrinsic
SHE, for three different values of γ = τ‖/τ⊥, which measures
ratio of charge current converted into spin current in the DC
limit at zero temperature. The results are plotted for a value
of elastic mean free time τ‖ = 5 ε−1

F . As shown in the top
panel, increasing γ does not have a dramatic effect on the
plasmon dispersion and linewidth except near the cutoff wave
number qc. The black curve is the plasmon dispersion for
pristine graphene.

which we discuss below, may be the modification of the
plasmon dispersion relation due to the extrinsic SHE.

B. Plasmon Frequency and linewidth

We can numerically calculate the plasmon frequency
and linewidth from the complex zeros of the dielectric
function, Eq. (5). The results are displayed in Fig. 2.
The effects of both scalar and SOC disorder on plasmon
dispersion are to add a negative imaginary part to ω (ac-
counting for a damping mechanism), and to “soften” (i.e.
red shift) the plasmon frequency at a given wave number
q relative to its value in the clean system (cf. Fig. 2).

In the absence of SHE (i.e. γ = 0), our numerical
results agree with the formula:37

ωp(q) =
1 + q̃

2 + q̃

(√
4αgr q̃(2 + q̃)− 1

τ2‖
− i

τ‖

)
. (7)

Here q̃ = q/4αgrkF is the dimensionless ratio of the plas-
mon wave number, q, to the the Thomas-Fermi screening
wave number, αgr = e2/vF (vF being the Fermi velocity
in graphene), and τ‖ is the elastic mean free time. Eq. (7)

was first obtained by Quinn and Giuliani37 for a 2D elec-
tron gas with scalar disorder. More recently, a simi-
lar plasmon softening has been found for spin-polarized
graphene in Ref. 38.

As shown in Fig. 2, the real part of the plasmon fre-
quency, Re ωp → 0 vanishes at a finite (cutoff) wave-
number qc. Below qc, the zero of the dielectric func-
tion associated with the plasmon becomes purely imagi-
nary, i.e. the plasmon becomes completely overdamped.
For this reason, the cutoff wave number qc is not eas-
ily observable since the plasmon becomes a rather ill-
defined collective excitation (i.e. Imωp � Reωp) before
it reaches this wave number.

However, when comparing the γ = 0 and γ 6= 0 cases,
we notice that the overall effects of skew scattering on
the plasmon dispersion and lifetime are strongest in the
long wave-length limit (cf. Fig. 2). We find that skew
scattering causes the softening of the plasmon to occur
at smaller wave vector than in the absence of any SOC
disorder. It is also interesting to observe in Fig. 2(b)
that, as the wave number q increases and consequently
the plasmon frequency becomes larger, the shift in the
plasmon dispersion relative to the γ = 0 case changes
sign for q ' 0.006 kF . This happens (roughly) for the
value where the plasmon frequency ωp(q)τ‖ ≈ 1, which
corresponds to the crossover from the hydrodynamic to
collisionless regime. Skew scattering also modifies the
the plasmon linewidth as it can be seen in Fig. 2(b), by
decreasing the value of the losses relative to the case with
scalar disorder only (i.e. γ = 0).

In order to better discern the effects of SOC disorder
from those of scalar disorder, in Fig. 3 we have plotted the
relative shift in the plasmon frequency, Re [ωp − ωp(γ =
0)]/Re ωp(γ = 0) as a function of γ = τ‖/τ⊥. The effect
of SOC disorder on the plasmon frequency is more pro-
nounced in the hydrodynamic regime (i.e. for vF qτ‖ � 1
and ωτ‖ � 1). However, for γ ≈ 0.2, which is comparable
to the largest values reported in Ref. 9 for CVD graphene,
the change in the plasmon frequency at q = 0.01 kF is
≈ 1 %. This small correction may account for the rather
similar plasmonic response exhibited by CVD and exfo-
liated graphene. We recall that for the latter, no appre-
ciable SHE has been observed to date (see, e.g. Ref. 9).
Note as well that the corrections for q = 0.004 kF and
q = 0.01 kF have different signs, reflecting the crossover
from the hydrodynamic to the collisionless regime taking
place for q ≈ 0.006 kF , as discussed above.

C. Response in long wavelength limit (q → 0)

The plasmon properties discussed in Sec. II B are de-
rived for an infinite graphene sheet in a spatially-uniform
dielectric environment. However, in practical applica-
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Figure 3. Shift in the plasmon frequency relative to its value
for γ = 0 (i.e. in the absence of SOC disorder) for q = 0.1kF
and q = 0.01kF . The effect of SOC disorder on the plasmon
frequency is more pronounced in the hydrodynamic regime
(where ω, vF q � τ−1

‖ ). The elastic mean free time is set to

τ‖ = 5 ε−1
F .

tions, other geometries, such as semi-infinite plane, discs,
et cetera, can be of interest. In such cases, the focus is on
the effects of geometry and confinement on the plasmon
energy. Such studies rely on solutions of the Maxwell
equations whose main input is the conductivity or di-
electric function of the material in the long wave-length
limit, i.e. for q → 0. Our theory can be incorporated into
such numerical schemes, which require the local conduc-
tivity as their input.

To leading order in q � kF , we find (expressions for
these functions holding at larger values of q can be found
in Appendix D):

σc(q, ω) ' σD
1− iωτ‖

[
1 +

2γ2

(1− iωτ‖)2

]
, (8)

ε(q, ω)− 1 '
−ω2

p(q)

ω(ω + i
τ‖

)

[
1 +

2γ2

(1− iωτ‖)2

]
. (9)

In the last expression, ωp(q) =
√

4αgrkF v2F q and σD =
ρ0e

2τ‖
kF /vF

are the plasmon frequency and Drude weight, ρ0 is

the carrier density, and kF (vF ) is the Fermi momentum
(velocity). Note that the corrections to the conductivity
and dielectric function due to skew scattering are second
order in γ = τ‖/τ⊥. This is because the SHE induces
a spin current in the transverse direction with magni-
tude proportional to γ. However, through the inverse
SHE, the spin current produces a charge current in the
longitudinal direction, counteracting the original charge
current, which introduces another factor of γ. Thus, even
for the large SHE like the one observed in Ref. 9 for which
γ ∼ 0.1, the correction to the response functions can be
small (i.e. few percent). This is also the reason why
the effect of SOC disorder on the plasmon properties are
rather weak.

Finally, let us point out that, in the long wavelength
limit (q → 0), the frequency dependence of the spin Hall

angle is given by

ΘSH(q, ω) ' γ

1− iωτ‖
, (10)

which reduces to ΘSH = γ in the DC limit. It is inter-
esting that the DC spin Hall angle is independent of the
order in which the q → 0 and ω → 0 limits is taken.
This is quite different from the behavior exhibited by
the conductivity and the dielectric function, whose non-
analyticity yields a different result depending on whether
q → 0 is taken before or after ω → 0. The origin of this
non-analyticity is the existence of particle-hole excita-
tions in the spectrum of the metal, which is a consequence
of the Fermi statistics. On the other hand, the analyti-
cal behavior exhibited by the spin Hall angle ΘSH(q, ω)
is akin to the behavior of the Hall angle in the Drude
theory of the classical Hall effect, which for q → 0 takes
a similar form to Eq. (10) with γ replaced by ωcτ‖, ωc
being the cyclotron frequency. The analogy implies that
the the behavior of the spin Hall angle is unaffected by
Fermi statistics, that is, it emerges entirely from skew
scattering, which is a single-particle effect.

III. BOLTZMANN TRANSPORT EQUATION

This section describes the semi-classical Boltzmann
Transport Equation (BTE) used to derive the results pre-
sented in Sec. II. We consider a graphene sheet decorated
with a dilute ensemble of randomly distributed impuri-
ties that induce SOC by proximity, such as adatom clus-
ters.8,9 In other words, the graphene electrons are sub-
jected to a random SOC potential. The semiclassical
BTE used below disregards the effect of spin coherence.
Strictly speaking, this is justified only if the adatoms in-
duce SOC of the Kane-Mele type,42 which conserves the
projection of the electron spin on the axis perpendicular
to the graphene plane (i.e. the z-axis) upon scattering
with the adatoms. As shown in Ref. 43, in this case the
linearized semiclassical BTE provides a reliable descrip-
tion of the extrinsic SHE at zero magnetic field. How-
ever, accounting spin flip scattering caused by Rashba-
type SOC at the semiclassical level,9,22 shows that the
spin Hall angle is slightly suppressed already in the DC
limit. Since, as discussed above, the effects of the SHE
on the electrodynamic response are O(γ2), we estimate
that neglecting spin flip scattering will not modify our
results qualitatively. For this reason, in what follows we
focus on a model for which the effects of extrinsic SHE
are maximized.

Below, we assume graphene is electron-doped (hole-
doped graphene will exhibit similar physics, due to the
particle-hole symmetry of the Hamiltonian of pristine
graphene). The transport properties can be calculated
using the semi-classical BTE,

∂tnpσ(r, t) + vp ·∇rnpσ(r, t)

+ eE(r, t) ·∇pnpσ(r, t) = I[npσ(r, t)], (11)
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where npσ(r, t) is the electron distribution function for
momentum p and spin σ. The spin quantization axis is
perpendicular to the graphene plane, which we take to be
the z axis, and σ = ±1 stands for spin pointing in the ±ẑ
direction. Henceforth, we use the short-hand notation
σ̄ = −σ, vp = vF p̂ (p̂ = p/|p|) is the group velocity, vF
is the Fermi velocity, and e < 0 is the electron electric
charge; E(r, t) is the total electric field:

E(r, t) = Eext(r, t)−∇r

∫
d2r′

ρ(r′, t)

|r − r′|
. (12)

Here, Eext(r, t) = Eext(q, ω)ei(q·r−ωt) x̂ is the external
applied electric field, taken to point in the x̂ direction,
and ρ(r, t) = e

∑
p,σ np,σ(r, t) is the charge density.

The BTE applies to the long wavelength limit where
q � kF and ω � εF , kF (εF ) being the Fermi momentum
(energy) of doped graphene. The electric field E(r, t) in
Eq. (12) must be determined self-consistently, akin to the
quantum mechanical treatment of the density-density re-
sponse function within the random phase approximation
(RPA). We have neglected corrections to the BTE aris-
ing from the interactions beyond the (time-dependent)
Hartree potential since we are interested in the long wave-
length properties only, for which the RPA is most accu-
rate.

Next, we assume that the dominant momentum re-
laxation mechanism arises from scattering with impu-
rities, which is a good approximation at temperatures
T � εF /kB . In the dilute impurity limit, the collision
integral I[npσ] takes the following form:44

I[npσ] =

∫
d2k

(2π)2
(nkσ − npσ)Wσ(k→ p), (13)

where

Wσ(k→ p) = 2πniδ(εp − εk) |Tσ(k→ p)|2 (14)

is the total rate of scattering by the impurities, ni is the
mean impurity (areal) density, and Tσ(k → p) is the
single-impurity T -matrix projected onto the band of the
carriers at the Fermi level.

As pointed out above, in order to focus on the effects
of skew-scattering only, in this study we consider SOC
disorder that conserves the spin projection on the z-axis.
This requires the proximity-induced SOC disorder to be
the form of intrinsic (Kane-Mele) type. Such a minimal
model allowed to fit the experimental data reported in
Ref. 9 both for the DC charge and spin-Hall conductivity.
In addition, note that we have solved for the T-matrix
exactly to all orders in impurity potential strength.22,34

This allows to capture both resonant and skew scatter-
ing effects, which only appear beyond the leading Born
approximation (see Appendix A for details).

A. Spin-dependent drift velocity ansatz

We solve the BTE by using the following ansatz :

npσ(r, t) =
1

exp(β(εp − µ− vσ(r, t) · p)) + 1
. (15)

Here, β = 1/kBT is the inverse absolute temperature
(kB is Boltzmann’s constant), vσ(r, t) is an undeter-
mined drift velocity which depends on the spin σ (we
assume that vσ(r, t) ∝ E); µ is the global chemical po-
tential of the system, and εp = vF p is the energy of the
graphene electron. To linear order in vσ(r, t), the distri-
bution function can be expanded as

npσ(r, t) = n0(εp) + δnpσ(r, t), (16)

δnpσ(r, t) ≡
(
−∂n

0(εp)

∂ε

)
vσ(r, t) · p. (17)

Here, n0(εp) is the equilibrium Fermi-Dirac distribution:

n0(εp) =
1

eβ(εp−µ) + 1
. (18)

The charge current Jc = egv
∑

pσ vpnpσ, and the spin

current Js = egv
∑

pσ σvpnpσ, are given by

Jc(r, t) =
eρ0
2

(v+(r, t) + v−(r, t)) , (19)

Js(r, t) =
eρ0
2

(v+(r, t)− v−(r, t)) , (20)

where ρ0 =
∑

p n
0(εp) = gvgsk

2
F /4π is the total electron

density and gs = gv = 2 are the spin and valley degen-
eracies. Note that the spin current is measured in the
same units as the charge current, which means that it
does not contain the extra factor of 1

2 (in ~ = 1 units)
arising from the electron spin angular momentum.

Using the above ansatz and the general form of single-
impurity T -matrix, the explicit form of the collision in-
tegral is obtained (the details are given in Appendix B):

I[δnp,σ] = − 1

τ‖(µ)
δnpσ(r, t) +

(
∂n0

∂p

)
· Fσ(r, t), (21)

Fσ(r, t) ≡ εF
τ⊥(µ)v2F

(vσ(r, t)× ẑ)σ. (22)

Expressions for the elastic mean free time, τ‖(µ), and
the skew scattering time, τ⊥(µ), in terms of the T -
matrix elements are given in Appendix B. They de-
pend on the chemical potential µ. However, in order
to lighten the notation, we will suppress the dependence
on µ in what follows. In Eq. (22), Fσ(r, t) is an effec-
tive Lorentz force which arises from the skew scatter-
ing of the SOC disorder-potential. Similar to how the
Lorentz force drives a transverse charge current in the
Hall effect, this effective “spin-Lorentz force” Fσ drives
a transverse spin current. Thus, in the absence of SOC
disorder where τ−1⊥ → 0, Fσ vanishes. The magnitude
of the spin-Lorentz force depends on the Fermi energy
and τ⊥. For spin up (down) electrons, Fσ points perpen-
dicular to the spin drift velocity of the electron and the
positive (negative) spin quantization axis ẑ.
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B. Particle-number conserving approximation

The conservation of electric charge (i.e. the continu-
ity equation) follows by summing the BTE, Eq. (11),
over momentum p and spin σ.45 This places a con-
straint on the collision integral:

∑
p,σ I[δnp,σ] = 0. How-

ever, an ansatz for δnp,σ may fail to fulfill the particle-
number conservation constraint (see Ref. 46 and refer-
ences therein). Following Mermin’s prescription36 to sat-
isfy the conservation law, the collision integral must be
modified to ensure that the distribution function relaxes
to the local (rather than the global, n0(εp)) equilibrium
distribution function,46

gp(r, t) =
1

eβ(εp−µ−δµ(r,t)) + 1

≈ n0(εp)−
∂n0(εp)

∂εp
δµ(r, t), (23)

where δµ(r, t) is the local chemical potential. Thus, the
modified collision integral reads

Ĩ[np,σ] = − 1

τ‖
[npσ(r, t)− gp(r, t)]

+

(
∂n0(εp)

∂p

)
· Fσ(r, t). (24)

The local chemical potential, δµ(r, t), is determined from
the constraint

∑
p I[npσ] = 0, which yields:

δµ(r, t) =
1∑

p
∂n0

∂ε

∑
p

δnp,σ(r, t). (25)

The modified collision integral, Eq. (24) leads to re-
sponse functions that interpolate between the collision-
less (ωτ‖ � 1) and the hydrodynamic regimes (ωτ‖ �
1).40 In this regard, in Appendix C, we show that, as the
system enters the hydrodynamic regime, the results of
the present particle-number conserving approach to the
results of a harmonic mode ansatz, which is appropriate
in the hydrodynamic regime.

C. Generalized Ohm’s law

We are now ready to solve the linearized BTE and
derive the generalized Ohm’s law in the presence of SOC.
Recall that the self-consistent electric field has the form

E(r, t) = E(q, ω)ei(q·r−ωt) x̂. (26)

Without loss of generality, we focus on the relevant
Fourier component of npσ(r, t) = npσ(q, ω)ei(q·r−ωt).
For notational simplicity, we henceforth suppress the q
and ω dependence on δnp,σ, vσ, and E. Expanding
Eq. (11) to linear order in E now gives

i(vp · q − ω)δnpσ +
dn0(εp)

dε
vp · eE = Ĩ[δnpσ], (27)

with the local particle conserving collision integral36,40,46

Ĩ[δnp,σ] = − 1

τ‖

(
δnpσ −

1

N(εF )

∑
p

δnp,σ

)

+

(
∂n0(εp)

∂p

)
· Fσ (28)

Substituting the ansatz (17) into Eq. (27) leads to equa-
tions (1) and (2). These equations are the generalized
Ohm’s law whose consequences have been discussed in

Sec. II. The “skew scattering resistivity” ρss = kF /vF
τ⊥e2vF ρ0

has the same form as the Drude resistivity in graphene
but with the elastic mean free time τ‖ replaced by the

skew scattering time τ⊥, and ρ0 = gvk
2
F /(2π) is the

density of electrons in graphene. Multiplying the skew-
scattering resistivity ρss by the Drude conductivity yields
the spin-dependent electric field, which drives the trans-
verse spin current.

In Eq. (1), σm(q, ω) represents the local particle con-
serving charge conductivity, given by

σm (q, ω) =
σ0 (q, ω)

M (q, ω)
, (29)

M (q, ω) =
1

N(µ)

∑
p

(
−∂n

0

∂ε

)
ω − vp · q

ω − vp · q + i
τ‖

, (30)

σ0 (q, ω) =
4ie2ω

q2

∑
p

(
−∂n

0

∂ε

)
vp · q

ω − vp · q + i
τ‖

. (31)

Here M(q, ω) is the dimensionless correction arising from
the particle-number conserving collision integral intro-
duced in Sec. III B. It corrects σ0(q, ω), which does not
conserve local particle number, so as to produce a con-
ductivity that is accurate both in hydrodynamic and col-
lisionless regimes. Using the charge continuity equation,
we can also define the corrected Lindhard function:

χm (q, ω) =
q2

ie2ω
σm (q, ω) . (32)

Note that χm (q, ω) corresponds to the semi-classical
limit of the Lindhard function in the presence of scalar
impurities, and can be derived from Mermin’s result36

(obtained using the quantum Boltzmann equation) in the
limit where q � kF and ω � εF .

Finally, the spin Hall angle ΘSH is defined as the ratio
of the spin current to charge current:

ΘSH(q, ω) =

(
iεF

τ⊥ρ0v2F

)∑
p

(
−∂n

0

∂ε

)
(E/E · (vp × ẑ))

2

ω − vp · q + i
τ‖

.

(33)
The spin Hall angle stems from the spin Lorentz force
introduced in Eq. (22). Thus, we can interpret the charge
current in Eq. (1) as being driven by the combination of
electric field and a field produced by the spin current.

The expressions for the response functions derived in
this section from the solution of the BTE are explicitly
evaluated in Appendix D.
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IV. SUMMARY AND OUTLOOK

In this article, we have theoretically investigated the
impact of spin-orbit coupling (SOC) disorder on the elec-
trodynamics of two dimensional electron (hole) gases, fo-
cusing on doped graphene. This has been achieved by
developing a formalism that generalizes previous treat-
ments of the semiclassical transport equations to ac-
count for the response of the system to non-uniform time-
dependent electric fields. The formalism has allowed us
to obtain the explicit forms of the non-local frequency de-
pendent conductivity, dielectric function, and spin Hall
angle in the presence of skew scattering. The latter mech-
anism is responsible for the extrinsic spin Hall effect
(SHE), by which a longitudinal charge current is con-
verted into a transverse spin current.

In addition, we have applied our formalism to analyze
the effects of SOC disorder on the plasmon dispersion.
We have thus found that SOC disorder also decreases
the plasmon lifetime and leads to a softening (i.e. red
shift relative to the clean system plasma frequency) of
the plasmon dispersion. The softening caused by skew
scattering is different from the one found for scalar dis-
order.37 However, as the wave number of the plasmon
increases, the corrections to the dispersion arising from
skew scattering become smaller to the extent that the
it may be hard to discern their effect in a real experi-
ment. This finding suggests that the plasmon softening
and linewidth are largely unaffected the SOC disorder
that causes the extrinsic SHE. The reason is that, even if
a faction γ of the longitudinal electric current associated
with the plasmon is converted into a transverse spin cur-
rent by the SHE, the electromagnetic effect of the latter
is proportional to γ2, i.e. the square of the DC spin Hall
angle.

It is interesting to compare the above results with some
recent studies on plasmon dispersion of the Kane-Mele
model47 and 2D Dirac materials48 in the presence of uni-
form SOC. In such cases, the uniform SOC on plasmon
dispersion neither induces a softening of the plasma fre-
quency that drives it to zero at a finite wave number nor
contributes to the lifetime of the plasmons, unlike SOC
disorder. In addition, it is also interesting to discuss the
main differences of the electrodynamics developed here
with electrodynamics on the surface of 3D topological
insulators. Our theory obtains an oscillating transverse
spin current is generated when graphene decorated with
adatoms is subjected to an AC electric field. This is
quite unlike the AC spin currents observed on the sur-
face of 3D topological insulators3, which are longitudinal
due to the spin-momentum locking taking place at the
surface of those materials. In graphene, this is because
the spin current is induced by the SOC disorder via the
skew scattering mechanism, which leads to an effective
spin-dependent Lorentz force as discussed in Sec. III.

Future extensions of this work (currently underway49)
include accounting for spin-flip mechanism by the SOC
disorder, and extending the present formalism beyond

the semiclassical regime to include, e.g. the effects of
inter-band transitions. Concerning the former, prelimi-
nary results49 indicate that the picture put forward here
is not substantially modified by the presence of other
forms of SOC that induce spin-flip scattering.

Finally, we hope that this work will spur the experi-
mental interest to search for SOC-related effects in plas-
monics. In the case of graphene, we believe this may be
possible through an accurate measurement and compar-
ison of the electrodynamic response of CVD and exfoli-
ated graphene. Unfortunately, the results of our study
seem to indicate that from the plasmon properties alone,
such effects will be hard to infer. However, other probes
may be devised to experimentally detect the alternating
spin currents created by the AC SHE. We believe such
studies will shed additional light on the mechanisms driv-
ing the existence of non-local DC currents.
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Appendix A: Microscopic model of SOC disorder

In this appendix, we provide the details of the single-
impurity T -matrix used in the calculation of the collision
integral. The form of T is constrained by the symmetries
of the total Hamiltonian H = H0 + w(r) where H0 is
the Hamiltonian of pristine graphene and w(r) is the
(single) impurity potential created by one absorbate (e.g.
a cluster of adatoms). In the continuum limit, we model
pristine graphene using the k · p Hamiltonian:

H0 = vF (τzσxpx + σypy) , (A1)

where vF is the Fermi velocity, and σα, τα, sα (α =
x, y, z) are the Pauli matrices in the Hilbert spaces of the
sublattice, valley and electron spins, respectively. Thus,
in the continuum limit, the T -matrix would be in gen-
eral a linear combination of 16 matrices sατβ (α, β = 0
corresponds to the unit matrix).

However, for clusters of adatoms with characteristic
size R� a, where a = 2.46 Å is the interatomic distance
in graphene, inter-valley scattering is suppressed.22,50 Ne-
glecting inter-valley scattering, the T -matrix contains
terms proportional to τ0 and τz. Further assuming that
the impurity potential is time-reversal invariant and ro-
tationally invariant, the fully symmetry-constrained form
of the the T -matrix is obtained:22

〈p|T |k〉 = a s0τ0 + (b sz + c (p− k) · s)(k̂ ∧ p̂) (A2)
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where k̂ = k/k, p̂ = p/p, and k̂ ∧ p̂ = sin θ, θ being the
scattering angle, and s = (sx, sy). Here, a, b, c are func-

tions of k̂ · p̂ = cos θ which depend on the microscopic de-
tails of the scatterer potential. Note that c corresponds to
the probability amplitude for spin-flip scattering, which
we shall neglect because our study only focuses on the ef-
fects of the skew scattering that is described by the term
proportional to b. This type of models was also a min-
imal model able to reproduce the experimental data for
the DC spin Hall angle and the charge conductivity in
Ref. 9.

As an example, in order to illustrate a particular form
of the T -matrix resulting from a concrete microscopic
model, let us consider the following Dirac-delta potential:

w(r) = (λ0 + λiσzτzsz)δ(r). (A3)

The first term in Eq. (A3) corresponds to a scalar (spin-
independent) potential and the second term corresponds
to SOC of the intrinsic (or Kane-Mele42) type. Notice
that both terms in w(r) potentials commute with sz.
Thus, within this model, there is no spin flip scattering.
Here λ0 and λi parametrize the scalar and SOC disorder
potential strength. Following Ref 34, the T -matrix of
this model is computed as,

〈p|T |k〉 = γ0 cos

(
θ

2

)
s0 + iγi sin

(
θ

2

)
sz. (A4)

k̂ · p̂ = cos θ is the scattering angle between the incident
momentum p and scattered electron k. Note that the
spin of the incident and scattered electron is not specified,
so the T -matrix is a matrix in spin space. The couplings
in the above equation are given by:

γ0 =
λ0 +G0(k)(λ20 − λ2i )

(G0(k)λ0 − 1)2 − (G0(k)λI)2
, (A5)

γi =
λi

(G0(k)λ0 − 1)2 − (G0(k)λi)2
, (A6)

where

G0(k) =
k

2πvF
log |kR| − i k

4vF
, (A7)

is the Green function at the origin. Note a short distance
cut-off of the order of the inverse of the scatterer radius,
≈ R−1, has been used to regulate the otherwise divergent
integral over k. We refer the interested reader to Ref. 34
for details about the derivation of the above results.

Appendix B: Collision integral and scattering rates

In this appendix, the elastic mean free time and skew-
scattering time are derived from the spin-conserving T -
matrix (A4), by making use of the ansatz introduced in

Sec. III. The matrix elements of the T -matrix are give
by

〈pσ|T |kσ′〉 = (γ0 cos θ/2 + iγiσ sin θ/2) δσ,σ′ . (B1)

By substituting this and Eq. (17) into Eq. (13), we can
derive the scattering rates. For example, the spin Lorentz
force is derived as follows (recall that k̂ · p̂ = cos θ):

I2 ≡ 2πni

[ ∫ d2k

(2π)2
Im(γ0γi) sin θ δ(εk − εp)σ(

k̂ − p̂
)
· vσ(r, t)

(
−∂n

0

∂ε

)
kF

]
. (B2)

Since energy is conserved in collision, we can set k =
|k| = |p| (k̂ = k/k, p̂ = p/k). Upon expanding

k̂ = cos θp̂ + sin θ(ẑ × p̂), we find that only the term
proportional to sin θ is non-vanishing upon integration.
This leaves

I2 = 2πni

(∫ d2k

(2π)2
Im(γ0γi) sin2 θδ(εk − εp)

)
σ (ẑ × p̂)vσ(r, t)

(
−∂n

0

∂ε

)
kF . (B3)

After some algebra, we arrive at the scattering rate for
the (effective) Lorentz spin Hall force:

τ−1⊥ = −2πni

∫
d2k

(2π)2
Im(γ0γ

∗
i ) sin2 θ δ(εk − εp). (B4)

As mentioned in Appendix A, the T -matrix couplings γ0
and γi depend on the incoming (electron) energy εk =
vF k and the strength of the scalar and SOC potential
λ0, and λi. The sign of the skew scattering rate can be
either positive or negative. However, the inverse of the
elastic mean free time is always positive and given by

τ−1‖ = 2πni

∫
d2k

(2π)2
(
|γ0|2 cos2(θ/2) + |γi|2 sin2(θ/2)

)
(1− cos θ)δ(εp − εk). (B5)

Appendix C: Comparison between Mermin’s
approach and Harmonic Mode Ansatz

In this appendix, we compare the response functions
obtained using the Boltzmann transport equation (BTE)
formulated within Mermin’s particle-number conserving
relaxation time approximation (RTA) and a harmonic
mode ansatz (HMA) that describes in the hydrodynamic
regime where vF q, ω � τ−1‖ . In the latter regime, equili-

bration takes place very fast and we can use the following
form of the BTE,

i(vp · q − ω)δnpσ +
dn0(εp)

dε
vp · eE = I[δnpσ], (C1)
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Figure 4. Charge conductivity calculated within the particle-number conserving relaxation time approximation (RTA) and a
harmonic mode ansatz (HMA) which is exact in the hydrodynamic regime is plotted against frequency. In order to display the
differences as the system is tuned into the hydrodynamic regime, we have fixed q = 0.1 kF and varied the mean free time τ‖.

In the hydrodynamic limit where τ−1
‖ � vF q and τ−1

‖ � ω the results of RTA approach very closely the results of HMA. In

the opposite limit, i.e. the collisionless limit, the conductivity obtained from the RTA exhibit a broader peak because of the
diffusion pole in the conductivity.40

where the collision integral, I[δnpσ], is given by Eq. (21).
In addition, we can make the following ansatz:

δnpσ ≈ −
dnF (εp)

dεp
(Cσ +Aσ cos θp +Bσ sin θp) . (C2)

This is justified since higher angular momentum deforma-
tions relax very fast in the hydrodynamic regime. Note
that this ansatz is the simplest generalization of the one
previously used to account for the DC SHE,22,34 which
allows for a change in volume of the Fermi surface (a
breathing mode). In the above expression, cos θp = p̂ · x̂
denotes the cosine of the angle subtended by p with the
electric field direction, x̂. The Aσ and Bσ terms de-
scribe the longitudinal and transverse response, respec-
tively, and Cσ describes the breathing mode, which is
necessary to describe the plasmon mode. In terms of
this ansatz, the longitudinal charge conductivity and spin
conductivity are given by

Jc‖ = egv
∑
pσ

δnpσvp · x̂ = evFN(εF )Ac/2, (C3)

Js⊥ = egv
∑
pσ

σδnpσvp · ŷ = evfN(εF )Bs/2. (C4)

Here, N(εF ) = gvεF /πv
2
F is the density of states at the

Fermi energy and gv = 2 is the valley degeneracy.
Next, we substitute Eq. (C2) into Eq. (C1). Carrying

out the angular average, we derive six equations for the
six unknowns {Aσ, Bσ, Cσ}, which can be written as:ω + i

τ‖
−vF q i

τ⊥

−vF q 2ω 0
− i
τ⊥

0 ω + i
τ‖


AsCs
Bc

 = 0, (C5)

ω + i
τ‖
−vF q i

τ⊥

−vF q 2ω 0
− i
τ⊥

0 ω + i
τ‖


AcCc
Bs

 =

2ievFE
0
0

 . (C6)

Here, we have re-organized the ansatz parameters into
spin and charge sectors by defining As = A↑ − A↓ and

Ac = A↑ + A↓, and similarly definitions for Bc, Bs and

Cc, Cs. In addition, the scattering rates τ−1‖ = ΓSσ and

τ−1⊥ = Γ0
σ − ΓCσ . The three scattering rates Γ0

σ, ΓSσ and
ΓCσ are defined as follows:

ΓSσ
N(µ)

=

∫
dθpdθk
(2π)2

Wσ(k→ p) sin(θp − θk), (C7)

ΓCσ
N(µ)

=

∫
dθpdθk
(2π)2

Wσ(k→ p) cos(θp − θk), (C8)

Γ0
σ

N(µ)
=

∫
dθpdθk
(2π)2

Wσ(k→ p). (C9)

The scattering rate Wσ(k → p) is defined in Eq. (14).
The ratio γ = τ‖/τ⊥ is the (zero temperature) spin

Hall angle22, which measures the relative magnitude of
transverse spin current over longitudinal charge current.
Eq. (C5) states that the applied AC electric field does not
couple to the longitudinal spin response (As), the net spin
response (Cs), or the transverse charge response (Bc), as
might be expected on physical grounds. We hence ignore
these three quantities. The terms which do couple to the
electric field, collected in Eq. (C6), are the longitudinal
charge response (Ac) and net charge response (Cc), as
well as the transverse spin response (Bs). The solution
is

Ac =
2ievFE

ω + i/τ‖ − 1
τ2
⊥

1
ω+i/τ‖

− (vF q)2

2ω

(C10)

Bs =
i/τ⊥

ω + i/τ‖
Ac (C11)

Cc =
vF q

2ω
Ac. (C12)

Substituting these solutions into Eq. (C3) and Eq. (C4)
gives us the charge and spin response in the hydrody-
namic limit. Thus, as an example, in Fig. 4 we show that
the agreement of charge conductivity computed within
Mermin’s RTA and the hydrodynamic ansatz employed
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in this appendix agrees as the hydrodynamic regime
(where τ−1‖ � ω and τ−1‖ � vF q) is approached. On

the other hand, in the collisionless regime, the results
from the harmonic-mode ansatz are inaccurate since the
ansatz of Eq. C2 neglects large angular momentum de-
formations of the Fermi surface.

Appendix D: Evaluation of response functions

In this appendix, the explicit formula of the dielectric
function (cf. Eq. 5) and charge conductivity (cf. Eq. 4)
are provided. The expressions are most simply written
in terms of the dimensionless ratios ν = ω/(vF q) and
η = 1/(τ‖vF q). In what follows, we shall use the following
formula (see e.g. Ref. 40 for details):

I1 =

∫
dθ

2π

1

ν + iη − cos θ
=

1√
(ν + iη)2 − 1

, (D1)

Hence, the standard Lindhard function (normalized to
density of states at the Fermi energy) can be evaluted as
follows:

χ0(q, ω)

N(εF )
=

1

N(εF )

∑
p

(
−∂n

0

∂ε

)
vp · q

ω − vp · q + i
τ‖

=

∫ 2π

0

dθ

2π

vF q cos θ

ω + i
τ‖
− vF q cos θ

=(ν + iη)I1 − 1. (D2)

Likewise, the ”Mermin factor” (cf. Eq. 30) that modified
the Lindhard function in order to conserve the particle

number is similarly evaluated as follows:

M (q, ω) =
1

N(µ)

∑
p

(
−∂n

0

∂ε

)
ω − vp · q

ω − vp · q + i
τ‖

= 1− iη I1. (D3)

Collecting these results, we obtain the Lindhard function
within Mermin’s particle-number conserving approxima-
tion,

χm(q, ω)

N(εF )
=

(ν + iη)I1 − 1

1− iηI1
(D4)

=

(
ν√

(ν + iη)2 − 1− iη
− 1

)
. (D5)

From this expresion, the conductivity can be easily ob-
tained using Eq. (32). Similarly, the dynamic spin Hall
angle ΘSH(q, ω) defined in Eq.(33) is evaluated as follow

ΘSH(q, ω) =
2i

vF τ⊥q

∫ 2π

0

dθ

2π

sin2 θ

ν + iγ − cos θ

=
2i

vF τ⊥q

[
2

z+ − z−

+
1

2

(
z4− + 2z2− + 1

z2−(z− − z+)
+

1

z−
+

1

z+

)]
, (D6)

where z± = ν + iη ±
√

(ν + iη)2 − 1. Using the explicit
form of ΘSH(q, ω) and σm(q, ω) the charge conductivity
in Eq.(4) and the dielectric function in Eq.(5) can be
obtained. Since they are lengthier than the above ex-
pressions and not particularly illuminating, we shall not
reproduce them here explicitly.
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