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The atomic-scale structure of the mercury-electrolyte (0.01 M NaF) interface was studied as a
function of temperature and potential by X-ray reflectivity and X-ray diffuse scattering measure-
ments. The capillary wave contribution is determined and removed giving access to the intrinsic
electron density profile at the interface, especially to the surface layering in the Hg phase. A tem-
perature dependent roughness anomaly known from the Hg-air interface is found to persist also
at the Hg-electrolyte interface. Additionally, a temperature dependence of the layering period was
discovered. The increase in the layer spacing with increasing temperature is aproximately four
times lager than the increase expected from thermal expansion. Finally, the interface is found to
broaden towards the electrolyte side as the potential becomes more negative, in agreement with
the Schmickler-Henderson theory. Our results favor a model for the interface structure, which is
different to the model formerly used in comparable studies.
PACS number(s): 61.05.cm, 61.25.Mv, 68.05.Cf

I. INTRODUCTION

Mercury is a member of the fascinating group of
liquid metals which melt at or slightly above room
temperature1. As all liquids, their surfaces are deco-
rated by thermally-excited capillary waves (CW). In ad-
dition to being metallic conductors, liquid metals stand
out from most simple liquids by exhibiting an intriguing
characteristic structure near the surface, in which the
atoms are stratified in atomic layers with a periodicity d.
The layering diminishes exponentially with depth below
the interface with a decay length ξ.

The first theoretical models argued that the special
nature of liquid metals, which can be viewed as a two-
fluid system composed of charged ions and conduction
electrons, is responsible for this phenomenon. The inher-
ent abrupt change in electron density at the surface acts
as a confining wall which induces the layering2. This
surface layering was first verified experimentally at the
liquid-air interfaces of Hg3 and Ga4 by X-ray reflectivity
(XRR) measurements. Subsequent experimental studies
demonstrated such layering also for numerous other liq-
uid metals4–9 and liquid metal alloys10–15.

Although Hg was the first liquid metal to experi-
mentally exhibit layering, its surface structure remains
anomalous among the many liquid metal systems stud-
ied to date, and is still not fully understood. In addition
to the quasi-Bragg peak due to layering, XRR off the
liquid Hg-air interface exhibits an intensity dip at lower
scattering vectors and the surface roughness is found to
grow with temperature faster than the prediction of CW
theory16, which describes well the thermal behavior of
the liquid metal-air interface of Ga17 and of all other
liquid metals studied to date18. The Hg-electrolyte in-

terface also exhibits anomalies. The additional intensity
dip found at the Hg-air interface was observed to per-
sist at the Hg-electrolyte interface as well 19,20. More-
over, the potential dependent roughness of that inter-
face exhibits a minimum which is shifted relative to the
position predicted by CW theory19. The Hg-electrolyte
interface is a central model system in interfacial electro-
chemistry and played a major role in the development
of the theory of the electrochemical double layer21–24.
Because this liquid-liquid system provides an atomically
smooth, defect-free interface, it remains of considerable
importance for fundamental studies of electrochemical in-
terfaces and adsorption phenomena, both from exper-
imental and theoretical points of view. For example,
the Hg-electrolyte system allows the growth of group-
IV semiconductors25 or single-unit-cell-thick crystalline
adlayers26 on it’s interface. However, X-ray scattering ex-
periments on liquid-liquid interfaces are experimentally
very challenging and data on the atomic-scale structure
of these interfaces is still scarce. The few previous studies
of the Hg-electrolyte interface19,26 determined only the
mean structure, and although the anomaly in the poten-
tial dependence of the interface roughness was noted, it
was not studied in detail.

Thus, open questions remain concerning the anoma-
lies discussed above. These include: Are the two phe-
nomena at the Hg-air surface, the dip in the XRR and
the deviant temperature dependent roughness, related to
each other and to the Hg surface tension and how? Does
the anomalous temperature dependence of the Hg-air in-
terface roughness persist also at the Hg-electrolyte in-
terface? If yes, is it related to the anomalous potential
dependence, and how?

To gain insight into these issues, we carried out a de-
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tailed experimental study of the temperature and poten-
tial dependent structure of the interface between liquid
Hg and an aqueous sodium fluoride (0.01 M) solution.
The interface-normal electron density profile (EDP) was
resolved by XRR measurements. In addition, first sys-
tematic X-ray diffuse scattering (XDS) measurements
from a liquid metal - liquid electrolyte interface were car-
ried out providing in situ surface tension measurements
for the system.

II. THEORY

A. X-ray Scattering theory

The X-ray scattering geometry from a liquid-liquid in-
terface spanning the (x,y) plane is shown in Fig. 1. To
aid the reader the relevant X-ray scattering theory and
the distorted crystal model3,16 both developed elsewhere
will be presented briefly. This short overview is to aid un-
derstanding of the model description used in this paper.
The differential cross section for scattering X-rays with
a scattering vector q = (qxy, qz) from this interface, as-
sumed for generality to be decorated by capillary waves,
and to have some intrinsic interface-normal structure de-
fined by the structure factor φ(qz), is given by18,27:
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Here A0, qc, α, β, T (α) and T (β) are, respectively, the
illuminated interface area, the critical qz for total exter-
nal reflection18,27, the grazing angles of incidence and
scattering of an X-ray, and the transmission coefficients
for these angles. T (α) and T (β) enhance the intensity
scattered near qc, an effect known as the Yoneda peak28.
qmax = π/a, the upper wave vector cutoff of the capillary
wave spectrum, is determined by the molecular radius a.
η = [kBT/(2πγ)]q

2
z depends on the interfacial tension γ,

and the temperature T , kB being the Boltzmann fac-
tor. Within the Born approximation and for a typical
experimental XRR setup such as ours18,27,29 the struc-
ture factor φ(qz) is related to the interface-normal EDP,
ρ(z), by:
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where ρHg and ρH2O are the bulk electron densities of
mercury and water, respectively.

The intensity measured by a detector at some angular
position (β, θ) corresponding to a scattering vector q, is
the integral of Eq. 1 over the resolution function of the
detector. At the specular condition qx,y = 0 Å−1 (i.e.
α = β, θ = 0), the detector measures the XRR, which is

FIG. 1. Scattering geometry. kin and kout are the wave
vectors of the incoming and scattered X-rays. α and β are
the incidence and exiting angles. θ is the azimuthal an-
gle. Specular intensity is collected at θ = 0, α = β, back-
ground intensity at α = β, θ 6= 0. qz (with magnitude qz =
2π
λ
(sin(α) + sin(β))) is the orthogonal and qxy (with magni-

tude qxy = 2π
λ

√

cos2(α) + cos2(β)− 2 cos(α) cos(β) cos θ) the
parallel part of the scattering vector q=kout-kin relative to
the sample surface.

given by18,27,29:
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= |φ(qz)|2 exp(−q2zσ
2
CW (∆qxy)). (4)

Here RF is the Fresnel reflectivity from an ideally flat,
smooth, and abrupt interface, and ∆qxy is the detector’s
resolution function in the qxy-plane. σCW is the CW-
induced interface roughness. Off the specular condition
the XDS is measured. Since XDS is very broadly dis-
tributed, a detector always picks up some of it. Thus,
when measuring XRR, it is not possible to experimentally
block the XDS and measure only the pure specularly-
reflected X-rays. Moreover, the XDS contribution is
an integral over the resolution function, rendering this
contribution, and hence the effective σCW , resolution-
dependent, as we indicated by the explicit notation
σCW (∆qxy). When the interface includes some non-CW
roughness, σrms, Eq. 4 can be rewritten as:

R(qz)/RF (qz) = |φ(qz)|2 exp(−q2zσ
2), (5)

Where σ2 = σ2
rms + σ2

CW , and φ(qz) now denotes the
roughness-free interface-normal structure factor.

B. The Distorted Crystal Model

The Hg-air and Hg-electrolyte interfaces were success-
fully modeled in previous studies3,16,19,20,26 by the dis-
torted crystal model (DCM), developed by Magnussen
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FIG. 2. Comparison of the interface region of the adlayer (-)
and first-layer (-) model. a) Surface structure factor fit to
data, b) corresponding electron density.

et al.3,16. In this model the liquid metal’s interface-
normal EDP is described by an infinite stack of layers
with equal spacing d and width σn =

√

nσ2
b + σ2

i of the
n-th layer, which increase with depth z = nd below the
surface at z = 0. Here, σi is an intrinsic width, common
to all layers, and σb determines the rate by which σn

increases. The result is an oscillatory EDP of a progres-
sively diminishing amplitude asymptotically approaching
the bulk density of Hg ρHg

3.

The extra dip in the Hg XRR curves can be accounted
for within this model in two different ways. First, by
adding a low-density adlayer at the interface, as done in
previous studies3,16,19,20, based on early simulations30.
The adlayer is represented by a Gaussian of an amplitude
ρad and width σad, positioned at zad above the interface.
The EDP of this adlayer model is thus given by:
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with dad fixed at 1Å.

Newer simulations31,32 do not support the presence of
an adlayer but rather suggest that the first Hg layer is
modified33. This modification is implemented here by
starting the sum in the first term of Eq. 6 at n = 1 and
describing the Hg surface layer (n = 0) by a Gaussian
with an amplitude ρfi at position zfi near z = 0 Å. The
width of this Gaussian is set to equal σi, reducing the
number of free paramaters, since letting it vary in the
fits yields near-zero values and does not improve the fit
quality. The EDP of this modified-first-layer model is
thus given by:
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For both adlayer and first-layer models all Hg terms in
the equations above were convoluted with the normalized
atomic form factor of the Hg atom16. In both Eqs. 6 and
7 the last term accounts for the electrolyte side of the
interface19,26. While its position zH2O was varied in the
fit, its width, σH2O, was fixed at 0.66 Å, as its value had
very little impact on the XRR fit, and when allowed to
vary yielded unphysical, near zero, values
The physical difference between the two models is illus-

trated in Fig. 2. Obviously, the different EDPs produce
almost identical fits to the measured XRR curves over
the experimentally accessible qz range. Although the two
models are mathematically similar, it will be shown be-
low that the different limitations in parameter space will
result in different levels of acceptability of the values re-
fined for some of the parameters.

III. EXPERIMENTAL

A. Cell & Samples

The cell, based on a previous room temperature
design19,26, was developed to allow in situ temperature-
dependent X-ray scattering studies of the Hg-electrolyte
interface simultaneously with electrochemical measure-
ments (see supplemental material).34. It includes a
PCTFE trough for the sample and 0.1 mm thick glass
windows for entry and exit of the X-rays. The tempera-
ture was measured with two Pt-100 elements. One was
embedded in the PCTFE cell and separated from the
Hg by only 0.5 mm PCTFE. The other resided in a glass
tube, inserted into the electrolyte and positioned ≈ 5 mm
above the interface. The temperature of the interface was
taken as the mean value of the two. Heating and cool-
ing of the sample was performed with a Peltier element
underneath the sample trough, which was mounted on a
water cooled copper block. Using this setup the tempera-
ture was controlled within ±0.5oC by a Lakeshore Model
340 temperature controller.
All parts of the assembly which come into contact with

the Hg or the electrolyte were cleaned in Caro’s acid
(H2SO5) and rinsed with Milli-Q water. The PCTFE
trough resides in a tightly sealed stainless steel cell, filled
with high purity (> 99.9996%) nitrogen gas before intro-
ducing the Hg and the electrolyte into the cell via glass
tubes from reservoirs located above the cell.
All studies in this work were performed with 0.01 M

NaF electrolyte, prepared from 99.995% pure NaF and
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FIG. 3. XRR measurements of the interface between liquid
Hg and 0.01 M NaF at potentials of a) −0.85 V and c) −0.35 V
at different temperatures between 4oC to 40oC. Curves have
been shifted for clarity the lowest R/RF curves have the orig-
inal scale. The lines are fits to the data with the first-layer
model. Black: fits of the individual data without parameter
constraints. Blue: fits of the individual data with enforced
relation between parameters. Red: multidimensional fitting
method. b) and d) Height of the pseudo-Bragg peak (from
individual data fits).

.

Milli-Q water. The potential was controlled with a po-
tentiostat (Solartron, Modulab) and a Hg/Hg2SO4 refer-
ence electrode (Schott). Differential capacitance mea-
surements indicated that the potential of zero charge
(PZC) of the system was ΦPZC ≈ −0.85 V, in good
agreement with the literature35.

B. X-ray Measurements

The measurements were carried out at a X-ray energy
of 25 keV at the high resolution beamline P0836 of the
PETRA III synchrotron source at DESY (Hamburg, Ger-
many) using the LISA liquid surface diffractometer37,38.
The special geometry of the diffractometer allows varying
the X-ray’s incidence angle without moving the sample,
thus avoiding movement-associated disturbances to the
fragile liquid-liquid interface. Pickup of vibrations from
the environment was virtually eliminated by mounting
the cell on an active vibration isolation unit (Table Sta-
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FIG. 4. a) XRR measurements at a temperature of 4oC and
different potentials between −1.3 V to −0.05 V . Curves have
been shifted for clarity the lowest R/RF curves have the orig-
inal scale. The lines are fits as in Fig. 3. The thin vertical
line indicates the shift in the minimum of R/RF at low qz. b)
Electron densities corresponding to the blue lines. The thin
vertical line indicates the shift of the position of the first-
layer. c) Height of the pseudo-Bragg peak (from individual
data fits).

ble Ltd., TS-150) which itself is mounted on an isolated
sample stage. A vertically oriented Mythen detector with
1280 50 µm-high elements was employed39, allowing si-
multaneous measurement of a range of exit angles β with
a resolution of ∼ 4.4 · 10−5 rad.

XRR and XDS data were taken in the geometry shown
in Fig. 1. In the XRR measurements, the background
due to the electrolyte and the Hg bulk scattering was
measured by offsetting the detector to θ = ±1.2·10−3 rad
(Fig. 3 a)) or θ = ±8.7 ·10−3 rad (Fig. 3 c) and 4 a)), and
subtracted from the specular signal. The incident-beam-
defining slits were optimized to keep the illuminated area
within the flat part of the Hg sample. The horizontal
detector slit was set to an angular acceptance of 8.8·10−4

rad. A virtual vertical detector slit could be defined by
choosing the desired number of Mythen elements. The
plots shown are integrated over 100 channels giving an
effective vertical resolution of 4.4 · 10−3 rad.
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FIG. 5. (a) Example XDS measurement in angular coordi-
nates. (b) Extracted I(qxy) dependence of liquid Hg in 0.01
M NaF (for clarity the curves are offset by a factor of 10−4).
The curves have been normalized by the integrated intensity
of the specular peak at qz = 0.3 Å−1. Inset: Magnification of
the Yoneda peaks at qxy ≈ 10−3. (c-e) Integrated intensity
(qxy = (8.59 ± 0.23) · 10−2 Å−1) of the Yoneda peaks as a
function of temperature and potential.

IV. RESULTS

A. Data Overview

Two series of temperature dependent XRR curves were
recorded between T = 4oC and T = 40oC at Φ = −0.85
V, i.e. at the PZC, and Φ = −0.35 V. A selection of
R/RF curves is shown in Fig. 3 (a) and (c), with (b) and
(d) showing the temperature dependence of the quasi-
Bragg peak’s height. As can be seen, at both Φ the
height increases similarly towards lower temperatures, as
expected from the resultant lowering of the CW rough-
ness.

The potential dependent behavior was characterized
by a series of XRR curves recorded at potentials between
Φ = −0.05 V and Φ = −1.3 V at T ≈ 4oC (Fig. 4 a)).
Here, the highest quasi-Bragg peak is found at Φ = −0.48
V (Fig. 4 c)), as observed also by Elsen et al. at room
temperature19. This is in contradiction to pure CW the-
ory, as the maximum should occur at the PZC where
the surface tension is the highest. Together with the

almost identical thermal gradients of the peak heights
(figure 3 b) and d) ) it can be inferred, that the highest
quasi-Bragg peak occurs at the found shifted potential
of Φ = −0.48 V over the whole temperature range mea-
sured. Additionally, as can be seen in Fig. 4 a), the min-
imum in the R/RF curves shifts to higher qz values with
increasing potential (as shown by the thin black line).
This indicates a systematical modification with Φ of the
near interface region (as shown by the thin black line in
Fig. 4 b)).
XDS measurements were carried out directly after each

XRR one, under identical T and Φ. A typical XDS mea-
surement with the specular peak at qz = 0.3 Å−1 in in-
plane geometry (vertically aligned detector) is shown in
Fig. 5 a) and a series of XDS measurement as a func-
tion of qxy in Fig. 5 b). The shape of the central peak

at qxy ≤ 5 · 10−5 Å−1 is dominated by the specular re-
flection and hence by the shape of the incident X-ray
beam. At larger qxy the scattering by the capillary waves
dominates and all measurements show the expected cap-
illary wave power law behavior. The small peaks at
qxy ≈ 10−3 Å−1 are the Yoneda peaks, where β = αc

with αc being the critical angle of total external reflec-
tion18,27. The peaks exhibit small, but clear, systematic
variation with temperature and potential (Fig. 5 b), in-
set). To illustrate these changes, the integrated inten-
sity of the Yoneda peak in the XDS data, normalized by
the integrated intensity of the central peak at qxy = 0
are plotted as a function of temperature and potential
in Fig. 5 (c-e). A (linear) increase with temperature is
observed, in line with the decrease in the quasi-Bragg
peak intensity, and the increase in the CW-dominated
XDS. The potential dependence is parabolic as expected
from the electrocapillary effect19,26. The minimum is also
shifted to more positive potentials as for the quasi-Bragg
peak height. However, the minimum is only at a poten-
tial of Φ = −0.53 V and the shift is considerably smaller
if the diffuse scattering at negative qxy values is exam-
ined. A quantitative analysis of these results is presented
in the next subsections.

B. Analysis

In principle, the intrinsic interface-normal density pro-
file, ρ(z), unmodified by CW effects, can be obtained by
fitting the measured R/RF curves by Eq. 3, using one of
the DCM models in Sec. II B to calculate φ. The fit will
yield the best values for the ρ(z)-defining parameters.
In practice, however, the models includes six (First-layer
model : σi, d, σb, ρfi, zfi, zH2O) or seven (adlayer model :
σi, d, σb, σad, ρad, zad, zH2O) parameters, some of which
are likely to be weakly or strongly correlated with each
other. Such correlations inhibit a robust fit, and result
in large uncertainties in the derived parameter values,
which, in turn, may mask T- and Φ-dependent trends
in the data. This is particularly true in our case, where
diffuse and specular scattering are intermixed at all q
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positions and are not easily separable8,18,29,40, and the
trends sought are expected to be subtle. While fixing
the values of some of the parameters should reduce cor-
relations between parameters, it may also distort T - and
Φ-dependent trends in the other fitted parameter values
and in the derived ρ.
To avoid the pitfalls outlined above, the following anal-

ysis strategy was adopted which is composed of three con-
secutive fitting rounds, e.g. a free fit (FF), a correlation-
corrected fit (CCF) and a multidimensional fit (MF).
These will briefly be described here. For a more detailed
description see the Supporting Information.
FF: Each raw XRR curve measured was used to gener-

ate 40 different R/RF curves by summing the intensities
recorded in a varying number of detector pixels. The
number of pixels corresponds therefore to a specific res-
olution ∆qxy, which is used in Eq. 3. Next, all these
virtual R/RF curves, after subtracting the bulk liquid
scattering background, were fitted by Eq. 3 for both ρ
models and with all parameters free to vary. Addition-
ally a multiplication factor Amp0 was fitted for data nor-
malization. Scatter plots were then generated from the
best-fit parameter values for all possible combinations of
parameter pairs. An examination of these scatter plots
indicated that all significant correlations between fit pa-
rameters result from an underlying identical dependence
on T and Φ, rather than from a direct correlation between
the parameters (for details see Supporting Information).
CCF: By linear fitting of the scatter plots which

showed a correlation and enforcing the obtained linear
relation between the according parameters in this fitting
round, the underlying T and Φ dependence turned out
to be linear to first order, within the scatter of the pa-
rameter values obtained.
MF: To examine a linear behavior for parameters

where the scatter plots did not yield good fits, the linear
behavior was included a priori in this fitting round. Here
the thermal and potential gradients of the individual pa-
rameters were fitted rather than the parameters directly.
For that the reflectivities for a fixed potential (Φ = −0.35
V) or fixed temperature (T = 4◦C) were combined into a
single data set, where every point has three coordinates,
namely qz , T and Φ. The whole data set was fitted with
a surface structure factor of the form:

|φ (qz, T,Φ)|2 = |φ (qz, d(T,Φ), σi(T,Φ), σb(T,Φ), ...)|2
(8)

where we have constrained each fit parameter P to de-
pend linearly on T and Φ:

P (T,Φ) = P0 + PTT − PΦΦ. (9)

In this approach, the number of parameters employed
to fit the entire data set is reduced to three times the
number required to fit an individual R/RF curve (not
counting Amp0 for each curve which were also fitted),
yielding a more robust fit and lower parameter value un-
certainty. This allows for a significantly more reliable
determination of the individual T and Φ dependencies of
the interface structure.

To determine how CWs modify the intrinsic interfacial
structure, a procedure similar to that used for the XRR
above was adopted for the XDS scans. See supplemental
material for further details34. Thus, a resolution volume
was chosen by selecting a number of detector pixels, and
the recorded XDS data was binned over such intervals.
The resultant XDS curve was then fitted by integrating
Eq. 1 over each detector pixel, convoluting the resultant
curve with the shape of the incident beam, which was
measured prior to the XDS measurement, and finally bin-
ning it over the same intervals. This was done for several
resolution volumes, and the results were averaged.

C. Fit Results

For the XDS fits the value of |φ(qz)|2 was taken from a
fit of the associated XRR, where all parameters where al-
lowed to vary freely and in which the value of γ was set to
the literature values35. Since in this case only the shape
of |φ(qz)|2 mattered and not the structure of ρ(z), only
the adlayer model was used. The XDS measurements at
a large qz = 0.9 Å−1 were used, to minimize the beam’s
footprint, and the consequent surface curvature effects.
The interfacial tension γ obtained (through η) from the
XDS fits by Eq. 1 are shown in Fig. 6 a). The values are
in reasonable agreement with the electrochemical mea-
surements in Ref. 35. Refitting the XRR curves using
the γ values obtained from the XDS fits influenced the
quality of the results only marginally.
The XRR fit results for the individual R/RF curves are

summarized in Fig. 6 (b-e). As mentioned above in the
first round of fits all parameters were free to vary (Results
for first-layer model: black lines in Fig. 3 (a,c) and Fig. 4
(a)). The results for σi, the only parameter which was
not constant within the errors but showed systematical
variation, i.e. a linear behavior with T and Φ, are shown
in Fig. 6 b) for both the adlayer and first-layer models.
The values plotted are the means of the values obtained
for the series of different resolutions at each T and Φ.
As discussed above, the scatter plots from this first fit

round were analyzed for correlations and the following
relations were obtained for the adlayer model:

zad (σad) = −0.53 · σad − 2.34 Å

ρad (σad) =
(

0.19 · σad/Å + 0.27
)

ρHg,

and for the first-layer model:

zfi (ρfi) = (−1.68 · ρfi/ρHg + 1.4) Å.

These relations were enforced in the next round of
XRR fits, reducing the number of free parameters that
describe the adlayer or the first-layer to one, namely σad

or ρfi. The parameters for which no correlations were
indicated by the scatter plots analysis were fixed to their
mean values. σi did show some correlations, but no re-
lations were fixed, to not impose its linear T and Φ be-
havior as seen in Fig. 6 (b) onto the other parameters.
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FIG. 6. a) Plot of the surface tension γ extracted from XDS
measurements at qz = 0.9 Å−1. The blue dashed lines cor-
respond to the electrochemical data from35. b) Results of
the XRR fits for the parameter σi, averaged over the differ-
ent ∆qxy resolutions. Black: adlayer model. Red: first-layer
model. Lines are linear fits. c-e) Results of the XRR fits with
enforced relation between parameters (see section IVB), av-
eraged over the different ∆qxy resolutions. The temperature
and potential dependence of the remaining free fit parameters
within the adlayer model (black) and the first layer model
(red) can be seen. Lines are linear fits.

adlayer

P P0 ±99% PΦ ± 99% PT ± 99%
σi 0.122 0.020 0.183 0.072 0.0051 0.0024

d 2.726 0.012 -0.021 0.025 0.0023 0.0009

σb 0.425 0.008 0.069 0.028 0.0009 0.0007

σad 1.111 0.143 0.559 0.498 0.0039 0.0225
ρad 0.401 0.085 0.223 0.291 0.0016 0.0018
zad -3.141 0.188 -0.025 0.218 -0.0001 0.0045

first-layer

P P0 ±99% PΦ ± 99% PT ± 99%
σi 0.170 0.033 0.224 0.086 0.0040 0.0035

d 2.702 0.016 -0.005 0.029 0.0020 0.0014

σb 0.406 0.015 0.007 0.029 0.0009 0.0008

ρfi 0.910 0.008 0.038 0.023 -0.0001 0.0004
zfi -0.119 0.014 -0.073 0.038 -0.0002 0.0008

TABLE I. Results of the multidimensional fitting of all reflec-
tivities for both electron density models. The error is the 99%
confidence bound given by the fit routine (MATLAB 2013a).
Only for the parameters shown in bold are the values within
these errors 6= 0.

The present round of fits yielded an excellent agreement
with the measuredR/RF curves (Fit results for first-layer

model: blue lines in Figs. 3 (a,c) and 4 (a)). The unre-
stricted fit parameters, σi, σad and ρfi, shown in Fig. 6
(c-e), exhibit now a clear linear dependence on T and Φ.
It is important to note, that the enforced linear rela-

tions would have also allowed σad or ρfi to remain con-
stant, or show the same unsystematic behavior as in the
preceding fitting round, over the whole T and Φ ranges
explored. Thus, we see that our analysis method effec-
tively reduces the uncertainties in the results and shows
that linear T and Φ dependencies are present in more
parameters than just σi.
Next, such a linear dependence on T and Φ was as-

sumed for all parameters in the multidimensional fitting
procedure. To determine the coefficients PT or PΦ of
these linear dependencies (Eq. 9) an iterative approach
was employed where in each iteration step the PT or PΦ

having the smallest relative error among the free-fit pa-
rameters was fixed to its obtained values for the rest of
the iteration steps. Here again, a mean value and a mean
error have been used, obtained by averaging results with
different resolutions ∆qxy. This was repeated until all
PT and PΦ of the parameters were fixed (see Tab. I).
Although the still-unfixed parameter values did change
in the iteration following the fixing of a parameter, the
changes were small in all cases.
As demonstrated in Fig. 3 c) and 4 a) (red lines) the

resulting final fit is in very good agreement with the re-
flectivity data, even for the curves not included in the
fit (Fig. 3 a)). Only a few of the PΦ and PT param-
eters deviate from zero within the error limits (Tab. I
bold values), i.e. indicate a significant dependence of the
structural parameters on T or Φ. Similar fits where the
non-significant PΦ and PT were set to 0 from the be-
ginning produced slightly different significant parameter
values but still provided good fits to the measured R/RF ,
with only minor deviations from the original fits (see Sup-
porting Information). This demonstrates the robustness
of the applied fitting procedure.
As Tab. I demonstrates, the major effect of an increase

in T is an increase in the layer spacing d, accompanied
by an increases in σi. In contrast, d is not affected by
changes in the potential Φ. Rather, σi is significantly
changed. In addition, changes in Φ also influence those
parameters that describe the immediate interface with
the electrolyte solution, i.e. σad within the adlayer model
and ρfi and zfi within the first-layer model.

V. DISCUSSION

The results from the systematic fits of the XDS data
suggest, that the diffuse scattering is well described by
CW theory at least in the q-range measured in our ex-
periments. Thus, an assignment of the anomalous T and
Φ behaviour discussed in Sec. I to an anomalous γ(T,Φ)
dependence is not supported by experiment.
All three XRR fitting methods, the individual fit-

ting, the fitting with enforced relations between parame-
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ters and the multidimensional fitting show an increasing
roughness with increasing temperature, independent of
the model used . From this we conclude, that this be-
havior is intrinsic to the surface of Hg. Additionally, the
multidimensional fitting method showed an expansion of
the vertical spacing d between the atomic layers at the
liquid metal surface of approximately ∼ 3% (from ta-
ble I) for both models. This behavior is far more than
can be explained by a simple thermal expansion of the
Hg bulk liquid, which is only ∼ 0.7%41 in this temper-
ature range. We therefore assign the increase in the Hg
layer spacing with T as well as the accompanying parallel
broadening of these layers to a genuine interface effect.
Apparently, the thermal increase in the atomic motion
influences the stratification of the Hg into atomic layers.
Although comparison to computer simulations is compli-
cated due to the often small sample size used, an expan-
sion of the layer spacing of Hg with temperature has been
observed in such studies33.

The effect of the potential on the interface structure
noticeably differs from that of the temperature. The Hg
interfacial region (σad, zfi, table I) broadens towards the
electrolyte with decreasing potential. This effect occurs
in both models and is consistent with former results. In
the study by Elsen et al. this behavior was attributed
to contributions of the conduction electrons to the total
electron density profile19. These free electrons are po-
larized by the strong electric field in the electrochemical
double layer at the electrode surface according to the the-
ory by Schmickler and Henderson24. The magnitude of
the effect predicted by this theory for Hg electrodes is in
good agreement with the X-ray reflectivity data19. The
increase in electron surface density towards more nega-
tive potentials may also explain the increase in electron
density of the first layer ρfi found in the first-layer model
(table I). Possible contributions to this effect may come
from a concomitant increase in the packing density of the
Hg ion cores, which would be expected from electrostatic
arguments (increased lateral screening of the electronic
charge).

More puzzling is the change of σi with Φ which is not
accompanied by a change of the layer spacing d. There-
fore, such a change cannot be assigned to an increased
atomic motion as with the temperature dependent effect.
Also an increased screening of the electronic charge in the
bulk, which would allow the ion cores to move closer to
each other, seems unlikely, since the negative charge is
expected to accumulate at the interface. In our anal-
ysis the roughness is given by a sum in quadrature of
σi and σCW . The later is determined from the surface
tension using CW theory. However, at atomic dimen-
sions, i.e., the length scale of the layering phenomena,
which were not covert by our XDS measurements, this
continuum theory may break down, leading to additional
contributions to the roughness. Such an enhanced short
range roughness is likely to be influenced by a potential
induced change of the surface region as observed in our
studies. This may cause an increasing σrms as in equ. 5,

which would not be distinguishable from an increase in
σi. Additionally, if this roughness is correlated over a sig-
nificant length scale it would cause an increased diffuse
scattering intensity at large qxy. This has indeed been
observed for the free surface of water and several other
liquids42,43 and can be accounted for by a wave vector de-
pendent surface tension44 which has a reduced value for
the corresponding length scales. This could be the cause
of the observed potential dependent roughness deviation,
since the observed increase in the electron density of the
first layer would most likely significantly influence such
small scale roughness phenomena.
Some of the previous theoretical studies used an anal-

ysis which eliminated the influence of σrms and gave ac-
cess to the ”intrinsic surface” of the simulated system45,
which is closely related to ρ(z). These studies sug-
gest that for simple liquids at the smallest length scales
the surface tension hydrodynamics breaks down com-
pletely and a transition to a molecular diffusion regime
takes place46. This may also account for the roughness
anomaly of the surface structure of Hg. Unfortunately to
our knowledge there exists no theoretical work for the Hg
surface which applies this scheme and could shed more
light on the underlying mechanisms which cause the sur-
face of Hg to differ from all other liquid metals.
Overall, the first-layer model seems preferable to the

adlayer model, since the theoretical work it is based on33

helps to explain the underlying physics. Furthermore,
additional theoretical31 and experimental47 works sug-
gest that the first of the Hg layers at the vapor interface
is expected to be quite different from the second and un-
derlying layers which behave just like the bulk liquid.

VI. SUMMARY

In this work we presented combined X-ray reflectivity
and X-ray diffuse scattering measurements of the deeply
buried liquid-liquid interface between Hg and a NaF (0.01
M) electrolyte solution. In addition to a comprehensive
study of the influence of temperature and potential on the
interface structure at the atomic-scale, new methodolog-
ical approaches were investigated. The following results
were obtained:

− All reflectivity curves in the studied temperature
and potential regime (4oC to 40oC,−1.3 V to −0.05
V) exhibit a pseudo-Bragg peak, indicating surface
layering within the Hg phase. The amplitude of
this peak varies with T and Φ.

− Measurements of the XDS resulting from liquid-
liquid interfaces were performed. The obtained
data are in good agreement with the variation of
the surface tension with T and Φ from literature35.

− The temperature dependent XRR data showed the
temperature anomaly of the Hg surface roughness16

to persist at the Hg-electrolyte interface.
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− By including a linear T and Φ dependence of the pa-
rameters in a multidimensional fit, several reflectiv-
ities could be fitted simultaneously. The obtained
fit requires explicit changes with T and Φ only for
selected parameters and satisfactorily describes the
entire data set over the full range of the environ-
mental parameters employed in this study.

− Our results uncover a hitherto unobserved expan-
sion of the near-surface layer spacing, well beyond
the normal bulk thermal expansion.

− Changing the potential towards more negative val-
ues primarily causes a broadening of the Hg-
electrolyte interface towards the electrolyte. This
is in agreement with an explanation of this effect by

the electronic polarization at the interface as pre-
dicted by the Schmickler-Henderson theory19,24.

As indicated by these results, X-ray scattering studies
employing modern instruments at third generation syn-
chrotron sources enable detailed investigations of liquid-
liquid interfaces on the atomic-scale.
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