
This is the accepted manuscript made available via CHORUS. The article has been
published as:

Three-dimensional topological insulator based nanospaser
Hari P. Paudel, Vadym Apalkov, and Mark I. Stockman
Phys. Rev. B 93, 155105 — Published  5 April 2016

DOI: 10.1103/PhysRevB.93.155105

http://dx.doi.org/10.1103/PhysRevB.93.155105


Three-dimensional topological insulator based nanospaser

Hari P. Paudel, Vadym Apalkov,∗ and Mark I. Stockman†

Center for Nano-Optics (CeNO) and Department of Physics and Astronomy,
Georgia State University, Atlanta, Georgia 30303, USA

(Dated: March 3, 2016)

After the discovery of spaser (surface plasmon amplification by stimulated of radiation), first
proposed by Bergman and Stockman in 2003, it become possible to deliver optical energy beyond
the diffraction limit and generate an intense source of optical field. Spaser is a nanoplasmonic
counterpart of laser. One of the major advantages of spaser is its size: spaser is truly a nanoscopic
device whose size can be made smaller than skin depth of the material to a size as small as the
nonlocality radius (∼ 1 nm). Recently, an electrically pumped graphene based nanospaser has
been prosposed that operates in the mid-infrared region and utilizes nanopatch of graphene as a
source of plasmons and a quantum-well cascade as its gain medium. Here we propose an optically
pumped nanospaser based on 3-dimensional topological insulator (3D TI) materials such as Bi2Se3
that operates at an energy close to the bulk bandgap energy ∼ 0.3 eV and uses the surface as a
source for plasmons and its bulk as a gain medium. The population inversion is obtained in the
bulk and radiative energy of exciton recombination is transferred to surface plasmons of the same
material to stimulate spasing action. This is truly a nanoscale spaser as it utilizes same material for
dual purposes. We show theoretically a possibility of achieving spasing with 3D TI. As the spaser
operates in the mid-infrared spectral region, it can be a useful device for number of applications
such as nanoscopy, nanolithography, nanospectroscopy, and semi-classical information processing.

PACS numbers: 73.20.Mf,42.50.Nn,71.45.Gm,73.20.-r

I. INTRODUCTION

Nano-optics is a fast growing field of research in optical
condensed matter science. New concepts and ideas are
coming along both theoretically and experimentally in an
effort to concentrate optical energy into subwavelength
(few tens of nanometers) dimensions. Source of concen-
trated optical energy into a nanoscale regime has num-
ber of applications such as detection and spectroscopy
of biological molecules based on surface-enhanced Ra-
man scattering (SERS)1–3, SP-assisted thermal cancer
treatment4, scanning near-field optical microscopy5,6,
thermally assisted magnetic recording7, plasmonic en-
hanced generation of extreme ultraviolet (EUV) pulses8,
extreme ultraviolet to soft x-ray (XUV) pulses9 and semi-
classical information processing10,11. After the discovery
of spaser first proposed by Bergman and Stockman in
200312, it become possible to concentrate the optical en-
ergy beyond the diffraction limit and obtain the intensity
required to induce nonlinear phenomenon. A spaser is a
nanoscale quantum generator of nanolocalized coherent
and intense optical fields11–14. Spaser is a nanoplasmonic
counterpart of the laser, however, it has number of ad-
vantages over the laser. One of the major advantages is
the size: the spaser is truly a nanoscopic device whose
size can be made smaller than skin depth of the mate-

rial ls = ω
c

[

Re
(

−ε2m
εm+εd

)]

(ls ∼ 25 nm for single valence

plasmonic metals such as silver and gold), where εm is
the metal dielectric function and εd is the medium dielec-
tric constant, to a size as small as the nonlocality radius
ln ∼ vf/ω, where vf is the Fermi velocity, which is just
around a nanometer.

Several experimental studies and investigations have
been performed on the spaser to integrate it in prac-
tical devices where the gain medium consists of dye
molecules15–18, quantum dots19,20, quantum wells21 and
other semiconductor nanostructures22–24. On the the-
oretical side, after the original prediction12, number of
ideas and concepts have been proposed with several
different gain medium engineered wisely to understand
spasing modes and reduce losses. References on the theo-
retical studies include, but not limited, to Refs. 11,13,25–
27.

In Ref. 28 authors have proposed a nanospaser as a co-
herent quantum generator of surface plasmons in nanos-
tructured patch of graphene sheet placed on top of a
stack of quantum cascade wells and electrodes to elec-
trically pump the carriers in the active element which
is the quantum well in this case. Interesting electronic
and optical properties of graphene arise due to the fact
that it has valence and conduction bands touching each
other at two distinct high symmetry points K and K

′

in the Brillouin zone29. At the vicinity of those points,
energy dispersion of electrons can be described by the
low energy Dirac equations, HG (k) = h (k) · σ, where
h (k) = {hx (k) , hy (k) , 0} and σ = {σx, σy, σz} are Pauli

matrices. For the small q = k − K (k − K
′

), we have
h (k) = ~vfq, showing that the electronic states are heli-
cal in nature “the one way traffic”. This helical nature of
electronic states greatly enhances the charge mobilities
and results in reduced plasmonic losses, and therefore
high quality factor in a doped graphene. This is one of
the great advantages of the graphene nanospaser over the
spaser with metallic nanoparticles placed in adjacent to
a dielectric gain medium where the loss is hindering to
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achieve spasing practically. In addition to that, tight con-
finement of spatial distribution of graphene plasmons to
regions 40 times smaller than the free-space light wave-
length results unprecedented level of optical energy con-
centration in a nanoscale30–32.

In this article, we propose a nanospaser based on a
3D topological insulator (TI) material (Bi2Se3) nanos-
tructure of few nanometer thick geometry (nanopatch)
that holds distinct symmetric and antisymmetric surface
plasmon modes at mid infrared frequencies. 3D TI ma-
terials such as Bi2Se3 are narrow bandgap semiconduct-
ing materials where the topologically protected gapless
surface/interface states appear within the bulk insulat-
ing gap33,34. The surface electronic states of the 3D
TIs resemble as that of a graphene sheet but with an
additional remarkable property of spin-momentum lock-
ing in 2D plane in perpendicular direction to each other
due to the presence of strong spin-orbit coupling33,35,52

and such property has been observed in the number of
experiments34,35,37. The Fermi velocity of the Dirac elec-
tron in 3D TI is vf ∼ 6× 105 m/s34, which is less almost
by a factor of 2 than the Fermi velocity in graphene.
The spatial distribution of the plasmon fields is, there-
fore, expected to be confined in smaller regions than in
graphene. Using the carrier mobility of µ = 104cm2/Vs
at the carrier density of n = 2×1011cm−2 for the surface
states in a thin film of Bi2Se3

55, for the plasmon energy
~ωo < ~ωq < 2EF , where ~ωo is the phonon energy and
the maximum phonon energy in Bi2Se3 is shown to be in
the 3 meV and EF is the Fermi energy relative to surface
Dirac point, we calculate the plasmon relaxation rate as
τ = (µ~/evf)

√
4πn = 0.8 ps, which yields the plasmon

quality factor of Q = ωqτ/2 = 122 at the plasmon energy
of ~ωq = 0.2 eV.

Bi2Se3 has the rhombohedral crystal structure, and
consists of five atomic layers arranged along the z-
direction, known as quintuple layers (QLs). Two such
QLs are coupled by a weak interaction, predominantly of
the van der Waals type. At the vicinity of the Γ point
in the Brillouin zone of Bi2Se3, the low energy of Dirac
particles in the xy-plane can be described by the effec-
tive Hamiltonian38,52, HTI = ~vf (σ × k · ẑ)−EF , where
ẑ is the unit vector in z-direction. The chiral nature of
the electronic states with the spin locked in perpendic-
ular direction to the momentum results in unique type
of collective excitations which are, indeed, accompanied
by the transverse spin fluctuations. At this point, it is
pertinent to remind the fact that current can be written
in terms of in-plane spin component as38 J = vfσ × ẑ.
The fluctuation of density in time can be calculated using
the continuity equation ∂nq/∂t = −∇·J, which suggests
that the charge density nq oscillates in time together with
the in-plane transverse spin density sT = ẑ · (q̂× s).
In a slab of 3D TI, current and spin density oscilla-
tions on the top surface are either in phase or out of
phase with the respective components from the bottom
surface, depending on the symmetric or antisymmetric
plasmon modes. The strong spin-orbit interaction leads

spin to follow momentum oscillation as an electron is dis-
placed in the momentum space. The ratio of the trans-
verse spin amplitude and the charge density amplitude
at long wavelength limit can be much larger than unity:

sT /nq = 1/~vf [EFαDvf/2q]
1/2

, where αD = e2/~vf is
the fine structure constant for Dirac system and is 3.7 for
Bi2Se3.

In our model, top and bottom layers of 3D TI
nanopatch of thickness d (> 5) nm are spatially separated
to avoid interaction between Dirac fermions from the op-
posite surfaces that would, otherwise, results a conven-
tional semiconductor. However, there exists a long range
Coulomb interaction that couples the opposite surfaces.
At the limit qd → 0, such geometry naturally supports
two types of plasmon modes: symmetric (photon like)
modes with ωq ∼ q and antisymmetric (plasmon like)

modes with ωq ∼ q1/2. At a smaller thickness of the
nanopatch, symmetric modes are highly Landau damped
and antisymmetric modes are the one observed in the ex-
periments. In this article, we present a proof-of-concept
of a 3D TI nanospaser where self-sustained excitations
of surface plasmons are fed by the radiative transitions
(in resonance with the surface plasmons) occurring in
the bulk part of the same materials. In Fig. 1, we show
schematic of spasing processes in Bi2Se3. In principle, the
spasing processes can be achievable in both the undoped
and p-type doped crystal. Fermi level can be tuned either
by doping the bulk with p-type dopants such as Sn, Mg
and Ca or by introducing dopants to the surface directly
which can be achieved by dosing with O2 gas that sup-
plies p-type carriers leaving the surface electronic states
intact. The Ref. 42 shows different doping schemes in 3D
TI to tune the Fermi energy. As shown in Fig. 1a, in or-
der to acquire the necessary population inversion in the
bulk of undoped Bi2Se3, a photon of energy ~ω ≥ EF ,
pumps electrons deep from the valence band to the con-
duction band, creating holes in the valence band. The
excited carriers from the bulk may diffuse to the surfaces
after pumping and can alter the plasmon resonance fre-
quency. However, the carrier diffusion can be controlled
by pumping the carriers close to the resonance. In less
than a picosecond (ps), generated holes are redistributed
and populated on the top of the valence band42, as shown
in Fig. 1 c. The same is expected for the excited electrons
in the conduction band but they are populated above
the Fermi level. The excited holes form excitons with
the already occupied electrons at the bottom of conduc-
tion band. The excitons undergo a radiative recombina-
tion, emitting surface plasmons. It is to be noted that
due to the high dielectric constant of ∼ 100 in Bi2Se3,
there is a strong screening of the Coulomb interaction
between the carriers. This results a relatively larger ex-
citonic Bohr radius, aex = (ǫmo/µ) aB where ǫ, mo, µ
and aB are respectively the dielectric constant, free elec-
tron mass, reduced mass and Bohr radius, of nearly 200
nm for µ = 0.24 mo. This gives rise a shallow exciton
with energy for the lowest excitonic level of 0.33 meV,
which is negligible as compared to the bandgap energy of
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Figure 1: Schematic of spasing processes with undoped (a, b)
and p-doped (c, d) Bi2Se3. a, Electron-hole pairs in the bulk
can be generated with photon energy of ~ω ≥ EF . Parabolic
curves represent the bulk valence and conduction bands and
the straight lines passing the gap represent the Dirac surface
states. Light blue area indicate the filled Fermi sea of elec-
trons. b, Within 200 fs electrons acquire quasi-equilibrium
Fermi distribution in the conduction band and the same is
true for holes in the valence band. Due to intraband relax-
ation, the excited holes are populated at the top of the va-
lence band while the excited electrons are populated above
the Fermi level, forming excitons. Those excitons radiatively
recombine and the released energy is transfered to the surface
plasmons. c and d, Fermi energy is reduced to 0.2 eV by p-
type doping. The spasing can be achieved in a same way as
in the undoped case.

0.3 eV. The plasmonic oscillations on the surface stimu-
late this emission that supply the feedback for the spaser
action. Similar spasing mechanism can be obtained with
the doped Bi2Se3 as shown in Fig. 1 c and d, where the
Fermi energy is set at 0.2 eV above the Dirac point.

II. MODEL BASED ON RPA THEORY

The validity of the RPA theory in case of the Bi2Se3
can be justified as follow: the ratio of the characteris-
tic Coulomb interaction energy to the kinetic energy is
rs = e2/εave~vf , where εave = (εTI + εm) /2, εm is the
medium dielectric constant, (εTI ≈ 100, ). In Bi2Se3,
εave ∼ 50 for εTI ≈ 100 and εm = 1, and vf = 6 × 107

cm/s implies rs ∼ 0.07, satisfying the condition rs ≪ 1
of RPA applicability. In the present case, we consider a
double layer model (Fig. 2 a) where the bulk properties
of 3D TI is incorporated by its dielectric constant that

separates the top and bottom surfaces with metal-like
conductivities. This is valid at low temperature where
the phonon’s effects are submissive43. At temperature
above the Debye temperature, ΘD = 180 K in Bi2Se3,
due to increase in the rate of electron-phonon scatter-
ing events, excited carriers are transferred from the bulk
conduction band to the surface states which alters the
surface conductivities in experiments.

Consider a Hamiltonian that captures the properties
of collective oscillations on top and bottom surfaces of
3D TI material as

H l/l
′

= ~vf
∑

α,β,k,l,l′

a+k,l,α(τ × k) · ẑak,l,β

+
1

2S

∑

q,l,l′

υl,l′ (q)nq,ln−q,l′ , (1)

where l, l′ =1 (top), 2 (bottom) surfaces, α, β are
spin indices and a+ (a) is the creation (annihilation)
operator for an electron. S is the area of 2D sur-
face. nq,l =

∑

k,α

a+k−q,l,αak,l,α is the density operator and

τ = {τx, τ y, } are the Pauli matrices. First, we proceed
by calculating the linear response function under RPA
theory that allows us to find the excitations of collec-
tive modes at low temperature. For two electronically
decoupled 3D TI surfaces the transverse spin and den-
sity response function, χ (q, ω), is a 2× 2 block diagonal
matrix whose off diagonal elements are zero. The block
diagonal elements in density and spin

(

n, sT
)

basis are38,

χll (q, ω) =

(

1 (−1)
l+1

x

(−1)l x −x2

)

χll
nn (q, ω) , (2)

where x = ω
vf q

, and the off diagonal elements determine

spin and charge correlation. χll
nn (q, ω) is the density-

density response function. The ± signs in χll (q, ω) indi-
cate that the velocity of the Dirac fermion on top and
bottom surfaces has opposite sign. Under long-range
Coulomb interaction within the RPA, the response func-
tion can be written as,

χRPA =
χ (q, ω)

1− υ (q)χ (q, ω)
, (3)

where χ (q, ω) =

(

χ11 0
0 χ22

)

. It is to be noted that

υ (q) is a 2 × 2 matrix whose diagonal and off diago-
nal elements are two dimensional Fourier transform of
Coulomb potentials and can be obtained by solving the
Poisson’s equation41:

υ11/22 (q) =
4πe2ε2

(

cosh (qd) +
(

ε3/1/ε2
)

sinh (qd)
)

q (ε2 (ε1 + ε3) cosh (qd) + (ε1ε3 + ε2) sinh (qd))
(4)
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and

υ12 (q) =
4πe2ε2

q (ε2 (ε1 + ε3) cosh (qd) + (ε1ε3 + ε2) sinh (qd))
,

(5)
where ε1 and ε3 are the dielectric constants of the sur-
rounding medium on the top and bottom surfaces, and
ε2 = εTI is the dielectric constant of the bulk Bi2Se3.
The response function χ provides an important informa-
tion about the collective states that are excited at small
transferred momentum. Poles of the response function
χRPA give the excitation energies of collective modes.
That means, collective mode frequencies of the system
are obtained by solving Det [1− υ (q)χ (q, ω)] = 0. It
is to be noted that the coupling exists solely due to
long range Coulomb interaction, only the charge part
of the opposite surfaces are coupled. In the region
vfq < ω < 2Ef/~ − vf q, collective modes of oscilla-
tions are undamped, and in other regions such modes
are not observed as the energy of the modes is transferred
to the particle-hole excitations. In the region vfq < ω,
χll
nn (q, ω)is real and its long wavelength limit q → 0 is

given by

χll
nn (q, ω) =

(

q2El
F

4π~2ω2

)[

1 +
~ω

4µl
ln

∣

∣

∣

∣

2El
F − ~ω

2El
F + ~ω

∣

∣

∣

∣

]

. (6)

Using Eq. (6), and assuming that qd → 0, we obtain an
antisymmetric plasmon mode as

ω2
ant =

v2fkfαD

ε1 + ε3

[

(

1 + ξ

2

)1/2

+

(

1− ξ

2

)1/2
]

q (7)

and a symmetric plasmon mode as

ω2
sym =

v2fkfαD√
2ε2

[

(1− ξ)
1/2

(1 + ξ)
1/2

(1− ξ)
1/2

+ (1 + ξ)
1/2

]

dq2, (8)

where ξ = n1−n2/n1+n2 is the density polarization and

kf =
√

4π (n1 + n2) is the Fermi wave vector. The mode
ωant corresponds to in phase and the mode ωsym corre-
sponds to out of phase oscillations of longitudinal electric
field. Note that ωant is thickness d and ε2 independent
while ωsym changes with d and ε2. In the limit dq → 0,
ωsym disappears and only the graphene like plasmon
mode exists. The ωant mode merges into the particle-hole
continuum above ~ωc

ant = 2EFαD/
[√

2 (ε1 + ε3)
]

,which
is 0.33 eV for Bi2Se3 with ε1 = 1, ε = 3.8 and EF = 0.3
eV. If no coupling between top and bottom surfaces
is considered, we obtain two decoupled graphene like
modes. In this case, ~ωc

ant = αDEF / [2εavg] = 11 meV
for Bi2Se3 with εavg ≈ 50 and Ef = 0.3 eV38. The gen-
eral solution of the χ (q, ω) has a singularity at ω = vfq

51.
The frequency given by Eq. (8) leads to a divergence
in the general solution of χ (q, ω) as the group velocity

vsym =
∣

∣

∣

dωsym

dq

∣

∣

∣
approaches vf . The most general solu-

tion at q → 0 for this mode is obtained in Ref. 44. Here

Figure 2: Geometry (a) and plasmon dispersion (b) in a
nanopatch of Bi2Se3. Plasmon dispersion is shown for the
thickness of d = 10 and 20 nm, and for top and bottom di-
electric constant of ε1 = 1 and ε2 = 1, 3.8. The antisymmetric
mode (red and orange solid lines) has a plasmon like disper-
sion and depends on the parameters EF , ε1, and ε2, while the
symmetric mode (pink and green dotted lines) has a photon
like dispersion, and depends on the parameters EF , and ε2.
As dq → 0 symmetric mode approaches the frequency line
ω = vfq.

we write that solution for ξ = 0 as

ωsym =
(√

2ε2 + αDkfd
)

vf q/

(

√

2ε2

(

ε2 +
√
2αDkfd

)

)

.

(9)
This solution and the solution given by Eq. (7) are shown
in Fig. 2b for 10 and 20 nm thick nanopatch of Bi2Se3.
The symmetric mode traverses along the line ω = vfq,
and is pinned to the electron-hole continuum.

The extend of the topological surface states inside the
bulk is measured by the localization length, lo = ~vf/Eg,
where Eg is the bulk bandgap, and it is equal to 1.5 nm
(∼2 quintuple layer (QL)) in Bi2Se3. The quantum con-
finement of the carriers created at the surfaces due to
downward band bending generates two distinct transport
channels with two different conductivities: one due to
topological surface states that extend to 2 QL and other
due to two-dimensional electron gas (2DEG) trapped be-
neath the surface that extends up to 8 QL45. Considering
the 2DEG may change the plasmon behaviors, neverthe-
less, it should be possible to separate out the effect of
2DEG, if any, from the topological surface states and
write the response functions as χ = χTI + χ2DEG for
two independent channels. Assuming no particle trans-
fer occurs between these channels, the plasmon modes
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at the interface of topological surface states and 2DEG
should pin to the particle-hole continuum and the modes
obtained above should not be affected.

III. SPASING WITH 3D TOPOLOGICAL

INSULATOR

After understanding the behavior of the plasmon
modes in 3D TI, we now analyze the nanospasing, which
can be achieved for the undamped plasmon mode. To
substantiate the functioning of the 3D TI spaser, we need
to calculate the electric field distribution inside and out-
side of the geometry that supports the excitation of plas-
mon modes at the interfaces and interacts with the dipole
transition in the bulk. The solution of the Maxwell’s
equations for TM modes in the regions 1, 2 and 3, shown
in Fig. 2 a, can be written as

E1
x (z) = A1e

α1(z+d/2)eiqx, (10)

E2
x (z) = (A2 sin (α2z) +B2 cos (α2z)) e

iqx, (11)

E3
x (z) = B3e

−α1(z−d/2)eiqx, (12)

where A1, A2, B2 and B3 are the field amplitudes, αi,
i =1, 2, and 3, are the wave vectors in the regions 1,
2 and 3, respectively. The spatial decay of the elec-
tromagnetic field away from the interface is determined
by the imaginary wave vectors αi, which are given by
α2
i = q2−εi (ω/c)

2. The z-component of the electric field
and y-component of the magnetic field can be obtained

as Ei
z = − iq

α2

i

dEi
x

dx and Hi
y =

εiEi
z

qc . Using Maxwell’s equa-

tion with the boundary conditions on the components
Ex/z and Hy at the interfaces, one can find the field
amplitudes. From to the discontinuity in the tangen-
tial component of the magnetic field due to the surface
current we find the determinantial equation as





(

ε1
α1

+ 4πiσ1

ω

)

(

1 + e−α2d
)

+ ε2
α2

(

1− e−α2d
)

(

ε3
α3

+ 4πiσ2

ω

)

(

1 + e−α2d
)

+ ε2
α2

(

1 + e−α2d
)

(

ε1
α1

+ 4πiσ1

ω

)

(

1− e−α2d
)

+ ε2
α2

(

1 + e−α2d
)

(

ε1
α1

+ 4πiσ2

ω

)

(

1 + e−α2d
)

+ ε2
α2

(

1− e−α2d
)





[

A1

B3

]

= 0, (13)

where σ1 and σ2 are frequency dependent conductivites
for the top and bottom surfaces. Solutions of Eq. (13)
to exist determinant of 2× 2 matrix should be zero. For
symmetric dielectric environment (equal dielectric con-
stant on top and bottom, ε1 = ε3), we have σ1 = σ2,
therefore, we obtain an equation with two different modes
(symmetric and antisymmetric) as,

0 =

{(

ε1
α1

+
4πiσ

ω

)

cosh
(α2

2
d
)

+
ε2
α2

sinh
(α2

2
d
)

}

×
{(

ε1
α1

+
4πiσ

ω

)

sinh
(α2

2
d
)

+
ε2
α2

cosh
(α2

2
d
)

}

.(14)

For α2d → ∞ no electromagnetic coupling exist between
top and bottom surfaces and the solution reduces to two

independent graphene like modes for each individual sur-
face.

For simplicity, we define new parameters C1, C2 and
C3 (see Appendix) and write the coefficients A2, B2 and
B3 as A2 = C1A1, B2 = C2A1 and B3 = C3A1. The
coefficient A1 can be calculated in terms of number of
plasmons using the Brillouin expression28. The mag-
netic energy in the Brillouin expression is of the order
of vf/c (≪ 1) smaller than the electric energy and there-
fore, can be neglected. For the plasmon frequency under
consideration, we have q ≪ √

εiω/c, therefore we can
write αi ≈ q. Then, A1 in terms of the number of plas-
mons, N , is obtained as

|A1|2 =
8πN~ωpq

S
[

ε1 + 2
(

ε+ ω dε
dω

)

+ ε2 {C2
1 (sinh qd− qd) + C2

2 (sinh qd+ qd)}+ C2
3

{

ε3 + 2
(

ε+ ω dε
dω

)}] . (15)

The solution of Eq. (14) gives conductivity σ (ω) for each
modes that satisfies the proper boundary conditions at
the interfaces. Now with the help of RPA solutions for
the dispersion relations and two-dimensional dielectric

function ε (ω) = εb + 2πiσ(ω)
ω q, where εb is the back-

ground dielectric constant, we can easily calculate the
quantity ε+ ω dε

dω for the Dirac fermions in Eq. (15). In
the limit qd → 0, only antisymmetric mode appears and
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Figure 3: Electric field distributions are shown for the sym-
metric (a), and the antisymmetric (b) plasmon modes in a 10
nm thick nanopatch of Bi2Se3 with the number of plasmons,
N = 2, and symmetric dielectric environment (ε1 = ε3 = 3.8).
The red solid line indicates the component Ex and the blue
dotted line indicates the component Ez. Note that Ez is sup-
pressed inside the material due to large dielectric constant
(ε2 = εTI ≈ 100).

Eq. 15 reduces to

|A1| =
√

4π~ωqq/ [S (ε1 + ε2)]. (16)

In the limit of qd ≫ 1, plasmon modes are degenerate
with the behavior ωq ∼ q1/2, and in the opposite limit,
qd ≪ 1, the mode with behavior ωq ∼ q is pinned to the

particle-hole continuum, and the second mode ωq ∼ q1/2

is similar to the one in graphene. Therefore, spasing
action must be easier to obtain for the anitsymmetric
mode. The electric field distributions inside and outside
of the nanopatch with the number of plasmons N = 2,
which should be sufficient to get spasing, are shown in
Fig. 3. Note that the behavior of the amplitude with the
number of plasmons: A1 ∼ N1/2. There should not be
any confusion in the defination of the field, since we have
adapted the defination with respect to the symmetry of
Ez .

For the self-sustained excitations of plasmon modes on
the surface, we need a coupling between the plasmonic
field and the bulk dipole transition as shown in Fig. 1.
Here we take the antisymmetric mode field because this
mode is undamped for dq → 0. The interaction Hamilto-
nian describing the coupling between the plasmonic field
and the electron system in the bulk is given by following
expression

HI =
∑

q,k

Ωk,q

(

b+c,k−qbv,kc
+
q + b+v,k+qbc,kcq

)

, (17)

where bc(bv) electron annihilation operator in conduction
(valence) band, cq is the plasmon annihilation operator.
Here Ω∗

k,q = Ωk,q is the Rabi frequency with plasmon’s
wave vector q. The Rabi frequency for the given mode is

Ωk,q = e

ˆ

Ψ∗
c,k′Eq · rΨv,kd

3r, (18)

where Ψc and Ψv are the electron wavefunctions in
conduction and valence band. We can write Ψc,k′ =

uc,k′ (r) eik
′

.r and Ψv,k = uv,k (r) e
ik.r, where uc,k′ (r) =

1
V 1/2

∑

G

Cc (G) eiG·r and uv,k (r) = 1
V 1/2

∑

G

Cv (G) eiG·r

are periodic parts of the Bloch functions. Here Cc(Cv) is
the expansion coefficient for conduction (valence) band
and G is the reciprocal lattice vector,. It is to be noted
that the time dependent of the Bloch function leads to
a delta function which ensures the conservation of the
energy. Writing r = Rj + r

′

, where r
′

lies within one
unit cell and Rj is the lattice vector. Because of the
periodicity of uk (r), Rabi frequency reduces to

Ωk,q = e

ˆ

u∗
c,k′ (r)Eq · rΨv,kd

3r. (19)

Since the filed is homogeneous over the sample, we can
separate out the integral over field distribution from the
rest. Then Eq. (19) reduces to

Ωk,q = 〈dk〉S
ˆ

Eq (z)dz, (20)

where S is the area of the sample and 〈dk〉 is the dipole
matrix element at point k,

〈dk〉 = e

ˆ

unit cell

u∗
c,k′ (r) ruv,k (r) d

3r. (21)

To calculate the dipole matrix element, we need to know
the periodic part of the functions, uk (r), which can be
calculated using the density functional theory (DFT)10.
Here we use the PAW (Projector Augmented Wave) ap-
proximation within the framework of DFT as imple-
mented in VASP (Vienna Ab-initio Simulation Package).
In the bulk structure of Bi2Se3, energy dispersion along
the high symmetry lines Γ → Z → F → L are extracted
and the bandgap is calculated to be 0.35 eV along Γ → Z
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direction. In the experiments, it has been observed that
Bi2Se3 is a direct bandgap material with the bandgap of
0.3 eV at the Γ point50. For particular k, periodic func-
tions uc, v (r) are expanded over several G vectors. When
the quasi-equilibrium condition is achieved, carriers are
settled at their respective band extrema and the most
significant contribution to the dipole transitions comes
from the radiative transitions occuring between the band
extrema. At the minimum bandgap position, the dipole
matrix element, defined by Eq. (21), is calculated to be
〈dk〉 = 21 Debye (6.2976×10−18 e.s.u). Using this value,
the Rabi frequency, given by Eq. (20), can be readily
solved for the given mode.

The dynamics of the spaser within the density matrix
approach can be described by solving the equation for
the density matrix ρk (t) in the gain medium,

i~
·
ρk (t) = [ρk (t) , H ] . (22)

For the stationary regime, the condition for spasing can
be written as12,28,

(Γc v + γ)
2

(ωc, v − ωq)
2
+ (Γc v + γ)

2

∑

k

∣

∣

∣

∣

Ωc, v (k, q)

~

∣

∣

∣

∣

2

≥ γΓc v,

(23)
where Γcv is the polarization relaxation rate and γ = 1/τ
is the plasmon relaxation rate.

At the resonance, i.e. ωq = ωc, v, we obtain the condi-
tion for spasing as,

∣

∣

∣

∣

Ωk,q

~

∣

∣

∣

∣

2

≥ γΓcv. (24)

Then, the spasing condition as a limitation on τ can be
written as

τ ≥ τmin =
Γcv
∣

∣

∣

Ωk,q

~

∣

∣

∣

2 . (25)

Quantity τmin is the minimum plasmon relaxation
times necessary to drive the system in the spasing mode.
The τmin as a function of plasmon frequency ωp is shown
in Fig. 4 for different Fermi energies and for nanopatch
thickness d = 10 and 20 nm. Here we take Γcv = 6 ps
for Bi2Se3

49. For example, for d = 10 nm, the plasmon
frequency of 4.5 × 1014 Hz (∼ 0.3) eV with τmin of 0.5
ps, for example, can be achieved at Fermi energy of 0.3
eV. This plasmon frequency corresponds to the bandgap
energy. It is to be noted that for d = 20 nm, the required
plasmon frequency for spasing is red-shifted relative to
same τmin for d = 10 nm. For d = 10 nm, there is a
broad range of plasmon frequencies in the mid-infrared
range of 3× 1014 to 6× 1014 Hz (0.2 to 0.4 eV) where the
plasmon relaxation time is short enough to occur spas-
ing. There are just a few experimental evidences of plas-
mon relaxation times in 3D TI available to date. In Ref.
47 the plasmon relaxation time of few picoseconds was
observed in micro-ribbon arrays. If we take a small mo-
mentum transfer limit (large mirco-ribbon thickness), a

Figure 4: Minimum relaxation times of plasmons in Bi2Se3
sufficient for spasing are shown for d = 10 and 20 nm as
a function of plasmon frequency at different Fermi energies.
Spasing occurs for plasmon relaxation times of τ > τmin.
Results are shown for symmetric dielectric environment.

plasmon relaxation time of less than a picosecond is ob-
tained. Thus, this observation along with the plasmon
energy dispersion as shown in Fig. 2 tell us that it is
possible to achieve the spasing in 3D TI with the plas-
mon frequency equal to the bulk bandgap energy.

The useful quantity that measures how strongly the
plasmons are confined before they decay is plasmon qual-
ity factor Q, which is given by Q = ωpτ/2. The spasing
condition given by Eq. (25) sets a minimum limit on
Q, i.e., Qmin ≤ Q, required for the spasing. The mini-
mum quality factor, Qmin, as function of frequency has
a minimum possible value for each Fermi energy, which
is determined by condition λp ≈ 2d. For λp < 2d, a
strong confinement of plasmons with high Q value is pos-
sible for the given parameters such as Fermi energy. In
Fig. 5 we show Qmin as a function of ωp for d = 10
nm and 20 nm, and with different Fermi energies in the
symmetric dielectric environment. At the plasmon fre-
quency of 4.5 × 1014 Hz (0.3 eV), and the Fermi energy
of 0.3 eV, which is required for spasing, for d = 10 nm
we find that Qmin ≈ 20. To date, no experimental re-
sults for 3D TI are available to determine the value of
Q, however, insight can be obtained from the result for
Dirac plasmons in graphene where the quality factor of
Q ≈ 50 is obtained using the experimental values for the
carrier’s mobility and density28. Here, at λp ≈ 2d, we
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Figure 5: The minimum plasmon quality factor Qmin is shown
as a function of plasmon frequency ωp for d = 10 and 20 nm
at different Fermi energies. Results are shown for symmetric
dielectric environment.

have Qmin = [ωpτmin/2]λp=2d, which gives a deep mini-

mum of Qmin ≈ 3, a relatively low value of Q and this
can be compared with the result for graphene, for which
Qmin ≈ 1.528. At larger thickness, Q increases and the
plasmon frequency is red-shifted at a given Fermi energy.
If we compare the case of d = 10 nm and d = 20 nm of
our result (Fig. 5), we see that the plasmon frequency,
which is in the resonance with the bulk dipole transi-
tion frequency, is easily achievable at d = 10 nm than at
d = 20 nm.

It is possible that electron-surface phonons scattering
may provide additional channel for the decay of surface
plasmons in Bi2Se3. The time and angle resolved pho-
toemission spectroscopy (TrARPES) measurement40 for
the intrinsic cooling behavior of Dirac fermions in Bi2Se3
shows that at temperatures above the Debye temperature
ΘD = 180 K, electrons are scattered to the surface from
the bulk by phonons due to an elevated electron-phonon
scattering rate. In another experiment48, a hallmark of
the low energy surface acoustic phonon in a slab of Bi2Se3
has been presented with a maximum phonon frequency of
nearly 4 THz (≈ 3 meV). These observation starkly avoid
any interaction of the phonon and plasmon modes at low
temperatures in the energy range that we are interested
at for the spasing.

IV. CONCLUSION

We theoretically study the nanospasing based on 3D
TI material, bulk part of which works as a gain medium
and surface supports the collective oscillation of the Dirac
fermions in the mid-infrared regime. The 3D TI mate-
rials are small bandgap semiconducting materials with
surface states occurring inside the bulk bandgap and
such surface states are robust against back-scattering
by non-magnetic impurities. In addition to that, spin-
momentum locking property of surface states provide
number of possibilities including a channel for spin ac-
cumulation and spin-plasmon excitation. A nanopatch
of thickness d with electrostatically interacting top and
bottom surfaces can support antisymmetric and symmet-
ric modes of plasmons. Under RPA theory, with a double
layer model, symmetric modes are shown to be pinned to
the Landau damped region at a thickness of d = 10 nm.
We show that it is possible to obtain spasing, genera-
tion of a coherent source of surface plasmons, with the
plasmon energy around 0.3 eV at which the resonance
with the dipole transition in bulk is possible. In a 3D TI
nanopatch, we obtain the minimum plasmon relaxation
rate for spasing to be less than a picosecond, the same
order of magnitude for plasmon decay rate obtained in
the experiment47, with the plasmon energy of 0.3 eV. A
minimum quality factor of Qmin = 3 is obtained at a
plasmon wavelength of λp = 2d, which should be achiev-
able in the experiments even in the strong damping limit.
Our results provide a nanoscale model of spaser ever pro-
posed with a single material that supports plasmons and
at the same time also works as a gain medium.

V. DISCUSSION

A nanospaser using a sheet of graphene was proposed
previously in the Ref. 28 as a coherent quantum generator
of surface plasmons that utilizes the radiative emission of
exciton recombinations in cascaded quantum wells. The
present manuscript has two fold differences from the pro-
posal in the Ref. 28: First, present nanospaser utilizes
the bulk of the material (Bi2Se3) which also supports the
surface plasmon modes and the carriers in the bulk are
optically pumped, whereas the nanospaser proposed in
the Ref. 28 utilizes quantum wells as a gain medium and
carriers in there are electrically controlled. The present
model uses single material for both the generation of sur-
face plasmons and the source of feedback rather than us-
ing seperate element as a gain medium. This provides ef-
fectively couple the surface plasmon modes with the exci-
tion recombinations. Therefore, this unique model of 3D
TI based nanospaser helps to realize truly a nanospaser.
Theoretically and also experimentally, graphene and 3D
TIs consist of several fundamental differences. Second:
the proposal in Ref. 28 provides a qualitative descrip-
tion for the plasmon modes and their interaction with
the quantum wells. The response function has a simple
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description obtained from the Drude model. Here our
proposal consists of an optically controlled nanospaser
based on the 3D TI with a full analytically description
of plasmons modes obtained under RPA on the line of
Ref. 51, and presents details about the interaction of
the plasmonic field with the electronic transitions in the
bulk, strength of which, as measured by dipole matrix
elements, are calculated using DFT. The working wave-
length regime of the nanospaser here depends on the bulk
bandgap (0.3 eV) of the material which also supports sur-
face plasmons. It should be understood that the same set
of fundamental equations can always be used to describe
the light-matter interactions wherever necessary and the
condition for the spasing is always described by the same
universal equation.

The scheme of the nanospaser we propose here is truly
a nanoscopic in nature which functions in the mid in-
frared regime. Nevertheless, questions may arise on the
mode and the performance of the spasing with the 3D TIs
due to possibility of affects coming from such as carrier
transfer processes, impurity bands and excitons recom-
bination kinetics. Here we discuss these affects in more
details.

The major carrier transfer processes from the bulk
to the surface may occur due to diffusion and phonon
assisted scattering events. It is possible that electron-
surface phonons scattering may provide additional chan-
nel for the decay of surface plasmons in Bi2Se3. The
time and angle resolved photoemission spectroscopy
(TrARPES) measurement40 for the intrinsic cooling be-
havior of Dirac fermions in Bi2Se3 shows that at tem-
peratures above the Debye temperature ΘD = 180 K,
electrons are scattered to the surface from the bulk by
phonons due to an elevated electron-phonon scattering
rate. In another experiment48, a hallmark of the low en-
ergy surface acoustic phonon in a slab of Bi2Se3 has been
presented with a maximum phonon frequency of nearly
4 THz (≈ 3 meV). These observation starkly avoid any
interaction of the phonon and plasmon modes at low tem-
peratures in the energy range that we are interested at
for the spasing.

Complications to achieve spasing in Bismuth based 3D
TIs which are alloys may arise due to impurity bands
lying within the bandgap that may affect the electron-
hole recombination kinetics. The alloys such as BixSb1−x

contain random substitution disorder, their dispersion
branches are extremely difficult to describe, and only be
possible to define their electronic structures within the
mean field approximation. They tend to have impurity
bands inside the nominal bulk energy gap, which some-
times overlap with the surface states52. However, Bis-
muth based compound 3D TIs such as Bi2Se3 and Bi2Te3
have fairly simple bandstructures and can be grown to be
extremely clean in the experiments53. Nevertheless, there
are impurity bands which are situated below the conduc-
tion band edge and are conductive. However, their den-
sity is small as compared to the conduction band carrier
density. The mobility in the impurity bands, for exam-

ple, is 10 cm2/Vs which is two order of magnitude smaller
than the Hall mobility in the conduction band (∼ 1000
cm2/Vs)54,55. Therefore, the role of impurities on the
optical excitation can be safely disregarded.

Finally, the surfaces states have few nm penetration
length of around 2-3 QL. Electrons and holes can hop to
surface and fill single-particle surface states. As shown by
Bansal et al45 and have also mentioned above, beneath
those states, there are 2D electron-gas states extending
up to 8 QL due to band bending effect and then followed
by the bulks states. Theoretically, it is always possible
to separate out the 2D electron states and the bulk con-
tribution from the surface states. The problem arising
due to possibile filling of single-particle surface states as
a consequence of diffusion of the carriers from the bulk
to the surface can be circumvent in the experiment by
pumping carriers in the bulk with a laser that transfers
small kinetic energy to the carriers in the bands so that
there is a negligible probability of diffusing to the sur-
face leaving the plasmon dispersion for Dirac particles
unaffected.

VI. CONCLUSION

We theoretically present the nanospasing using the 3D
TI material, bulk part of which works as a gain medium
and surface supports the collective oscillation of Dirac
fermions in the mid-infrared regime. The 3D TI mate-
rials are small bandgap semiconducting materials with
surface states occurring inside the bulk bandgap and
such surface states are robust against back-scattering
by non-magnetic impurities. In addition to that, spin-
momentum locking property of surface states provide
number of possibilities including a channel for spin ac-
cumulation and spin-plasmon excitation. A nanopatch
of thickness d with electrostatically interacting top and
bottom surfaces can support antisymmetric and symmet-
ric modes of plasmons. Under RPA theory, with a double
layer model, symmetric modes are shown to be pinned to
the Landau damped region at a thickness of d = 10 nm.
We show that it is possible to obtain spasing, genera-
tion of a coherent source of surface plasmons, with the
plasmon energy around 0.3 eV at which the resonance
with the dipole transition in bulk is possible. In a 3D TI
nanopatch, we obtain the minimum plasmon relaxation
rate for spasing to be less than a picosecond, the same
order of magnitude for plasmon decay rate obtained in
the experiment47, with the plasmon energy of 0.3 eV. A
minimum quality factor of Qmin = 3 is obtained at a
plasmon wavelength of λp = 2d, which should be achiev-
able in the experiments even in the strong damping limit.
Our results provide a nanoscale model of spaser ever pro-
posed with a single material that supports plasmons and
at the same time also works as a gain medium.
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Appendix

We consider TM waves with Ey = 0, Hx = 0 and
Hz = 0. Therefore, the solution of the Maxwell’s
equations for the electric fields in regions 1, 2 and
3, shown in Fig. 2, is E1

x (z) = A1e
α1(z+d/2)eiqx,

E2
x (z) = (A2 sin (α2z) +B2 cos (α2z)) e

iqx, and E3
x (z) =

B3e
−α1(z−d/2)eiqx, respectively. The z-component of the

electric field and y-component of the magnetic field are

obtained using the relations Ei
z = − iq

α2

i

dEi
x

dx and Hi
y =

εiEi
z

qc . The continuity of the tangential component of the

electric field at the interfaces z = ±d/2 (Fig. 2 a) re-
quires that Ei

x (z = ±a/2) = Ei+1 (z = ±a/2). Similarly,
the discontinuity of the normal component of the elec-
tric field at z = ±a/2 requires that εiE

i
z (z = ±a/2) =

εi+1E
i+1
z (z = ±a/2). Using these relations, we solve for

the field amplitudes A2 and B2

A2 =
B3 −A1

2 sinh
(

α2d
2

) (26)

and

B2 =
A1 +B3

2 cosh
(

α2d
2

) . (27)

Similarly, another set of A2 and B2 can be obtained using
the discontinuity of Ez .

The frequency dependent conductivities σ1 and σ2 on
the top and bottom surfaces create the discontinuity of

the tangential components of the magnetic field. The
Maxwell’s equation takes the form

εi
α2
i

∂2Ei
x

∂z2
− εiE

i
x =

4πi

ω

∑

i=1, 2

σiE
i
xδ (z − zi) , (28)

where z1 and z2 are the positions of the top and bottom
surfaces, respectively.

Integrating Eq. (28) around zi = ±d/2 and writing
the resulting equations in terms of the field amplitudes
A1and B3, we obtain the following equations

(

ε1
α1

+
4πiσ1

ω
+

ε2
α2

tanh

(

α2d

2

))

A1

+

(

ε3
α3

+
4πiσ2

ω
+

ε2
α2

tanh

(

α2d

2

))

B3 = 0, (29)

−
(

ε1
α1

+
4πiσ1

ω
+

ε2
α2

coth

(

α2d

2

))

A1

+

(

ε3
α3

+
4πiσ2

ω
+

ε2
α2

cosh

(

α2d

2

))

B3 = 0. (30)

Above equations can be easily cast in the determinan-
tial form as shown in Eq. (13). We obtain two solu-
tions for B3 in terms of A1 corresponding to two different
modes (symmetric and antisymmetric)

Bsym
3 = −

ε1
α1

+ 4πiσ1

ω + ε2
α2

tanh
(

α2d
2

)

ε3
α3

+ 4πiσ2

ω + ε2
α2

tanh
(

α2d
2

)A1 (31)

and

Bant
3 =

ε1
α1

+ 4πiσ1

ω + ε2
α2

coth
(

α2d
2

)

ε3
α3

+ 4πiσ2

ω + ε2
α2

coth
(

α2d
2

)A2. (32)

Using Eqs. (26), (27), (31), and (32), for each mode, we
can express B2, A2, and B3 in terms of A1 as A2 = C1A1,
B2 = C2A1, and B3 = C3A1, where C1, C2, and C3 are
some constants.
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