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Warm Dense Crystallography 

Ryan A. Valenza and Gerald T. Seidler(*) 
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The intense femtosecond-scale pulses from x-ray free electron lasers (XFELs) are able to create and 

interrogate interesting states of matter characterized by long-lived non-equilibrium semicore or core 

electron occupancies or by the heating of dense phases via the relaxation cascade initiated by the 

photoelectric effect.  We address here the latter case of ‘warm dense matter’ (WDM) and investigate the 

observable consequences of x-ray heating of the electronic degrees of freedom in crystalline systems.  We 

report temperature-dependent density functional theory calculations for the x-ray diffraction from 

crystalline LiF, graphite, diamond, and Be.  We find testable, strong signatures of condensed-phase 

effects that emphasize the importance of wide-angle scattering to study nonequilibrium states.  These 

results also suggest that the reorganization of the valence electron density at eV-scale temperatures 

presents a confounding factor to achieving atomic resolution in macromolecular serial femtosecond 

crystallography (SFX) studies at XFELs, as performed under the “diffract before destroy” paradigm. 
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I. INTRODUCTION 

The development of x-ray free electron lasers (XFELs) is having a broad impact across physics, 

chemistry, biology, materials science, and other fields.1-4  Among the unique characteristics of the XFEL 

pulses are their exceptionally high peak brilliance and short duration, properties that allow easy study of 

x-ray nonlinear effects.  While the earliest results in this new branch of x-ray science addressed atomic 

and small cluster physics,5,6 more recent work has begun to focus instead on the properties of condensed 

phases upon extreme x-ray exposure.7-11  

In x-ray heating experiments using fs-scale pulse durations, characterization of the resulting state 

is predominantly based on x-ray diagnostics, either as a consequence of interaction with the initial 

heating pulse itself5-7,9 or by a second pulse in purely x-ray pump-probe “two color” experiments that 

have recently become possible.12-14  The primary experimental observables of x-ray diagnostics are the 

momentum-space electronic distribution, as embodied in Compton scattering,15,16 the occupancies of 

various core and valence quasi-particle states, as probed by x-ray spectroscopies,17 and finally the real-

space charge distribution 𝜌 𝑟 , which is directly interrogated by x-ray diffraction (XRD).18,19 

We focus here on 𝜌 𝑟  and the consequent XRD for several reasons.  First, 𝜌 𝑟  and its 

temperature-dependence plays an important qualitative role in constraining the assumptions underlying 

theoretical treatments of ionization potential (IP) suppression:  if the high-T (many eV) valence electron 

contribution to 𝜌 𝑟  is strongly inhomogeneous due to condensed phase effects, then one must move 

well beyond the mean-field, jellium-like screening approaches that have been inherited from low-density 

plasma physics.20-23  The influence of charge inhomogeneity on IP suppression has been previously 

investigated via DFT calculations by S.M. Vinko, et. al.24 and has been demonstrated in experiments at 

the Linac Coherent Light Source (LCLS) by O. Ciricosta, et. al.25  In the aforementioned studies, the 

primary diagnostic of interest was x-ray emission spectroscopy, whereas, in this paper, we are concerned 
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with the effects of charge inhomogeneity within crystalline systems, where XRD gives the most direct 

characterization of the primary quantum mechanical observable, 𝜌 𝑟 .  Second, while our predictions of 

inhomogeneous charge rearrangement in crystalline warm dense matter run contrary to much prior work 

in the field, similar effects have been seen in the condensed matter regime, such as in recent 

femtosecond optical pump-probe studies on ionic crystals by M. Woerner, et. al.26  In the 

aforementioned study, the inhomogeneous screening was said to be caused by field-induced correlations 

between the valence and conduction band states.  Third and finally, DFT has, in various realizations, 

become the primary theoretical tool for understanding dense plasma physics and nonequilibrium states 

of matter more generally, even if it is clear that further work is sorely needed to fully implement these 

methods at finite temperature.27-29  Our work helps to define a new paradigm for testing different 

implementations of DFT by interrogating the central microscopic observable that is necessarily 

computed, namely 𝜌 𝑟 .  Prior work has not addressed how XRD is best used to differentiate between 

theories of electronic structure nor between the initial electronic heating and the subsequent lattice 

thermalization  

We emphasize here low-Z systems, a choice that is driven by the generic importance of low-Z 

materials for fusion-science applications and macromolecular studies and also by the observation that 

low-Z systems are also likely to have the largest effect on 𝑆 𝑄  from valence electrons given their high 

fractional influence on the total charge density.  The materials in the present study have been chosen to 

have wide contrast in ground-state electronic properties in order to investigate the diversity and 

generality of the reported phenomena.  Specifically, we study extremely ionic LiF, metallic elemental 

Be, the strongly covalent insulator diamond, and the layered semi-metal graphite.  We predict testable 

changes in the XRD patterns at electronic temperatures from a few eV up to just below the onset of core 

ionization for each system.  In these results, we find extreme variation from system to system having a 
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strong relationship with ground state electronic properties, emphasizing that the electronic structure of 

WDM has, in many ways, more heuristic commonalities with traditional condensed phase physics than it 

does with dense plasma physics.   

II. THEORETICAL CONCEPT 

A. Implications of the scattering factor formulation on the interpretation of XRD 

Experimentally observed XRD intensities for momentum transfer 𝑄 are proportional to the 

square of the structure factor 𝑆 𝑄 ,   

𝑆 𝑄 ≡ 𝑑!𝑟!"#$ 𝜌 𝑟 𝑒!!!∙!,  (1) 

where 𝜌 𝑟  is the electronic charge density, including both core and valence electrons, and the integral is 

performed over the unit cell.  The effect of valence charge reorganization on 𝑆 𝑄  can be made more 

apparent by recasting Eq. (1) as 

𝑆 𝑄 = 𝑑𝑧!"#$ 𝜌!(𝑧)𝑒!!"# ,   (2) 

where z is the parametric coordinate along the direction of 𝑄 and where the kernel of the transform, 

𝜌!(𝑧), is the average of 𝜌(𝑟) over planes perpendicular to 𝑄.  This formalism emphasizes the competing 

roles of charge on crystal planes and that within semi-localized interstitial bands.  On the other hand, 

working from a simpler perspective, for perfectly crystalline systems it is common practice19 to assume 

spherically-symmetric charge distributions about each atom and to recast 𝑆 𝑄  as 

𝑆 𝑄 ≅ 𝑓! 𝑄 𝑒!! !∙!!! ,   (3) 

where 𝑓!(𝑄) is the atomic form factor (AFF) for species j.  Some modern theories in plasma physics are 

not as simple as that given by Eq. (3).16,30  For example, in the spherically-symmetric average-atom 

approximation, the unbound electrons are included as a screening field inside the Wigner-Seitz cell31 (in 

Eq. (3), we neglect unbound electrons).  In what follows, we show that the non-uniform charge 
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rearrangement into interstitial regions, an effect to which any fundamentally atomic mean-field or 

analytic treatment will be insensitive, is critical in determining the behavior of diffraction peak 

intensities at finite-T.           

The approximation presented in Eq. (3), which is known to have some measurable errors in 

strongly covalent systems,32-35 is not assumed a priori here for a reason centrally important to the 

electronic structure of WDM.   Thermally activated electrons, although ubiquitously referred to as ‘free’ 

electrons in the WDM and dense plasma literature,16 in fact strongly interact with the nuclear and 

semicore potentials and consequently are not in true momentum eigenstates, even if they may be in 

crystal-momentum eigenstates, i.e., Bloch waves (because of the comparative slowness of lattice 

relaxation).  As such, unlike actual ‘free’ electrons, the valence electrons in any dense system will 

contribute to the XRD at all T.  We show here that these contributions are nontrivially material-specific 

and, in several cases, quite large.  Therefore, these effects can play a major role in the interpretation and 

design of XFEL-based XRD studies where x-ray heating is either intentional (such as to create warm 

dense matter states) or is a necessary consequence of the experiment (such as in macromolecular SFX). 

B. Theoretical framework:  DFT 

The real space charge density was calculated from first principles using DFT, as implemented in 

the Vienna Ab-initio Simulation Package (VASP).36  The Perdew-Burke-Ernzerhof (PBE) functional 

was used for the generalized gradient approximation (GGA) to the exchange-correlation energy.37  The 

projector augmented wave (PAW) method was used along with a plane-wave basis set for the electronic 

wavefunctions.38  Excitation into higher Kohn-Sham orbitals was by virtue of the T-dependence of the 

Fermi-Dirac occupancies.39  The maximum simulated temperature for each material was chosen to be 

low enough such that less than 1% core ionization is anticipated.  It is important to note that VASP uses 

a ground state exchange-correlation functional evaluated with a T-dependent density and, consequently, 
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omits the intrinsic T-dependence of the functional itself.  While this simplification, which has often gone 

without comment in many VASP-based calculations in dense plasmas, can cause quantitative 

differences in total free energy, it is not expected to change the qualitative behavior of charge 

rearrangement at finite-T for the present systems.27,40 

For the best approximation to the physical conditions for fs-scale x-ray heating to electronic 

temperatures insufficient to cause core ionization, calculations were performed for frozen lattices in 

perfect crystals, where the ion locations and core electron occupancies and wavefunctions were not 

allowed to update.  A sample VASP input file is provided as a supplement.  For each material, the 

charge density was sampled by splicing the unit cell into a fine grid.  The grid density was chosen such 

that, via a numerical integral over the unit cell, we could reproduce the total charge to within an error of 

10-3 electrons.   

The structure factor was obtained by taking the discrete Fourier transform of 𝜌 𝑟 , including 

both the frozen core contribution and that from the T-dependent valence charge distribution determined 

by the DFT code.  The predicted scattering intensity, for a given 𝑄, is the squared modulus of 𝑆 𝑄 .19  

Comparison to reference powder diffraction data showed excellent agreement after directionally-

averaging the calculated 𝑆 𝑄 .   

For the purpose of comparing the VASP results to those acquired by assuming a spherically 

symmetric charge distribution, the atomic form factor, decomposed into subshells, was calculated 

through the use of the Cowan code.41  The structure factor was then obtained via the standard sum over 

the basis atoms, i.e., Eq. (3).  In order to study the effects of ionization on diffraction, the form factor of 

a given subshell was reduced by an amount corresponding to the percentage of valence electrons 

considered ‘free.’  In an effort to compare the AFF and DFT results on an equal footing, ionization was 

obtained from a DFT calculation by dividing the occupancies of the valence orbitals at finite-T by the 
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same occupancies at 0 eV.  Because the occupancies are obtained for a number of irreducible k-points in 

the Brillouin zone, an average was taken. 

III. RESULTS AND DISCUSSION 

We present our central results in the eight panels of Figure 1.  From top to bottom, we show the 

dependence of the scattering intensity on temperature and ionization for selected Bragg reflections for 

LiF, graphite, diamond, and Be, all in their ambient, frozen lattice, crystalline states.  Table 1 lists the 

strength of the chosen reflections relative to each material’s largest Bragg peak.  The left column of Fig. 

1 shows our finite-T DFT calculations, where the valence electrons were excited into low-lying 

unoccupied states having, as a rule, nontrivial spatial distribution and, consequently, nonzero 

contribution to 𝑆 𝑄  in Eq. (1).  Thus, the nominally ionized valence electrons play an important role in 

the XRD intensities at finite-T, often having effects far larger than are discussed for ambient-T systems 

where modest aspherical corrections to 𝑓 𝑄  are only occasionally required.34,35  The results presented 

in the right column, on the other hand, were obtained using the simplest AFF model, i.e., Eq. (3), where 

the valence electrons were gradually removed from the atomic-like orbitals and consequently considered 

fully ‘free’, having no contribution to 𝑆 𝑄  after ionization.  The vertical dashed lines in the AFF 

calculation panels are placed at the degree of ionization determined by the DFT calculations at the 

indicated temperatures, serving as convenient points of comparison between the results of the two 

calculations.  The results presented in Fig. 1 yield several surprises that we now identify and explore. 

To begin, in the heavily ionic LiF, the ground state valence electrons are located in the 2s and 2p 

bands of the F- ion while the higher energy bands are spatially arranged in the interstitial region between 

the F- and Li+ ions, see Fig. 2.  This interstitial space is not uniformly filled, as would be assumed in a 

jellium or fully-free electron model.  These results at few-eV temperature are in good agreement with 

the prior work of Stegailov.42  The two top panels in Fig. 1 give a direct comparison of the XRD 
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predictions from DFT (left) and from the simple AFF model (right) for LiF.  Comparing, for example, 

the T = 10 eV predictions for the DFT calculations and the corresponding results for the AFF calculation 

at equivalent ionization shows some general similarities in the behavior of several Bragg peaks but also 

a glaring inconsistency in the (113) reflection of LiF.  In the AFF model, the loss of the 2p electrons on 

the F- ion lead to a sharp decrease in 𝑆 𝑄  for the (113) reciprocal lattice vector.  However, in the DFT 

calculation, the rearrangement of valence charges onto planes of F- ions (see Figure 3), which make up 

the largest fraction of the total core density, leads to a slight increase in the (113) diffraction intensity for 

temperatures from 2 to 9 eV. 

Another important case-in-point is illustrated by the behavior of graphite (Fig. 1c, 1d, 4, and 5) 

where the transfer of the valence charge density from the graphene sheets to the interstitial region is 

responsible for the strong finite-T quenching of the primary (002) peak but has less influence on the 

higher-harmonic c-axis reflections, such as the (004) or (008).  This is because the very center of the 

interstitial region, where thermally excited charge first collects (see Fig. 4), is a point of destructive 

interference for the (002) peak but not for higher harmonics, as per Eq. (2).  Only at higher T, when the 

valence charge rearranges more uniformly in the interstitial space, will the higher harmonics begin to 

decrease.  This is in stark contrast to the simple AFF calculation (Fig 1d), wherein there are no strong 

interference effects associated with ionized valence electrons and, thus, no delay in the quenching of the 

(004) Bragg intensity.  Whether in their ground state or in a strongly thermally-excited state, the 

relatively broad spatial distribution of valence electrons requires that they only play a role in low-Q 

XRD peaks, explaining why we see good agreement between the DFT and AFF results for the high-Q 

(008) harmonic.   

This effect, in which charge reorganization upon electronic heating more preferentially 

influences the lower order harmonics, is also present in diamond (Fig. 1e, 1f, and 6) for which we see a 
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large decrease in the (111) peak with little concomitant change in the (333) Bragg intensity.  Harmonic 

disagreements such as these are likely to be a powerful effect with which to probe the competition and 

interplay between WDM electronic and ionic (lattice) structure upon XFEL heating:  a decrease in, e.g., 

I(002)/I(004) in graphite is necessarily an electronic effect whereas a decrease in I(004)/I(002) is instead 

a strong signature of lattice disorder.  By contrast, the observation of a decrease in I(002) for graphite, as 

in Hau-Riege, et al,7 without information about the evolution upon heating of any other Bragg peaks, is 

insufficient to separate the hypotheses of purely electronic heating with limited lattice response from 

that of a more fully thermalized energy cascade and consequent melting.   

Returning to Fig. 1, we also observe several examples of increasing Bragg peak intensities. 

Perhaps most notably, for graphite, the (122) peak undergoes a 13% increase at 20 eV.  This peak is 

sensitive to the changes in charge distribution parallel to the graphene sheets.  In Fig. 5, we show the 

calculated valence charge distribution within a graphene sheet at T=0 and 10 eV.  Here, charge that was 

originally located in 𝜎 bonding orbitals has taken the spatial character of anti-bonding orbitals that are 

closer to the atoms.  This new distribution increases constructive interference of the valence charge 

scattering with that from the ion cores resulting in an increase in the corresponding diffraction intensity, 

as shown in Fig 7.  A similar behavior is responsible for what is essentially the only change in scattering 

intensities upon electronic heating in metallic Be.  As T increases, valence charge moves closer to the Be 

atoms - a rearrangement that is favorable for constructive interference and leads to an increase in the 

(011) peak by 13% at 15 eV, as per Fig. 1g, 1h, and Fig. 8.  While the AFF calculations do sometimes 

show small increases in Bragg peak intensity upon fractional ionization, as in the very similar (011) and 

(120) peaks, this is instead due to a decrease of destructive interference that had been due to the long 

tails of the assumed atomic-like valence wavefunctions.   
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Taken en masse, our results require that the details of the finite-T valence charge rearrangement 

depends strongly on crystal structures and ground state electronic properties, having nontrivial 

consequences for XRD, as shown here, but also necessarily having nontrivial impact across all other 

observables.  There is no generic jellium or other effective medium model that can capture the important 

spatial details of the manifestly system-specific reorganization of the real-space charge density upon 

heating.  Ionization potential suppression, for example, should be similarly system-specific because of 

the influence on screening of the (still) grossly inhomogeneous valence electron distribution at finite-T.  

These effects should be particularly pronounced in crystal structures having strong anisotropy, e.g., 

graphite and other 2-D materials. 

Before concluding, we also note that our results suggest important consequences for 

macromolecular crystallography studied at XFELs, where the long-term technical and scientific goal is 

to determine the structure of proteins and other biological macromolecules at atomic resolution.43,44  The 

dominant paradigm in this field is commonly known as “diffract before destroy,”45-47 referring to the 

idea that useful diffraction data acquired at the beginning of the incident XFEL pulse, while the sample 

is intact and ion cores have not yet moved, is not adversely affected by the diffuse scattering signal 

acquired at the end of the pulse, when the sample is destroyed.  However, it is unambiguous that 

electronic reorganization of the type discussed here must precede ion motion:  it is the reorganization of 

the real-space charge density combined with the decreasing electronic degeneracy that results in the 

large, unbalanced forces that drive any ultrafast motion of the lattice.  The diffraction signal prior to 

“destruction” necessarily includes a time average over a strong electronic reorganization of valence 

electrons and also a nontrivial reorganization of core or semi-core electrons.  Present-day XFEL results 

are not impacted by the foregoing observation due to the typical spatial resolution of ~10 Å.44,45,47,48  

However, when the goal of atomic resolution is attained and biological and photochemical processes are 
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probed at the most basic level, a more complete theoretical treatment of the electronic structure will be 

necessary. 

 

IV. CONCLUSION 

In this paper, we have shown that thermally excited and often significantly delocalized valence 

electrons still have a direct, measurable effect on the experimental observable of x-ray diffraction.  

These effects have specific consequences that can be tested in detail with wide-angle scattering studies 

that, for example, allow the comparison of the temperature dependence of intensities of low-order Bragg 

reflections with their higher harmonics.  This will pose new challenges for accelerator operations, as an 

optimal XRD study on x-ray heated warm dense matter might then be to use a lower energy pump pulse 

(to maximize energy density deposition) and higher energy, such as third harmonic, probe pulse (to 

maximize the momentum transfer range being interrogated).  Finally, the continued importance in XRD 

of the detailed valence-level electronic structure, even at many-eV temperatures, suggests an important 

endpoint to the applicability of the “diffract before destroy” paradigm in macromolecular SFX at 

XFELs.   
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FIG. 1. A Comparison of Ab-initio and Atomic Form Factor XRD.  Intensity of selected diffraction 

peaks as functions of temperature (left) and ionization (right), normalized to their values at 0 eV, for 

each of LiF, graphite (CG), diamond (CD), and Be.  Peaks were chosen to capture a wide range in 

momentum transfer.  The vertical lines mark points of equivalent ionization at a certain temperature in 

the DFT calculations.  Note that the Be (011) is hidden by the (120) in subplot h. 
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FIG. 2. Charge rearrangement of Lithium Fluoride.  An illustration of the spatial rearrangement of 

valence charge density at a temperature of 3 eV within the LiF unit cell.  Charge moves off the F- ion 

(Δ𝜌 < 0) and congregates in the interstitial region around the Li+ ion (Δ𝜌 > 0). 

 

 

 

 

 

 

 

 



	
	

17	
	

 

 

FIG. 3. Charge density along the (113) direction in LiF.  The core charge density (bottom) and 

valence difference (top), Δ𝜌 = 𝜌 5 𝑒𝑉 −  𝜌(0 𝑒𝑉), as a function of position along the (113) reciprocal 

lattice vector.  The dotted vertical lines mark the positions of the F- ions, demonstrating that as 

temperature increases, valence charge density moves off of Li+ planes and onto the maximal regions of 

core density, thus resulting in an the increase in the (113) Bragg intensity seen in Fig. 1a. 
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FIG. 4. Charge density along the [002] direction in Graphite.  (top) A contour plot of the graphite 

unit cell viewed along the c-axis.  (bottom) The valence charge density as a function of position along 

the c-axis, for temperatures of 0, 15, and 30 eV.   
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FIG. 5. Finite Temperature Charge Reorganization in Graphene Sheets.  Valence charge density on 

a graphene sheet within the extended unit cell of graphite at temperatures of 0 and 10 eV.  Note the 

strong thermal depopulation of the ground-state 𝜎 bonds.  This effect decreases destructive interference 

in the (122) Bragg peak, resulting in the increase in Bragg intensity seen in Fig. 1c. 
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FIG. 6. Charge density along the (111) direction in Diamond.  (top) A contour plot of the valence 

charge density in a diamond crystal viewed along the (111) reciprocal lattice vector at T = 0.  (bottom) 

The valence charge density as a function of position along the reciprocal lattice vector, for temperatures 

of 0, 15, and 30 eV.  As temperature increases, valence charge density moves away from the ion cores, 

resulting in the decrease in (111) Bragg intensity seen in Fig. 1e.   
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FIG. 7. Charge density along the (122) direction in Graphite.  The core (bottom) and valence (top) 

charge densities as a function of position along the (122) reciprocal lattice vector.  The vertical line 

marks the position of the ion core, demonstrating that as temperature increases, valence charge density 

moves out of interstitial regions and onto the maximal regions of core density, resulting in the predicted 

increase in (122) Bragg intensity at elevated temperature shown in Fig. 1c. 
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FIG. 8. Charge density along the (011) direction in Beryllium.  The core (bottom) and valence (top) 

charge density as a function of position along the (011) reciprocal lattice vector, for valence 

temperatures of 0, 5, and 10 eV.  The vertical lines mark the positions of the Be ions for one period, 

demonstrating that as temperature increases, valence charge density moves out of interstitial regions and 

onto the ion cores, indicative of an increase in Bragg intensity.   
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Material Bragg Peak I/Imax 

LiF (111) 0.492 
… (002) 0.893 
… (113) 0.353 
… (026) 0.322 

Graphite (002) 1.000 
… (004) 0.368 
… (122) 0.951 
… (008) 0.124 

Diamond (111) 0.872 
… (022) 0.941 
… (113) 0.696 
… (333) 0.618 
Be (011) 1.000 
… (012) 0.282 
… (120) 0.493 
… (133) 0.529 

 

TABLE 1. XRD Intensity Data.  Calculated Bragg intensities at T = 0 eV across all studied materials 

normalized to the sample’s maximum reflection.  

 

 

 

 

 

 

 


