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Pseudopotentials for quantum Monte Carlo studies of transition metal oxides

Jaron T. Krogel,1 Juan A. Santana,1 and Fernando A. Reboredo1

1Materials Science and Technology Division, Oak Ridge National Laboratory, Oak Ridge, TN 37831, USA
(Dated: January 27, 2016)

Quantum Monte Carlo (QMC) calculations of transition metal oxides are partially limited by the
availability of high quality pseudopotentials that are both accurate in QMC and compatible with
major planewave electronic structure codes. We have generated a set of neon core pseudopotentials
with small cutoff radii for the early transition metal elements Sc to Zn within the local density
approximation of density functional theory. The pseudopotentials have been directly tested for
accuracy within QMC by calculating the first through fourth ionization potentials of the isolated
transition metal (M) atoms and the binding curve of each M-O dimer. We find the ionization poten-
tials to be accurate to 0.16(1) eV, on average, relative to experiment. The equilibrium bond lengths
of the dimers are within 0.5(1)% of experimental values, on average, and the binding energies are
also typically accurate to 0.18(3) eV. The level of accuracy we find for atoms and dimers is compa-
rable to what has recently been observed for bulk metals and oxides using the same pseudpotentials.
Our QMC pseudopotential results also compare well with the findings of previous QMC studies and
benchmark quantum chemical calculations.

PACS numbers: 71.10.-w, 71.15.-m, 71.15.Dx, 71.15.Nc

Transition metal oxides are an essential class of mate-
rials for energy applications. These materials find appli-
cations as diverse as catalysis, energy storage, and super-
conductivity. The ability to tailor the electronic function-
ality of transition metal oxides is clearly bolstered by con-
tinuing to develop a detailed theoretical understanding of
these materials. Unfortunately it is this same class of ma-
terials that presents some of the greatest resistance to de-
tailed theoretical characterization. Part of this challenge
directly relates to the more localized electrons occupying
the partially filled d states of the transition metal cations,
leading to strong electron-electron interactions. Early
characterizations of transition metal oxides by band the-
ory incorrectly predicted many of them to be metals1.
This departure from the expectations of band theory has
lead to the widespread acceptance of strong electron cor-
relation in these materials, in essence meaning that the
Coulomb repulsion among electrons needs to be taken
into account with some care. Continuum quantum Monte
Carlo (QMC) methods2 have the potential to address this
need, as they are capable of taking the many body cor-
relations of interacting electrons explicitly into account
with few fundamental approximations. Though the ap-
plication of such methods generally comes at a high com-
putational cost, with the dramatic increase in available
computing power seen in recent years these methods are
now being brought to bear3–9 on this challenging class of
materials.

One of the most prominent approximations involved
in the practical application of quantum Monte Carlo
techniques is the use of pseudopotentials to remove the
high-energy core electrons. The fundamental idea behind
pseudopotentials is that they preserve the electronic char-
acteristics of the valence bonding region while shielding
calculations from the cost of including the relatively less
responsive core electrons. Validation of candidate pseu-
dopotentials therefore naturally involves a (necessarily

limited) set of quantitative tests of valence energetics in
different environments against exact expectations. The
development of and validation of accurate and efficient
pseudopotentials therefore comprises an important part
of QMC practice.

Several efforts have been made to date within the QMC
community to obtain pseudopotentials of good quality
for transition metal species. Early atomic calculations
of Sc, Ti, Mn, Fe, and Cu by Mitas10 showed that sub-
stantial errors could be encountered if the pseudopoten-
tial core was too large. A subsequent study11 utiliz-
ing a more conservative Ne core pseudopotential for Fe
showed considerable improvement. A later QMC study
by Lee12 for the Ti atom confirmed these findings for
a wide selection of available pseudopotentials. All of
the larger core potentials studied demonstrated an er-
ror larger than 0.8 eV for at least one ionization poten-
tial. Only the neon core Hay-Wadt13 pseudopotential
showed consistent accuracy. More recently, pseudopo-
tential databases covering large portions of the periodic
table have been developed. First Trail and Needs14 pub-
lished an extensive pseudopotential set covering H-Ba
and Lu-Hg in 2005. The pseudopotentials of this set
for Sc-Zn are available15 in large (Ar) and intermedi-
ate (Mg) core formats and we are not aware of detailed
tests performed within QMC for these potentials. Tests
within CCSD(T) of the Mg core pseudopotentials for Sc-
Fe have recently been performed as part of a broader
effort to create Ne core pseudopotentials for Sc-Zn from
multiconfigurational Hartree-Fock calculations16. Soon
after the original work of Trail and Needs, Burkatzki,
Filippi, and Dolg also published Hartree-Fock17,18 based
pseudopotentials for main group elements19 and then for
Sc-Zn20 with Ne cores. For the second set, ionization
potentials and dimer properties were tested within QMC
and CCSD(T)21–23 for Sc and Ti. Similar tests were also
performed for another set of Hartree-Fock potentials for
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Sc-Mn by Wagner and Mitas24.

Essentially all transition metal pseudopotentials devel-
oped in past efforts have been represented in the Gaus-
sian basis sets prevalent in the quantum chemistry com-
munity. For condensed phase studies, it is often conve-
nient to work in the plane wave representation due to
straightforward systematic basis set convergence (i.e. by
increasing the planewave energy cutoff) and the existence
of a computationally efficient B-spline representation25 of
the single particle orbitals for QMC calculations.

In this study, we address the absence of transition
metal pseudopotentials created with the planewave basis
set in mind by developing a new set of potentials for the
early row elements Sc-Zn. Our neon core pseudopoten-
tials are based on the local density approximation26,27

(LDA) of density functional theory28,29 (DFT) and in-
clude scalar relativistic effects. The LDA functional has
previously been successfully used to produce a quality
Zn pseudopotential for GW30 calculations31,32. A recent
work involving some of the authors of this study also
confirmed this for Cu8. The non-local core radii of our
pseudopotentials are restricted to less than 1 a.u. for
transferability.

As there is not yet a standard method for creating
pseudopotentials solely within QMC, testing pseudopo-
tentials developed with other theories (such as Hartree-
Fock or DFT as is standardly done) directly with QMC
becomes particularly important. The valence environ-
ments we have considered include the behavior of each
transition metal (M) atom under successive ionization
(from charge states 0 to 4+) and the variation in bind-
ing experienced by a M-O dimer under compression and
extension. We also compare our computed dimer proper-
ties to other bulk DMC calculations using the same pseu-
dopotentials in the recent literature including three tran-
sition metal oxides (FeO, NiO, ZnO) and two metals (Ti
and Zn). To benchmark our QMC results for our atomic
and dimer test cases, we turn to already available highly
accurate experimental measurements and high quality
quantum chemical calculations. In general, we find the
quality of the pseudopotentials to be good, as our QMC
results compare favorably with past QMC studies as well
as the experimental and theoretical reference data.

The remainder of the paper is organized as follows. In
Sec. I we review our approach to constructing pseudopo-
tentials with the widely used OPIUM package33. Details
regarding the diffusion Monte Carlo (DMC) calculations
performed to test the pseudopotentials can be found in
Sec. II. We then discuss in Sec. III the results of our
atomic and dimer tests in comparison with past DMC
studies, benchmark quantum chemical calculations, and
experimental results. In Sec. IV we summarize our con-
clusions. The pseudopotentials themselves are available
in the supplemental material in formats compatible with
the Quantum Espresso DFT package34 and the QMC-
PACK code35.

I. PSEUDOPOTENTIAL CONSTRUCTION

All of the pseudopotentials presented in this study (Sc-
Zn) were generated with the OPIUM package33 following
a uniform strategy. Electronic correlation was treated
within the local density approximation (LDA) of DFT
and scalar relativistic effects were included. As previ-
ous studies have found that semicore effects are pro-
nounced for Ar-core pseudopotentials of these elements,
we have opted to remove 10 electrons from the core of
each atom (Ne-core) similar to the Burkatzki-Filippi-
Dolg pseudopotential set20. We choose to include only s,
p, and d channels in the pseudopotentials as prior studies
have found this to be sufficiently accurate for third row
transition metal species13,14,20,36,37. We did not explic-
itly test the effects of adding an f-channel as was done
in Ref. 69. The nonlocal cutoff radii for the s, p, and
d channels were kept fairly tight at 0.8 a.u., which has
previously found to be useful in GW30 calculations of
bulk ZnO31,32. The p-channel was selected as the local
channel to avoid ghost states.

The reference state for each atom was selected to mini-
mize the deviation between all electron and pseudopoten-
tial LDA total energies for a selection of valence configu-
rations: the neutral state, a single electron removed from
the 3d shell, a single electron removed from the 4s shell,
two electrons removed from 3d, two electrons removed
from 4s, and one electron removed from each of 3d and
4s (obviously some configurations do not universally ap-
ply, e.g. the 3d shell of neutral Sc only has one electron).
Optimal reference states selected in this way tended to
be more positively charged, with reference pseudo-atoms
typically falling in charge states near 3+ or 4+.

The pseudopotentials were cast in both the Troullier-
Martins38 (TM) and “optimized”39 (OPT) forms. The
potential for each angular momentum channel differs
somewhat between the two forms. Since diffusion Monte
Carlo calculations may show different sensitivities than
DFT to pseudopotential details (e.g. due to the locality
approximation40), agreement between DMC test quan-
tities for the two forms serves as an additional quality
check. Where such agreement is apparent–as is generally
the case in the present study–the optimized form should
be preferred as these pseudopotentials have been softened
to the extent possible. The planewave cutoff energies re-
quired for 1 meV/electron accuracy in DFT (as reported
by OPIUM) are shown in table I. These cutoff energies
were used throughout the study when generating orbitals
within DFT.

We estimate that the optimized pseudopotentials of-
fer a memory savings of about 40% for B-spline repre-
sented orbitals. Both sets of pseudopotentials are, how-
ever, nearly equally efficient in terms of runtime due to
the uniform time access of the B-spline representation.
The use of Ne core rather than Ar core pseudopoten-
tials offers a substantial increase in accuracy, but also
increases cost (the cost scales like Z3.4

eff
41). In the case of

the Fe atom, for example, the cost increase is around a
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Zeff Troullier Optimized
-Martins

Sc 11 387 276
Ti 12 370 265
V 13 363 261
Cr 14 364 266
Mn 15 372 269
Fe 16 379 272
Co 17 386 276
Ni 18 389 280
Cu 19 390 280
Zn 20 390 282

TABLE I: Effective core charges (Zeff) and DFT planewave
energy cutoffs in Rydbergs to obtain convergence errors below
1 meV/electron for both the Troullier-Martins and optimized
pseudopotentials for Sc-Zn.

factor of 10.

II. DMC METHODOLOGY

Diffusion Monte Carlo42,43 (DMC) calculations are
many body in nature and give an accurate account of
correlation effects. As the method has been described in
detail elsewhere2, we will only give a sketch of the main
features relevant to the current investigation. In DMC,
the exact many-body ground state (Ψ0) and its energy
(E0) can be obtained in the long time limit by apply-
ing a projection operator to any trial wavefunction (ΨT )
provided it has a component on the ground state:

Ψ0 = lim
t→∞

e−tĤΨT . (1)

Here Ĥ = T̂e + V̂ee + V̂eI is the many-body Hamiltonian,
including the electron kinetic energy (T̂e), the electron-

electron Coulomb interaction V̂ee, and the electron-ion
interaction V̂eI which may include pseudopotentials.

This projection operation (operator multiplication)
can be cast as a path integral in the coordinates of
all the electrons, which can be efficiently evaluated as
a branching random walk of Monte Carlo electron con-
figurations. The mapping to Monte Carlo integration
requires that part of the integrand can be thought of
as a probability distribution, requiring a constraint on
the projector for practical calculations of fermion sys-
tems due to the sign problem. This constraint, the
fixed node approximation43,44, requires that the nodes
of trial state remain unchanged by the projection, or
ΨT = 0 ⇒ Ψ0 = 0. This introduces a typically small
variational error in the total energy.

When pseudopotentials are used, as in this study, an
additional approximation must be made to avoid a second
sign problem involving the projector, since it is not guar-
anteed to be positive definite for non-local operators. In
this case, the pseudopotential can either be “localized”40

by the many-body trial state or sampled with specially

developed Monte Carlo moves45 (T-moves). Each of
these approaches introduces an error that vanishes as
the trial state approaches the exact ground state, so it
is important to use optimized trial wavefunctions. Other
errors incurred from necessary approximations regarding
the projector that are more straightforward to control
include timestep discretization and dynamic control of
walker branching (population control).

The QMCPACK35 simulation code was used for all
wavefunction optimization46, variational47, and diffusion
Monte Carlo42,43 calculations. We employed the stan-
dard Slater-Jastrow form of the trial wavefunction in all
calculations, where the nodes are determined by a prod-
uct of determinants for up (D↑) and down (D↓) spin
electrons and a Jastrow factor48 (J) is used to explic-
itly model correlations:

ΨT (R) = e−J(R)D↑(R↑)D↓(R↓) (2)

Here R represents the spatial coordinates of all electrons
and R↑/R↓ refer to coordinate sub-partitions relating to
the up or down electrons only. A trial wavefunction of
this form has been successfully used to represent transi-
tion metal oxides in previous studies3–6,8,9,20,24 and we
find it to be of sufficient accuracy to assess the quality of
the present pseudopotentials.

Density functional theory calculations were performed
with the Quantum Espresso package to generate single
particle orbitals populating the determinants in Eq. 2.
For each transition metal (M) atom or M-O dimer, the
“total magnetization” (Nup − Ndown) was constrained
to match the known multiplicity of the state (here
Nup/Ndown refer to the number of up/down electrons).
Term symbols containing the multiplicity information are
included in tables II and III in Sec. III. All DFT calcu-
lations were performed in periodic boundary conditions
with a simulation cell 15 Å on a side to minimize image
effects. In the subsequent QMC calculations with QM-
CPACK, open boundary conditions were used. The full
set of DFT calculations was first performed with LDA.
For a few atoms in low charge states, the HSE49,50 func-
tional was found to give an improvement in the nodes
and the first ionization potential. All atomic results re-
ported here are for HSE orbitals. The molecular results
were obtained with LDA orbitals.

The linearized46 optimization method was used to op-
timize one- and two-body terms in the Jastrow factor.
Each DMC calculation was performed with 2048 walk-
ers to minimize population control bias. A conservative
timestep of 0.0025 Ha−1 was sufficient to converge ener-
gies to an accuracy better than the statistical error bars.
Both T-moves45 and the locality approximation40 were
considered for the treatment of non-local pseudopoten-
tials in DMC. This choice amounted to a small change
in the ionization potentials (about 0.05 eV). The results
quoted throughout the remainder of the paper were cal-
culated with the T-move approach.
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III. RESULTS AND DISCUSSION

The Troullier-Martins (TM) and softer optimized
(OPT) pseudopotentials were tested by performing dif-
fusion Monte Carlo (DMC) calculations for each transi-
tion metal species, M ∈ Sc-Zn, in atomic, dimer, and
condensed environments. In the atomic tests, the va-
lence space was varied by successively removing electrons.
For each metal atom and pseudopotential form (TM or
OPT), five separate DMC calculations were performed,
one for each charge state (q) from neutral to 4+. The
first through fourth ionization potentials, for which there
is generally good experimental data51, were directly cal-
culated by the total energy differences

IPq+1 = EDMC
q+1 − EDMC

q (3)

with 0 ≤ q ≤ 4. The atomic results are summarized in
Sec. III A and compared to prior DMC calculations and
benchmark experimental data.

The pseudopotentials were tested further by consider-
ing the response of transition metal-oxygen (M-O) dimers
to compression and extension. Since the spherical sym-
metry is broken in a dimer, and only the cylindrical sym-
metry remains, the wave function must hybridize angular
momentum components of the original atomic wavefunc-
tion to form a bond. The formation of a dimer bond is
therefore a strong test of the accuracy the angular mo-
mentum decomposition of a given pseudopotential. An
accurate prediction of the binding energy and the vibra-
tional frequencies for a dimer should be a strong indica-
tion of the pseudopotential effectiveness and transferabil-
ity for the description of different oxides.

DMC total energies were obtained for each M-O dimer
and pseudopotential form (TM or OPT) at nine equally
spaced bond distances between 10% compressed and 10%
stretched relative to the experimental geometry. Binding
curves were obtained by performing a Morse potential fit
to the data. Prior to fitting, the dimer data were shifted
by the total energy of the isolated M and O atoms. The
analytic form of the Morse potential fits,

VMorse(r) = De

(
1− e−a(r−re)

)2
, (4)

provides access to derived quantities, such as the
dimer dissociation energy (De), equilibrium bond length

(re), and vibration frequency (ωe = a
πc

√
De

2µ , µ =

reduced mass) which is related to the zero point vibra-
tion energy. Statistical error bars for these quantities
were obtained by performing a jack-knife52 analysis on
the Morse potential fits, which essentially amounts to re-
peated refits using subsets of the energy data. The dimer
results are discussed in detail in Sec. III B in compari-
son to benchmark experimental and high-level quantum
chemical calculations. In total, approximately 300 DMC
calculations were required to obtain the ionization poten-
tials and dimer binding curves for all the transition metal
species with each of the two pseudopotential forms (TM

FIG. 1: Comparison of our DMC ionization potential (IP) re-
sults (DMC-TM/OPT) with prior DMC work (DMC-prev).
Bar heights show mean absolute deviations across Sc-Zn rel-
ative to experiment for each IP (IP1-4). Triangles denote the
min and max absolute deviations across the same set. Refer
to Table II for max values falling outside the visible range.

and OPT). A recently developed workflow automation
tool was used for this purpose53.

In the sections that follow we will make extensive use
of summarized data in the form of averages in addition to
discussing individual data points for a particular metal
species and/or quantity. Most often, averages for a par-
ticular quantity (Q ∈ IPq, De, re, ωe) will be taken over
atomic species (Sc-Zn). In this case the mean absolute
deviation (MAD) from a set of reference data gives a
sense of the overall accuracy, while the mean deviation
(MD) gives an indication of systematic bias:

MAD(Q) =
1

NSc−Zn

∑
i∈Sc−Zn

|QDMC
i −QExpt.i |

MD(Q) =
1

NSc−Zn

∑
i∈Sc−Zn

(
QDMC
i −QExpt.i

)
(5)

The set over which the average is taken will vary as ap-
propriate during the discussion, but the main idea is the
same and the set will always be noted. Since averages
have a tendency to reduce the visibility of outliers (max
or min deviation), these are also noted individually.

We are mainly interested in the overall performance
of the pseudopotentials within DMC (referring to prior
studies to gauge relative accuracy) and whether the softer
optimized pseudopotentials (OPT) and the Troullier-
Martins (TM) potentials perform similarly well. As
noted earlier, this has a direct impact on their usefulness
for condensed phase QMC studies of transition metal ox-
ides that employ the widely used and efficient B-spline
representation for orbitals.
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A. Atomic properties

Absolute deviations of our DMC ionization potential
(IP) results relative to experiment are summarized in Fig.
1. The bars show the MAD across Sc-Zn for each IP for
TM and OPT pseudopotentials and also previous DMC
studies. The triangles above/below the MAD show the
outliers, i.e. the max/min absolute deviations. The over-
all quality of the obtained ionization potential results is
quite good, with the two pseudopotential sets showing
near identical performance. In the discussion that fol-
lows, we state results only for the OPT pseudopotentials
for simplicity. In essentially all cases the TM pseudopo-
tentials performed as well or slightly better than the OPT
ones.

The full MAD from experiment across all transi-
tion metals (Sc-Zn) and ionization potentials (IP1-4) is
0.16(1) eV, while the MD is nearly unbiased at -0.06(1)
eV. The maximum deviation is 0.44(3) eV. The MAD’s
(across Sc-Zn) of the individual IP’s are consistently good
at 0.20(1) eV or less for IP1 to IP4. However, some
systematic bias can be seen from the MD of individual
IP’s. The first and second IP’s tend to be underestimated
with a MD across Sc-Zn of -0.16(1) eV, while the fourth
IP tends to be overestimated with a MD of 0.11(1) eV.
Prior DMC studies also tend to underestimate the first
IP with a MD of -0.36(1) eV, while there is little com-
parative data available for fourth IP’s. Both the mean
and max absolute deviations are somewhat better for the
current study than past investigations, taken as a whole.
It should be noted however that the comparison is nec-
essarily limited as the majority of prior DMC data is for
the lightest elements, i.e. Sc and Ti. The full set of
calculated IP’s with data shown explicitly for each atom
can be found in Table II along with data from prior DMC
studies and experimental reference data.

Out of all 40 IP’s calculated here only a few show devi-
ations from experiment larger than 0.3 eV: Sc IP4, V IP1,
Mn IP4, and Fe IP1. Though occasional deviations like
these are not particularly worrisome, it is worth investi-
gating the possible sources of these discrepancies. For the
first IP of Fe, we calculated a value of 7.50(4) eV. This
deviates from the experimental value51 of 7.902 eV by -
0.40(4) eV. This deviation likely has a large component of
fixed node error; of all the IP’s, the first IP of Fe showed
the greatest sensitivity to the choice of nodes (LDA or
HSE). Our results also compare well with the pioneer-
ing work of Mitas11 (7.67(6) eV) and the more recent
work of Buendia, et al.54 (7.55(2) eV), where at least one
additional excited state determinant was included. The
deviation seen for the fourth IP of Mn (0.36(3) eV) may
be real, but also might reflect a lack of precision in the
available experimental data. The data for the fourth IP’s
of Mn-Ni are given with a probable uncertainty of 0.1 eV
or more55.

The deviations seen for the lighter elements (Sc IP4
and V IP1) may be more surprising at first glance than
those for the heavier elements, which are naturally ex-

pected to be more challenging. The deviation observed
for Sc IP4 is the largest in the set at 0.44(3) eV from
experiment for, however the cause is fairly obvious: this
IP is also the only one that depopulates the 3p subshell.
The experimentally observed IP is 73.489 eV, fully 30
eV larger than the 4th IP of Ti that removes the last
3d electron. The first IP of V, by contrast, is among
the least energetic experimentally at 6.746 eV and we
find 6.42(4) eV within DMC. While most of the first IP’s
along the row involve a direct depopulation of the 4s
subshell (i.e. 3dn4sm→3dn4sm−1), for V (along with Co
and Ni) the transition involves a change in occupation of
both 3d and 4s (3dn4s2→3dn+1), which can be thought
of as a 4s→3d excitation followed by a removal of the
remaining 4s electron. The relatively challenging nature
of these ionization potentials has been observed before in
high-level quantum chemical calculations56 and also ap-
pears to be a factor in the recent DMC study of Ref. 54.
There, fairly large errors were seen for the first IP of V (-
0.60(2) eV), Co (-0.71(3) eV), and Ni (-0.82(3) eV) while
the MAD for the remaining seven elements was only 0.30
eV54. Though the deviation seen in this study for V IP1
(-0.33(4)) is somewhat above the average of 0.2 eV, the
other two elements undergoing a similar transition show
consistent behavior (-0.22(5) eV for Co and -0.23(4) eV
for Ni).

B. Dimer properties

The binding properties of transition metal-oxygen (M-
O) dimers provide an additional test of our pseudopo-
tentials. Quantities derived from Morse potential fits
to DMC binding data of M-O dimers can be found in
Figure 2. As in Figure 1, each column denotes the
mean absolute deviation from experiment across ScO-
ZnO for each group of theoretical results and the out-
liers in each set are represented by triangles. Note that
prior DMC data is not available for the heavier elements
(FeO-ZnO). In addition to displaying DMC results from
the present (DMC-TM/DMC-OPT) and prior (DMC-
prev) studies20,24,57, Figure 2 contains reference data
from high-level quantum chemical calculations58–64, in-
cluding multi-reference configuration interaction at the
level of singles and doubles excitations (denoted MRCI
or MRCI+Q with a Davidson-like correction), and re-
stricted/unrestricted coupled cluster with singles, dou-
bles, and perturbative triples (RCCSD(T)/UCCSD(T)).
In the discussion below, the deviation from experiment
of these three quantum chemical methods is expressed
as a range rather than three separate and individually
labeled numbers for brevity. The full set of data re-
solved for each dimer is available in Table III. Overall,
both the Troullier-Martins and optimized pseudopoten-
tials perform well in absolute terms and are comparable
to prior DMC studies and quantum chemical reference
calculations.

The bond lengths derived from our DMC binding data
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FIG. 2: Comparison of our DMC dimer results (DMC-TM/OPT) with prior DMC work (DMC-prev) and quantum chemical
methods (MRCI, MRCI+Q, and RCCSD(T). Bar heights show mean absolute deviations across ScO-ZnO relative to experiment
for each dimer quantity: (a) re in Å, (b) De in eV, (c) ωe in cm−1. Triangles denote the min and max absolute deviations
across the same set. Refer to Table III for max values falling outside the visible range.

are generally in very good agreement with the experi-
mental reference data and with prior DMC and quantum
chemical calculations. The MAD from experiment across
ScO-ZnO is just 0.008(1) Å for our pseudopotentials and
the MD is 0.003(1) Å. This corresponds to an accuracy of
0.5(1)% on average, though the performance is not uni-
form along the row (the maximum deviation is 1.4(2)%).
For ScO-MnO, prior DMC results are available24 and
recent quantum chemical calculations58,59 perform very
well. Here all studies are similarly accurate with relative
MAD’s of 0.4(1)% (this work), 0.4% (DMC of Ref. 24),
and 0.1-0.3% (quantum chemistry58,59). For FeO-NiO,
somewhat larger errors were observed for the quantum
chemical approaches60–62 (0.9-1.7%) while similar accu-
racy was maintained in DMC (0.3(1)%). The most chal-
lenging dimers overall were the weakly bound CuO and
ZnO. For CuO we find the largest deviation with a rela-
tive error of 1.4(2)% compared to 2.7% for the only avail-
able RCCSD(T) study63. Finally for ZnO, our calcula-
tions give a relative error of 0.7(2)% for the bond length,
comparable to RCCSD(T)64 (0.8%). Overall both pseu-
dopotential sets perform well, with bond lengths gener-
ally in agreement with experiment to better than 1%.

The dissociation energies across the row decrease
nearly monotonically with increasing Z, showing strong
(ScO-VO), moderate (CrO, MnO-NiO), and relatively
weak (CuO and ZnO) binding. With the exception of
CrO, our calculated bond dissociation energies are in
good agreement with experiment. For all the numer-
ical values that follow, error bars quoted include the
experimental uncertainty, where provided. The accu-
racy we find for De with our pseudopotentials (MAD
of 0.19(2) eV, CrO excluded) is consistent with what
has been observed for the IP’s. In general, the bond
dissociation energies are underestimated with a MD of -

0.16(2) eV, which is also most often the case for previous
DMC studies. For the strongly bound molecules (ScO-
VO), all DMC studies show nearly identical accuracy for
De with MAD’s of 0.08(4) eV (this work) and 0.09(4)
eV (Refs. 24,20). As anticipated, the quantum chem-
ical approaches58,59 are more accurate with MAD’s of
0.03(4)-0.06(4) eV. For the moderately bound molecules
(MnO-NiO) our DMC results (MAD of 0.16(3) eV) are
competitive with the quantum chemical results58,60–62

(MAD’s of 0.18(3)-0.71(3) eV). For the least strongly
bound molecules, our performance is mixed with abso-
lute deviations of 0.31(2) eV for CuO and 0.16(4) eV for
ZnO. Prior RCCSD(T) studies63,63 found better agree-
ment, deviating only 0.12 eV for CuO and 0.02(4) eV for
ZnO from experiment.

For the case of CrO we observed a large deviation of
0.57(7) eV from experiment. Here the quantum chemical
calculations58 generally perform better with absolute de-
viations of 0.19(7)-0.60(7) eV. By contrast, Cr is one of
the best performers for the IP tests, with a MAD across
IP1-4 of just 0.09(2) eV. Our result for the binding en-
ergy of CrO is 4.01(2) eV, which is identical to the De of
3.98(2) eV found in the prior DMC study of Ref. 24 with
a different Ne-core pseudopotential. Of all the dimers
considered in that study (ScO-MnO), CrO showed the
greatest sensitivity to the choice of trial wavefunction
(Hartree-Fock vs. B3LYP nodes). Given the available
evidence, and considering the uniform pseudopotential
construction scheme used here, we believe the deviation
observed for CrO primarily reflects the limitations of a
Slater-Jastrow trial wavefunction rather than a lack of
pseudopotential quality.

Consistent with diminishing binding energy, the ex-
perimental vibration frequencies generally decrease from
ScO to ZnO. Similar to the bulk modulus of solids, dimer
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vibration frequencies are extremely sensitive to any er-
rors in the binding curves and a relative accuracy of 5-
10% is generally good. The MAD from experiment of
our ωe results for ScO-ZnO is 32(2) cm−1, correspond-
ing to a relative accuracy of about 4%. The results are
nearly unbiased with a MD of 11(2) cm−1. The maxi-
mum deviation is 76(7) cm−1, or about 9%. The qual-
ity of our ωe results relative to the quantum chemical
calculations follows a pattern similar to what has been
discussed for the bond lengths and dissociation energies
(ωe data is not available for comparison from prior DMC
works). For the early series ScO-MnO, the MAD for
DMC is 34(3) cm−1 which is near the overall MAD for
ScO-ZnO. Over this same range, quantum chemistry58,59

performs significantly better with MAD’s of 4-16 cm−1.
For the mid-row FeO-NiO, DMC performs comparatively
well with a MAD of 25(4) cm−1 (49(4) cm−1 for TM) for
versus 53-84 cm−1 for quantum chemistry60–62. Finally,
for CuO and ZnO the performance is similar between
our DMC work and the available coupled cluster calcu-
lations, with absolute deviations of 60(1) cm−1 for CuO
(68 cm−1 RCCSD(T)63) and 18(8) cm−1 for ZnO (11
cm−1 RCCSD(T)64). The outliers in our ωe results are
off by about 70 cm−1 (approaching 10%), with TM or
OPT alternately performing better or worse. We esti-
mate that a deviation of about 0.05 eV across the range
of bond lengths used here (10% stretched or compressed)
would result in a shift of this magnitude, which is near
the limit of accuracy that can be expected of the current
DMC calculations.

C. Comparison with bulk studies

The optimized pseudopotentials presented here have
also been employed in a few recent studies of bulk transi-
tion metal oxides65–67 as well as bulk metals65,68. For
comparison with our dimer results, we reproduce the
bulk data in Table IV with permission of the authors.
Overall, the level of accuracy observed for atomic and
dimer properties corresponds well to the representative
bulk transition metal oxides (rocksalt FeO, rocksalt NiO,
wurtzite ZnO) and metals (hcp Ti, hcp Zn). The av-
erage deviation from experiment for the TiO, FeO, NiO,
and ZnO dimers is 0.3%, 0.11(2) eV, and 2% for the bond
length, dissociation energy, and vibrational frequency, re-
spectively. The average deviation across all bulk systems
is 0.3%, 0.15(1) eV, and 4% for the lattice parameters,
cohesive energy, and bulk modulus, respectively. The
maximum deviations are 0.7%, 0.19(4) eV, and 3% for
dimers and 0.5%, 0.34(2) eV, and 8% for bulk systems.

IV. SUMMARY

In summary, we have prepared a set of neon-core pseu-
dopotentials based on LDA for the transition metal el-
ements Sc-Zn for use in quantum Monte Carlo calcula-
tions of transition metal oxides. The pseudopotentials
were constructed within both the Troullier-Martins and
optimized schemes available through the OPIUM pseu-
dopotential generation package in an effort to limit the
memory required for a high-fidelity B-spline representa-
tion of the resulting single particle orbitals. We have
tested both forms of the pseudopotentials directly within
DMC in atomic and dimer environments. The atomic
and dimer results compare favorably with past DMC
studies and benchmark quantum chemical calculations.
Atomic ionization potentials, metal-oxygen dimer bind-
ing energies, and bulk cohesive energies were all found to
be accurate to 0.2 eV on average, or about 5 kcal/mol
(max error: 0.6 eV or 15 kcal/mol). Equilibrium dimer
bond lengths were found to be chemically accurate, de-
viating by less than 0.5% from experiment on average
(max error: 1.5%). Sensitive dimer vibration frequencies
were also found to be well reproduced (mean/max error:
35/76 cm−1). Other recent DMC studies of bulk proper-
ties using these pseudopotentials have confirmed the ex-
pected level of accuracy in periodic environments. While
both the Troullier-Martins and optimized pseudopoten-
tials perform similarly well, the optimized form should
be favored due to the reduced memory requirements in
QMC. We expect the pseudopotentials developed here to
be of use in future quantum Monte Carlo studies of bulk
transition metal oxides. The pseudopotentials may also
be of interest to practitioners of other correlated many-
body methods, such as GW.
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FeO NiO ZnO Ti Zn
a or a, c

DMC-OPT 4.157(3)66 3.245(1), 5.193(1)65 2.936(3)68 2.656(1), 4.931(1)65

Expt. 4.17102 3.242, 5.188103 2.951104 2.664, 4.949102

Ecoh

DMC-OPT 9.82(1)67 9.44(2)66 7.42(2)65 1.01(2)65

DMC-prev 9.66(4)5 9.442(2)3

Expt. 9.71105 9.5106 7.52107 1.35108

B
DMC-OPT 196(4)66 151.6(4)65 106.6(7)68 70.2(4)65

Expt. 203106 140-170107 105109 60-70108,110

TABLE IV: Lattice parameters (Å), cohesive energies (eV), and bulk moduli (GPa) for select bulk materials from other DMC
studies employing the optimized pseudopotentials of this work (DMC-OPT), prior DMC studies using other pseudpotentials
(DMC-prev), and experiment (Expt.).
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