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Abstract

We present measurements of the exchange stiffness D and the exchange constant A of a sputtered

80 nm Tb0.3Dy0.7Fe2 film. Using a broadband ferromagnetic resonance setup in a wide frequency

range from 10 GHz to 50 GHz, multiple perpendicular standing spin-wave resonances were observed

with the external static magnetic field applied in–plane. The field corresponding to the strongest

resonance peak at each frequency is used to determine the effective magnetization, the g–factor and

the Gilbert damping. Furthermore, the dependence of spin-wave mode on field-position is observed

for several frequencies. The analysis of spin-wave resonance spectra at multiple frequencies allows

precise determination of the exchange stiffness D = (2.79 ± 0.02)×10−17 T ·m2 for an 80 nm thick

film. From this value, we calculated the exchange constant A = (9.1 ± 0.1) pJ · m−1.
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Strain–mediated, multiferroic composites combining nanoscale ferroelectric and ferro-

magnetic materials show great promise due to the vast range of functionalities that can be

simultaneously harnessed. Novel technologies based on these multifunctional materials have

recently been envisioned in memory,1–3 sensors,4–6 transducers7–9 and spintronics.4,10–12 Key

to each of these technologies is the efficient transduction of energy between ferroic order pa-

rameters, most notably the generation or modulation of nanoscale magnetism by electrically

actuated mechanical effects. This will require the controlled growth and characterization of

magnetic phases with known material properties.

The most promising aspect of such multiferroic composites is the nonlinear magnetic re-

sponse seen in ferromagnetic micro– and nanostructures, especially as it pertains to the

dynamic behavior of highly magnetoelastic rare-earth alloys and compounds. In order

to fully understand the physics of these highly coupled magnetic systems, fully dynamic

models were developed using a Landau-Lifschitz-Gilbert (LLG) based finite element frame-

work.13 This technique allowed for the simulation of domain reversal processes in continu-

ous and patterned thin films,14,15 the effects of mechanical strain on magnetic equilibrium

and coercivity,16–18 and the incorporation of fully coupled micromechanical phenomena.19–22

While these models do an excellent job of predicting complicated nonlinear response at the

nanoscale in magnetoelastic materials, the knowledge of certain vital material properties

used in the models remain absent from the literature.

Accurate values for a given material or compound’s static and dynamic magnetic proper-

ties are a key requirement for predictive micromagnetic models. This includes static prop-

erties such as saturation magnetization, anisotropy field(s) and quasi-static magnetoelastic

coupling coefficients, along with dynamic properties including Gilbert damping, the spec-

troscopic g–factor and the exchange stiffness. The last parameter is particularly important

as it determines the most energetically favorable magnetic configurations in nanoscale mag-

netic objects, for example in nanorings23,24 and nanopillars.25 With regards to the magnetic

transition metals (Ni, Fe and Co) and their alloys, these properties have been studied exten-

sively; however, their rare earth counterparts have only just begun to be critically examined,

especially as it pertains to their dynamic properties.

The rare earth compound Tb0.3Dy0.7Fe2 (Terfenol-D) produces the largest magnetoelastic

response of any soft ferromagnetic material presently available. While the macroscopic

magnetic and mechanical properties of Terfenol-D have generated substantial attention, few
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FIG. 1: Schematic of the experimental setup for broadband ferromagnetic resonance. The

Ta/Terfenol-D/Ta trilayer (thicknesses indicated in nm) is placed film-side down onto a grounded

coplanar waveguide with a fixed frequency microwave magnetic field, hrf along the x direction.

Additionally, there is an applied in–plane field H along the y–axis. By varying H, the dynamic

magnetization mrf is brought into resonance with hrf .

papers evaluate the response of thin film or nanostructured Terfenol-D elements. Specifically,

dynamic properties such as the exchange length have not been rigorously evaluated for use

in analysis necessary to understand and design Terfenol-D at the nanoscale. In previous

modeling efforts,17,26–29 estimations of the dynamic magnetic properties of Terfenol-D films

have been accomplished using properties between nickel and iron, or measured in bulk

twinned single crystals.30, but experiments have found poor correlations to models utilizing

these estimates. Thin films of Terfenol-D are typically produced pseudo-amorphous and

polycrystalline by a variety of techniques.31–34 A parametric study of sputtering deposition

parameters and their resultant static magnetization characteristics was recently performed

by Mohanchandra et al.35 However, as of this letter, the dynamic properties of thin film

Terfenol-D needed for accurate understanding and predictive modeling remain unknown.

In this paper, we evaluate the dynamic properties of Terfenol-D. Using dc magnetron

sputtering and a post-growth annealing process described elsewhere, we grew the following

trilayer on thermally oxidized Si(100): Ta (10 nm)/Terfenol-D (80 nm)/Ta (10 nm).35 The

dynamical properties were studied using broadband ferromagnetic resonance spectroscopy,

schematically depicted in Fig. 1. At fixed microwave excitation frequencies between 10 GHz

and 50 GHz, we sweep the applied in–plane magnetic field and record the position of

Lorentzian–shaped absorption modes. We observed a high–field, large amplitude mode

and lower–field, smaller amplitude modes. The frequency dependence of the high–field,
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large amplitude mode is related to the various dynamic properties of Terfenol-D (magnetic

anisotropy, g factor and Gilbert damping). The additional modes originate in perpendicular

standing spin–wave (PSSW) modes and their separation from the high–field mode is related

to the exchange stiffness. We evaluate the mode dependence of the first few PSSW modes

at a series of microwave frequencies to determine the exchange stiffness constant, D.36–38,40

From this value, we calculate the exchange constant A.

(a)

(b)

(c)

FIG. 2: (a) Ferromagnetic resonance spectra at f = 35 GHz and 40 GHz (open circles). Best-

fit lines (blue lines) are the sum of multiple derivative Lorentzian functions. (b) The microwave

frequency versus k = 0 ferromagnetic resonance field (red triangles) and (c) k = 0 mode linewidth

versus frequency extracted from the multiple spin-wave mode spectra. Blue lines are the best-fit

to Eqns. (1) and (2) respectively.

The Kittel equation for ferromagnetic resonance governs the relationship between mi-
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crowave excitation frequency and resonant applied magnetic field for fields applied in the

plane:41 (
2πf

γ

)2

= µ2
0 (Hres +Hip) (Hres +Hip +HK +Ms) , (1)

where γ = gµB/~ is the gyromagnetic ratio, g is the g-factor, µB is the Bohr magneton,

~ is the reduced Planck constant, µ0 is the vacuum permeability, Hip reflects the in-plane

magnetic anisotropy, HK reflects the uniaxial magnetic anisotropy, and MS is the saturation

magnetization. Figure 2(a) shows two exemplary absorption spectra at 35 GHz and 40 GHz

used to determine the resonant field and linewidth at each frequency. An excitation field (f

= 277 Hz, Bpk = 1 mT) collinear to the dc magnetic field is generated for lock-in detection of

the differential absorption versus applied magnetic field. The k = 0 ferromagnetic resonance

mode, as well as additional resonance modes for each microwave frequency, is obtained

by fitting the absorption data to a sum of Lorentzian curves.38 In Fig. 2(b), we plot the

frequency dependence of the ferromagnetic resonance field from 10 GHz to 50 GHz, using

Eq. 1 to obtain a best-fit curve plotted on top of the data points. Using an empirically

determined MS from Superconducting Quantum Interference Device magnetometry (670 ±

10) kA/m, we estimate µ0HK = 1.7 T ± 0.3 T, µ0Hip = 1.0 T ± 0.3 T and g = 2.3 ±

0.1. Error bars reflect one standard deviation of the regression fit plus the uncertainty

of the extracted resonance field and linewidth at each frequency. We observe an in-plane

anisotropy energy (400 kJ/m3 +/- 100 kJ/m3) consistent with previous reports on Terfenol-

D.30,34,42 Furthermore, we have estimated the Gilbert damping by fitting the linear frequency

dependence of measured resonance linewidth ∆H:

∆H =
4παf

γµ0

+ ∆H0. (2)

Figure 2(c) shows the data and the best-fit line. From these results, a Gilbert damping

factor of α = 0.06 ± 0.02 and an inhomogeneous broadening of ∆H0 = 0.06 T ± 0.01 T is

determined. It should be mentioned that the estimated Gilbert damping here is lower by a

factor of one-third from what has been assumed in recent models using Terfenol-D.28,29

In addition to the ferromagnetic resonance mode whose frequency dependence was shown

in Fig. 2(b), we also observed satellite peaks in the absorption scans at several microwave

excitation frequencies. Figure 3 shows an exemplary absorption scan at f = 40 GHz with

arrows representing resonance modes. The primary absorption peak at µ0Hres = 0.863 T is
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FIG. 3: Spin-wave resonances versus applied in-plane field at f = 40 GHz. Arrows indicate reso-

nance field positions labeled by their mode number n.

accompanied by multiple modes appearing at applied magnetic fields both above and below

the uniform Kittel mode. The peaks located at lower applied fields are associated with

perpendicular standing spin-wave modes (mode number n is indicated on Fig. 3) extend-

ing through the 80 nm Terfenol-D thickness and corresponding to real-valued wavevector

k = nπ/d, where d is the film thickness. The peaks appearing at higher applied fields

may originate from a surface spin–wave mode or from predicted interferences between spin

waves and acoustic waves propagating within the highly magnetoelastic Terfenol-D film.37,39

The position of the thickness spin-wave modes and their relationship to the ferromagnetic

resonance can be evaluated by the following expression:

Hres +Hex(k) = H0
ex, (3)

where H0
ex is the k = 0 ferromagnetic resonance field and Hex(k) is the exchange field of the

k-th spin-wave mode. This exchange field splitting is described by the following expression:

Hex(k) = Dk2, (4)

where D is the exchange stiffness.

A subtraction method is used for evaluating the exchange stiffness from the resonant

field separation of higher–order spin–wave modes from the k = 0 ferromagnetic resonance

mode.40,43 Here the exchange field Hex(k) is defined in terms of the shift from the k = 0
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FIG. 4: Exchange field versus square of the mode number for f = 28 GHz (black plus markers),

35 GHz (purple crosses), and 40 GHz (blue squares). Red line is best fit to Eqn. (4).

ferromagnetic resonance field, with assumptions about Meff and g removed from the analysis.

Moreover, the exchange field shift should be the same for all excitation frequencies, although

the amplitude of the distinct modes and their linewidths may vary.38 This permits us to use

the exchange field shift data at multiple frequencies to determine the exchange stiffness.

Figure 4 presents the exchange field shifts versus the mode number squared for spectra

obtained at f = 28 GHz, 35 GHz and 40 GHz. The best linear fit to the data is plotted

as a solid line, from which the slope of the line permits estimation of the exchange stiffness

D = (2.79 ± 0.02) × 10−17 T · m2.

In order to determine the exchange constant A = DMS/2 of this Terfenol-D film, the

saturation magnetization MS must also be known. Superconducting Quantum Interference

Device magnetometry was used to determine MS = (670±10) kA/m, which is consistent with

values achieved in sputtered and in evaporated Terfenol-D films.34,44 Finally, we estimate

the exchange constant A = (9.4 ± 0.1) pJ · m−1.

In conclusion, we have determined the exchange constant of an 80 nm thick Terfenol-D

film using broadband ferromagnetic resonance spectroscopy. The dynamic measurements re-

ported in this letter also enabled determination of other key magnetic parameters (magnetic

anisotropy, g factor, Gilbert damping) relevant to fast operation of new devices based on

Terfenol-D. These findings are an important step for gaining a better picture of spin dynam-

ics and relaxation in Terfenol-D films and especially, setting up accurate predictive models
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to simulate the performance of multiferroic devices based upon this highly magnetostrictive

material.
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