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Chains of magnetic atoms placed on the surface of an s-wave superconductor with large spin-orbit coupling
provide a promising platform for the realization of topological superconducting states characterized by the
presence of Majorana zero-energy modes. In this work we study the properties of one-dimensional chains of
Yu-Shiba-Rusinov states induced by magnetic impurities using a realistic model for the magnetic atoms that
includes the presence of multiple scattering channels. These channels are mixed by spin-orbit coupling and, via
the hybridization of the Yu-Shiba-Rusinov states at different sites of the chain, result in a multi–band structure
for the chain. We obtain the topological phase diagram for such band structure and show that the inclusion of
higher bands can greatly enlarge the phase space for the realization of topological states.

PACS numbers: 73.20.Hb, 74.78.-w, 75.70.Tj,

I. INTRODUCTION

The search for Majorana zero modes (Majoranas) in con-
densed matter systems has been an active and exciting pur-
suit.1–4 The reason for much excitement is due to the theoret-
ical prediction that these modes manifest non-Abelian quan-
tum statistics,5–8 and, as such, would open the possibility to
realize topological quantum computing .9–12 Currently, errors
caused by the decoherence of the quantum states used to en-
code the data constitute the biggest fundamental obstacle for
the realization of a scalable quantum computer. In topological
quantum computing this obstacle is overcome by the topo-
logical protection of the quantum states used to encode the
information. Most platforms for realizing topological phases
of matter supporting Ising anyons (i.e. exotic defects binding
Majorana zero modes) involve superconducting heterostruc-
tures.13–33 Recently, several works 34–51 have proposed that a
chain of magnetic atoms placed on the surface of a supercon-
ductor can be in a robust topological phase characterized by
the presence of Majorana modes located at its ends. In ad-
dition, recent experimental results52 have shown that a chain
of Fe atoms placed on the surface of superconducting Pb ex-
hibits a zero-bias peak localized at its ends, consistent with
the presence of Majorana modes. A very recent preprint also
presents experimental results for a similar system.53 A full un-
derstanding of the experiment presented in Refs. 52 and 53
is still being developed, for example, the height of the zero-
bias peak is a small fraction of the predicted universal value
of 2e2/h,54,55 a fact that could be attributed, for example, to
finite temperature broadening or disorder.

The potential of a chain of magnetic impurities, placed on
the surface of a superconductor, to be in a robust topological
phase, calls for a thorough theoretical understanding of this
system. So far most of the works have assumed one bound
state per magnetic atom, corresponding to the zeroth angu-
lar momentum channel (l = 0) of Yu-Shiba-Rusinov(YSR)
states.56–58 However, realistic adatoms are expected to induce
several bound states corresponding to different angular mo-
mentum scattering channels (i.e. l = 0,±1, etc.). It has been
shown experimentally that partial waves beyond s-wave are

essential to explain the energy spectrum of magnetic atoms
such as Mn, Cr and Fe.59–61 Furthermore, the YSR states orig-
inating from the l = 0 channel (s-wave) are not always the
lowest energy eigenstates. It is therefore necessary to under-
stand the interplay of different angular momentum channels,
in particular in the presence of significant Rashba spin-orbit
coupling (SOC).62 The Rashba SOC term in the effective low-
energy Hamiltonian describing the fermionic degrees of free-
dom is expected to be present at the surface due to broken
inversion symmetry.63 Moreover, the presence of SOC is re-
quired in order to have a stable topological phase for a fer-
romagnetically ordered chain42,52 placed on the surface of an
s-wave superconductor.

In this work we study a realistic model for a chain of mag-
netic impurities placed on the surface of an s-wave supercon-
ductor, see Fig. 1, that takes into account multiple scattering
channels for the adatoms and the presence of SOC. Treating
the magnetic impurities classically we study the properties
of the bands formed by the hybridization of the YSR states
bound to the different adatoms forming the chain. The multi-
channel treatment of the scattering potential of a single impu-
rity implies that, for the chain, we obtain a multiband model.
In the remainder, to simplify the presentation and to be able
to clearly point out the main qualitative features of the multi-
band structure resulting from the hybridization of multichan-
nel YSR states at different impurity sites, we assume that the
YSR states corresponding to different values of |l| are well
separated in energy. In this limit we immediately notice a fun-
damental difference between the band, s-band, formed from
the |l| = 0 states and the bands formed from |l| > 0 states:
the s-band can be assumed to be well separated from all the
other bands and therefore can be treated effectively as a single
isolated band; however, given the degeneracy, in the limit of
no SOC, of the +|l|, −|l| states, we have that the two bands
formed from +|l|, and −|l| states are always very close in en-
ergy and therefore that for bands formed from |l| > 0 states,
a multiband treatment is necessary. Henceforth, we limit our-
selves to the case in which max(|l|) = 1, and consider the
minimal model that captures the aforementioned features.

The topological properties of the chain are determined by
the band (bands) that is (are) closest to the midgap energy of
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the superconductor. To exemplify the main properties of the
chain of multichannel magnetic impurities we consider two
limits: (i) the limit in which the l = 0 YSR states are closest to
the midgap energy of the superconductor so that for the chain
the resulting s-band is also the closest to the midgap region,
see Fig. 1 (b); we call this case “deep s-band” limit; (ii) the
limit in which the |l| = 1 YSR states are closest to the midgap
energy of the superconductor so that for the chain the resulting
bands, “p-bands”, are also the closest to the midgap region,
see Fig. 1 (c); we call this case “deep p-band” limit. We obtain
the topological phase diagram for both the deep s-band and
the deep p-band limit. The presence in the deep p-band limit
of two bands close in energy would suggest that in this limit
the topological phase could be strongly suppressed. Contrary
to this naı̈ve expectation we find that in the deep p-band limit
the phase space in which the topological phase is present can
be even larger than in the deep s-band limit. We also find
that in the multichannel case the presence of SOC leads to the
dependence of the chemical potential on the direction of the
chain magnetization, which, in principle, allows one to tune
between topological and non-topological phases. This is an
important feature for braiding Majoranas.64

The paper is organized as follows. In Sec. II we introduce
our model and explain the general framework for the calcula-
tion. In Secs. III and IV, we derive an effective Hamiltonian
and calculate the topological phase diagram as well as quasi-
particle gap for the deep s- and p-band limits, respectively.
In Sec.V we discuss the qualitative difference between those
two limits and compare their topological phase diagrams. The
technical details are presented in the Appendices.

II. THEORETICAL MODEL FOR MULTICHANNEL YSR
CHAIN

We consider a chain of magnetic impurities separated by
a distance a and placed on top of an s-wave superconductor
with Rashba spin-orbit coupling (SOC). The corresponding
Hamiltonian describing an effectively two-dimensional super-
conducting film with Rashba SOC reads (~ = 1):

HSC = [εkσ0 + α̃ (σ × k) · ẑ] τz + ∆σ0τx, (1)

where k = (kx, ky) is the electron momentum, εk =
k2/2m − µ with µ the chemical potential and m the effec-
tive electron mass, α̃ is the strength of the Rashba SOC, ẑ is
the unit vector normal to the plane, see Fig.1, and ∆ is the
superconducting gap. The Pauli matrices σi and τi operate in
spin and particle-hole space, respectively. The presence of the
magnetic impurities is taken into account via the Hamiltonian

Himp =
∑
j

Vj(r−Rj) ≡ −
∑
j

J̃(r−Rj) (Sj · σ) τ0 (2)

where Vj are the individual impurity magnetic potentials with
Rj , Sj and J̃ being the impurity position, its classical spin
and its exchange coupling to the host quasiparticles, respec-
tively. In order to find the band structure of the chain of YSR
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FIG. 1. (Color online) (a) Schematic setup of the proposed struc-
ture supporting multichannel YSR chain. Atoms with high magnetic
moments form a ferromagnetic chain on the surface of thin film su-
perconductor.42,52 Each magnetic atom creates multiple YSR states
with distinct angular momentum quantum number l. Here we con-
sider l = −1, 0, and 1 states which form three bands: s band from
the l = 0 state and p bands from the l = −1,+1 states, in a quasi
one-dimensional system. In the topological phase, there is an odd
number of Majorana zero-energy modes at the opposite ends of the
chain. (b) and (c) are schematic illustration of the two limits: deep
s-band limit and deep p-band limit, respectively. The dark (light)
shaded area inside the superconducting gap ∆ schematically demon-
strates the energy regime of the s (p) YSR band in the two limits,
in which the bandwidth W (the vertical width of the shaded area)
of each YSR band is small: W � ∆. In the deep s-band limit,
panel (b), the s-band is near the midgap region and is well separated
from the p-bands; On the contrary, in the deep p-band limit, panel
(c), the p-bands are near the midgap region and well separated from
the s-band.

states induced by the magnetic impurities, we need to solve
the Schrodinger equation:

[HSC +Himp(r)]ψ(r) = Eψ(r). (3)

Here ψ(r) is the Nambu spinor(
ψ↑(r), ψ↓(r), ψ†↓(r), −ψ†↑(r)

)T
. The spectrum of

the subgap states is determined by the pole of the T -matrix.65

In terms of the Green’s function for the superconductor
G = [E −HSC]

−1, the eigenvalue problem for the subgap
states is given by (1 − GHimp)ψ(r) = 0. We note that the
Green’s function of an s-wave superconductor in the presence
of SOC has both even- and odd-parity components,66 and can
be written as G(k;E) =

∑
lGl(k;E)eilθk where k = |k|

and θk = arctan kx/ky . In the presence of Rashba SOC, the
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Gl are non-zero only for l = −1, 0, 1 and are given by:

G−1(k;E) =
1

2

∑
λ=±

(−iλ)
Eσ+τ0 + ∆σ+τx + ελ(k)σ+τz

E2 − ε2
λ(k)−∆2

(4)

G0(k;E) =
1

2

∑
λ=±

Eσ0τ0 + ∆σ0τx + ελ(k)σ0τz
E2 − ε2

λ(k)−∆2
(5)

G1(k;E) =
1

2

∑
λ=±

(iλ)
Eσ−τ0 + ∆σ−τx + ελ(k)σ−τz

E2 − ε2
λ(k)−∆2

(6)

where σ± = (σx ± iσy) /2, and ελ(k) = k2/2m− λα̃k − µ
are the dispersions of the helical bands with λ = ±.

Transforming to momentum space, Eq. (3) can then be
rewritten as:

ψi(k) =
∑
j

[
eik·(Ri−Rj)G(k;E)

∫
dp

(2π)2
Vj(k− p)ψj(p)

]
(7)

where ψi(k) is the Fourier transform of the wave function
centered at Ri. Assuming that at the Fermi surface the scat-
tering potential is weakly dependent on p ≡ |p| we have
Vj(k− p) ≈ Vj(θk − θp), where

Vj(θk−θp) =

(
−J̃(θk − θp)Sj · σ 0

0 −J̃(θp − θk)Sj · σ

)
.

(8)
The magnetic potential can be decomposed into inde-
pendent angular momentum channels: Vj(θk − θp) =∑
l Vj,le

il(θk−θp), so that

Vj,l =

(
−J̃lSj · σ 0

0 −J̃−lSj · σ

)
. (9)

with J̃l the angular momentum components of J̃(θk − θp).
Since Vj(θk − θp) is Hermitian and an even function of
θk−θp, we have J̃l = J̃−l and Vj,l = −J̃l (Sj · σ) τ0. We as-
sume that l = 0, the s channel, and l = ±1, the p channels, are
the dominant scattering channels: Vj =

∑
l=0,±1 Vj,l. For the

impurity chain arranged along the x̂ direction in a ferromag-
netic pattern, i.e., Sj = (cos(ϕ) sin θ, sin(ϕ) sin θ, cos(θ)),
(illustrated in Fig. 1(a)), Eq. (7) in the angular mode repre-
sentation takes the form

ψi,l =
∑
j,l′

Gijl−l′(E)Vl′ψj,l′ (10)

where an overline indicates an integration over momentum
amplitude: ψi,l ≡

∫
kdk
2π ψi,l(k), with ψi,l the angular mo-

mentum components of ψi(k) (ψi(k) =
∑
l ψi,l(k)eilθk ),

and Gijl−l′(E) ≡
∫

dk
(2π)2 e

ikxij cos θke−i(l−l
′)θkG(k;E) with

xij ≡ xi − xj . Using Eq. (4)-(6) one can rewrite Gijl−l′(E) in
terms of the dimensionless integrals:

In,λ(x;E) =
Nλ

2π2NF

∫ π

−π
dθk

∫ D

−D
dε
eikλ(ε)x cos θkeinθk∆

E2 − ε2 −∆2
,

(11)

Kn,λ(x;E) =
Nλ

2π2NF

∫ π

−π
dθk

∫ D

−D
dε
eikλ(ε)x cos θkeinθkε

E2 − ε2 −∆2
,

(12)
where D is an energy cut-off, kλ(ε) = kF,λ + ε/vF,λ with
kF,λ = kF

(√
1 + α2 + λα

)
, vF,λ = vF

√
1 + α2, kF =√

2mµ, vF = kF /m. α ≡ α̃m/kF is the dimensionless SOC
coupling. Nλ = m

2π

[
1 + λ α√

1+α2

]
is the density of states of

the λ helical band at the Fermi level in the normal state, and
NF = (N+ + N−)/2. The analytic results for the above in-
tegrals in the limit D → ∞ and for Gijl−l′(E) are presented
in Appendix A and B. For convenience, we define the dimen-
sionless exchange couplings Jl ≡ J̃l|S|πNF which will be
used henceforth.

It is convenient to rewrite Eq. (10) in the following form:∑
j

Mij(E)Ψj = 0 (13)

where Ψj = (ψi,−1, ψi,0, ψi,1)T is a 12 dimensional spinor,
and the matrix Mij(E) is defined as Mij

l,l′ = δi,jδl,l′ −
Gijl−l′(E)Vl′ . Here the local part of the matrix Mii

l,l′ deter-
mines the YSR spectrum of a single magnetic atom62 whereas
the non-local part Mij

l,l′ describes the hybridization between
YSR states induced by the magnetic atoms at i and j sites.
For an equally spaced magnetic atom chain with distance a
between the two nearest atoms, this hybridization leads to the
formation of the YSR bands. In the limit of kFa � 1, which
we consider henceforth, the hopping energy scale is propor-
tional to 1/

√
kFa and, thus, the bandwidth W is small, i.e.

W � ∆, see Fig. 1(b) and (c). In this limit, the bands main-
tain the character of the single impurity YSR states and, thus,
we refer to them as s or p-bands. Strictly speaking, SOC
mixes different angular momentum states but, since we as-
sume that α� 1, this terminology is justified.

When s and p bands are well-separated by a gap that is
much larger than the temperature, see Fig. 1(b) and (c), the
problem can be considerably simplified by integrating out the
higher-energy bands (i.e. by taking into account virtual scat-
tering processes to the bands higher in energy). In the follow-
ing, we consider two limiting cases corresponding to the deep
s- and p-band limits and discuss the corresponding topologi-
cal phase diagrams. We show that these two cases are qualita-
tively different since deep p band limit consists of two bands
originating from the l = ±1 YSR states.

III. DEEP S BAND LIMIT

A. Derivation of the Effective Hamiltonian

We first consider the deep s-band limit such that the energy
of the l = 0 state is close to the midgap, i.e., J0 ∼ 1 with the
on-site energy ε0 ≈ ∆(1−J0)+O(α2)→ 0. Provided J1 �
J0 the l = 0 band is well separated from the p bands, i.e., the
bandwidth W � ∆ |J0 − J1|. After integrating out the l =
±1 states, we obtain a tight-binding description for the single
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s-band with the p channels taken into account perturbatively,
by allowing for virtual transitions through the p channels. This
can be done by first solving for ψi,±1 using Eq. (13)

ψi,−1 = −(Mii
−1,−1)−1(Mii

−1,0ψi,0 +
∑
j 6=i,l

Mij
−1,lψj,l),

ψi,1 = −(Mii
1,1)−1(Mii

1,0ψi,0 +
∑
j 6=i,l

Mij
1,lψj,l), (14)

and substituting above expressions into the equation for l = 0
component and keeping terms up to the linear order in inter-
site coupling, we obtain∑

j

Mij
s (E)ψj,0 = 0, (15)

where the matrix Mij
s (E) is given in the Appendix C. In or-

der to solve Eq. (15) analytically, we expand the local on-site
matrix to the linear order in E around E = 0, assuming that
ε0 → 0,

Mii
s (E) ≈Mii(0)

s −Mii(1)
s · E,

and set E = 0 in the inter-site matrix:

lim
E→0

Mi 6=j
s (E) ≡Mi 6=j

s (0).

In doing so we ignore terms O (1/kFa) � 1 and
O
(

E
∆
√
kF a

)
. With these approximations, Eq.(15) can be

written as ∑
j

Hij
s ψj = Eψi, (16)

where the local and non-local contributions are
given by Hii

s =
(
M

ii(1)
s

)−1

M
ii(0)
s and Hij

s =(
M

ii(1)
s

)−1

Mi 6=j
s (0), respectively. The tight-binding

Hamiltonian Hs(i, j) is obtained by projecting Eq. (16)
onto the local YSR states:

(
ϕ+, ϕ−

)T
where ϕ± are

the eigen spinors of the single-impurity bound states with
energy ±ε0. The local basis can be found by solving the
single-site equation Mii

s (E)ϕ± = 0 as a special case of Eq.
(15), where the bound state energies are determined from
Det

[
Mii

s (E)
]

= 0, see Appendix D.
We first assume that the magnetic atom moments are

aligned ferromagnetically along a) ẑ- (out-of-plane), b) x̂-
(along the chain direction), and c) ŷ- (in-plane but normal to
the chain) axis, and present explicit expressions for the corre-
sponding effective Hamiltonian. We note that due to the pres-
ence of SOC, the effective Hamiltonian is anisotropic which
can be readily seen already at the single-impurity level.62

In the a) and b) cases, by transforming the effective tight-
binding Hamiltonian Hs(i, j) to momentum space, we find
that the corresponding Bogoliubov-de Gennes (BdG) Hamil-
tonian reads

Hẑ(or x̂)
s (k)

∆
=

(
hz(x)(k) ∆̃z(x)(k)

∆̃∗z(x)(k) −hz(x)(k)

)
. (17)

To order α2 and α/
√
kFa, the effective hopping energy h(k)

is given by

hz(k) ' εz +
1

2
[I0,+(k) + I0,−(k)] (18)

k→0
≈ h(0)

z + h(2)
z k2.

hx(k) ' εx +
1

2
[I0,+(k) + I0,−(k)] (19)

k→0
≈ h(0)

x + h(2)
x k2,

where the functions I0,±(k) and I2,±(k) are obtained by tak-
ing the E → 0 limit in Eqs.(A17). The on-site energy is

εz '
1− J0

J0
+
α2J1(2− J0 + J1)

J0(1 + J1)2
,

(20)

εx '
1− J0

J0
−
α2J2

1

[
2(1− J0) + (1− J2

1 )
]

J0(1− J2
1 )2

The effective p-wave pairing ∆̃(k) takes the form

∆̃z(k) ' ∆̃x(k) ' i
2

[K1,+(k)−K1,−(k)]

− iαJ1

1 + J1
[K1,+(k) +K1,−(k)] (21)

k→0
≈ ∆(1)k. (22)

The functions In,±(k) ≡ In,±(k,E = 0) and Kn,±(k) ≡
Kn,±(k,E = 0) are defined in the Appendix A, see
Eqs.(A17-A20). The functions h(k) and ∆̃(k) have the fol-
lowing properties h(k) = h(−k) and ∆̃(−k) = −∆̃(k), and,
thus, the gap is generically vanishing at k = 0, π/a. More-
over, the effective pairing ∆̃(k) is vanishing for α → 0 anal-
ogous to the semiconductor nanowire proposal17,18 in that the
SOC controls the excitation gap.

To have a better understanding of the Hamiltonian struc-
ture in Eq. (17), it is instructive to perform a perturbative ex-
pansion of h(k) and ∆̃(k), for example, around k = 0, see
Eqs. (18) and (21) where the expressions for h(0,2)

z,x and ∆(1)

are given in the Appendix E. In the limit a/ξ0 → 0, where
ξ0 = vF /∆ is the superconducting coherence length, these
functions have singular points for some values of kFa which
is a consequence of the long-range nature of the hopping ma-
trix element in the effective Hamiltonian. The presence of a
finite coherence length ξ0, however, regularizes the singulari-
ties. Nevertheless, such a strong dependence on kFa leads to
significant variations of the effective mass and Fermi veloc-
ity. Another important feature that we find is that the effective
Hamiltonian is anisotropic due to the SOC (cf. Eq.(20)) which
might be helpful to drive the topological transition by chang-
ing the direction of the magnetization of the impurities form-
ing the chain. We note that this effect is absent for J1 = 0,
in which case we recover the results of Ref..43 Thus, the de-
pendence of the effective chemical potential on the angle θ,
which is the only tuning parameter in the Hamiltonian (17), is
a feature of the multichannel magnetic impurity model.
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Finally, we discuss the case in which S ‖ ŷ. In this case the
magnetic exchange energy term and the SOC term commute,
and, as a result, the system is gapless. Thus, this case is not
interesting from the point of view of Majorana physics.

B. Topological Properties

J0
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ΔE/

FIG. 2. (Color online) Topological phase diagram for the deep s
band as a function of physical parameters. The dark and light colors
represent topologically nontrivial and trivial phases, respectively. (a)
Topological phase diagram for the magnetization in ẑ direction, as a
function of J0 and kF a for α = 0.3, J1 = 0.4, and ξ0 = 2a. (b)
Topological phase diagram for the magnetization in ẑ direction as a
function of α and kF a for J0 = 1.025, J1 = 0.4, and ξ0 = 2a.
(c) The phase boundary for the magnetization in ẑ direction (blue
dashed line) and for the magnetization in x̂ direction (red solid line)
indicates that by changing the magnetization one can drive the topo-
logical phase transition. (d) Calculated quasiparticle excitation gap
for the parameter regime in the phase diagram (a) with the phase
boundary indicated by white line.

Having derived the effective Hamiltonian (17), we can now
calculate the topological phase diagram. The Hamiltonian
(17) for a generic direction of magnetization is in the sym-
metry class D,67–69 and, thus, is characterized by the Z2 topo-
logical invariant, the so-called Majorana numberM:70

M = sgn [h(0)h(π/a)] , (23)

where h(k) = hz(k) (= hx(k)) for a chain with magnetic mo-
ments aligned along ẑ (x̂) direction, see Eq.(17). The system
is in the topological superconducting phase whenM = −1,
whereasM = +1 indicates a non-topological phase. We ob-
tain the topological phase diagram by calculatingM.

Figure 2 (a) shows the topological phase diagram in the
(kFa, J0) plane for the deep s-band limit for the case in which
the magnetic moments of the impurities forming the chain are
aligned along the z direction and α = 0.3. The range of values
of kFa has been chosen so that the inequality 1/

√
kFa � 1,

on which the treatment of the previous section relies, is well
satisfied. From Fig. 2 (a) we see that, for α = 0.3 there is a
large fraction of the (kFa, J0) in which the chain is expected
to be in a topological phase characterized by odd number of
Majoranas at its ends. It is interesting to ask how the topologi-
cal phase diagram is affected by the strength of the SOC. This
question is addressed by the results presented in Fig. 2 (b)
that shows the dependence of M on α and kFa for a fixed
value of J0. Again we notice that there is a large fraction of
the (α, kFa) space in which the chain is expected to be in a
topological phase.

Experimentally it can be challenging to vary in a controlled
way parameters such as α, J0, and kFa and therefore to ver-
ify the theoretical predictions shown in Fig. 2 (a), (b). How-
ever, our multichannel treatment, contrary to the single chan-
nel treatment,39,43,48 reveals that, the topological character of
the chain state also depends on the direction of the magneti-
zation. This is shown in Fig. 2 (c) in which we can observe
that the boundaries of the topological phase in the (kFa, J0)
plane are different depending on the direction, z or x, of the
magnetic moment of the impurities forming the chain. This
result can be easily understood by considering that the on-
site energy, Eqs.(20), depends on the direction of the impurity
magnetization. The dependence of the topological index on
the direction of the chain magnetization is very important be-
cause it allows, in principle, to tune the chain in and out of a
topologically nontrivial phase by varying a quantity that can
be tuned and controlled experimentally by using an external
magnetic field. The appearance, disappearance, of a zero bias
peak as a function of the direction of the magnetization of the
chain according to theoretical predictions like the ones pre-
sented in Fig. 2 (c) would provide compelling evidence of the
Majorana character of the observed zero energy states.

In addition to the topological index (Majorana number), we
have also calculated quasiparticle excitation gap as a function
of J0, α, and kFa, see Fig. 2(d) and Fig. 3(a)-(c). One can
notice that the closing of the gap is consistent with the phase
diagram shown in Fig. 2(a)-(b). Additionally, one has infor-
mation regarding the magnitude of the gap deep in the topo-
logical phase which is crucial for understanding the stability
of the topological phase. Fig. 2(d) and Fig. 3(c) show there
also exist gap closing points inside the topological phase, not
determined by calculating the topological index. To identify
the location of these gap closing points, we plot the hopping
energy spectrum h(k), the effective pairing energy spectrum
Im∆̃(k), and the energy spectrum of the particle band as a
function of k and α in Fig. 3(d)-(f), respectively. Clearly, for
certain values of α both hopping and pairing energies van-
ish at certain momentum points between 0 and π resulting in
the gap closing. In the limit J1 → 0 it can be shown ana-
lytically that these accidental zeros occur when the kF,± are
commensurate with each other, i.e. when α = nπ/(kFa),
with n ∈ N. We will discuss the origin of these accidental gap
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FIG. 3. (Color online) Quasiparticle excitation gap Eg along different line cuts on the phase diagrams: Panel (a) along the line-cut A in
Fig. 2(a) as a function of J0 at kF a = 37.2π. Panel (b) along the line-cut B in Fig. 2(a) as a function of kF a at J0 = 1.015. Panel (c) along
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shown in Fig. 2(a)-(b). To see the location of the gap closing points in Panel (c), we plot the hopping energy spectrum h(k) in panel (d), the
effective pairing energy spectrum Im∆̃(k) in panel (e), and the whole energy spectrum of the particle band in panel (f), as a function of k and
α.

.

closing points, as shown in Fig. 2(d) and Fig. 3(c), in more
details in Section IV B.

IV. DEEP P BAND LIMIT

A. Derivation of the Effective Hamiltonian

We now discuss the deep p-band limit assuming that the
energy of the l = ±1 states is lower than that of l = 0, i.e.,
J0 � J1. In the limit J1 ∼ 1 and α2J0 � 1, the on-site en-
ergy ε ≈ ∆(1 − J1) +O(α2) is close to the midgap.62 Once
again, we assume that the l = ±1 states are well separated
from the l = 0 state, and, therefore, l = 0 states can be inte-
grated out. As a result, we obtain a tight-binding description
for the p-bands with the s channel taken into account pertur-
batively by allowing for the transitions through intermediate
virtual l = 0 states. Note that there is a significant differ-
ence with respect to the calculation in Sec. III since there are
now two low-energy p-bands. Following the same procedure
as in the previous section, we obtain the 8 dimensional matrix
equation for the deep p-band limit:∑

j

Mij
p (E)Φj = 0, (24)

where Φi =
(
ψi,−1, ψi,1

)T
is the 8 dimensional spinor for

the p-channel states. The derivation of the matrix Mij
p (E) is

presented in the Appendix F. Assuming that kFa � 1 and
ε → 0, the p-bands have narrow bandwidth with the cen-
ter of the bands being close to the midgap. One can then
linearize Eqs.(24) with respect to E: Mii

p (E) ≈ M
ii(0)
p −

M
ii(1)
p ·E, and neglect the energy dependence of the inter-site

matrix limE→0 M
i 6=j
p (E) ≡ Mi6=j

p (0) by dropping the terms

O
(

E
∆
√
kF a

)
and O

(
α2
√
kF a

)
with α � 1 (i.e. we will keep

henceforth the terms only up to O(α2) and O(α/
√
kFa).).

After some algebra (see Appendix F for details), Eq. (24) can
be written as ∑

j

Hij
p Φj = EΦi, (25)

where Hij
p =

(
M

ii(1)
p

)−1

Mij
p (0). We then project Hij

p onto

the local basis of YSR states:
(
φ1,+, φ2,+, φ1,−, φ2,−

)T
where φ1(2),± are the eigen spinors of the single-impurity
bound states with energy ±ε1(2) in channel 1 (l = −1) and
channel 2 (l = 1). The local basis can be found by solv-
ing the single-site equation Mii

p (E)φ = 0 as a special case
of Eq. (24), where the bound state energies are determined
from Det

[
Mii

p (E)
]

= 0, see Appendix G. After the projec-
tion onto the local basis we obtain the effective Hamiltonian
Hp(k) describing the two coupled bands of the YSR chain in
the deep-p band limit.

Simple analytical expressions for Hp(k) can be obtained
when the impurity spins are polarized normal to the plane, i.e.
along ẑ direction. In the case that the impurities are polarized
in ẑ direction, transforming the effective tight-binding Hamil-
tonian Hp(i, j) to momentum space, we obtain a two-band
BdG Hamiltonian,

Hẑp(k)

∆
=


h11(k) h12(k) ∆̃11(k) ∆̃12(k)

h21(k) h22(k) ∆̃21(k) ∆̃22(k)

∆̃∗11(k) ∆̃∗21(k) −h11(k) −h21(k)

∆̃∗12(k) ∆̃∗22(k) −h12(k) −h22(k)

 . (26)
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FIG. 4. (Color online) The dependence of the normal-state energy
spectrum (i.e. ∆ij = 0) on momentum k for (a) αJ0 = 0, J1 =
1.0125, kF a = 37.5π, ξ0 = 2a; and (b) α = 0.3, J0 = 0.4, J1 =
1.0125, kF a = 37.5π, ξ0 = 2a. The normal-state spectrum consists
of heavy-fermion and light-fermion bands which are hybridized by
the SOC. The zoom-in figure of panel (b) near the Fermi level is
shown in the inset.

The coefficients here satisfy the following properties:
hij(k) = hij(−k), ∆̃ij(−k) = −∆̃ij(k) and, therefore,
∆̃ij(p) = 0 at p = 0, π/a. The effective hopping energies
include both intra-channel hopping

h11(k) ' ε1 +
1

2
[I0,+(k) + I0,−(k)] , (27)

k→0
≈ h

(0)
11 + h

(2)
11 k

2

h22(k) ' ε2 +
1

2
[I0,+(k) + I0,−(k)] , (28)

k→0
≈ h

(0)
22 + h

(2)
22 k

2.

and inter-channel hopping

h12(k) = h21(k) ' 1

2
[I2,+(k) + I2,−(k)] , (29)

k→0
≈ h

(0)
12 + h

(2)
12 k

2.

with the on-site energies

ε1 '
1− J1

J1
+
α2J0(2− J1 + J0)

J1(1 + J0)2
, (30)

ε2 =
1− J1

J1
. (31)

The effective p-wave pairing also contains both intra-channel
pairing

∆̃11(k) ' i

2
[K1,+(k)−K1,−(k)] (32)

− iαJ0

1 + J0
[K1,+(k) +K1,−(k)] ,

k→0
≈ ∆

(1)
11 k.

∆̃22(k) ' i

2
[K3,+(k)−K3,−(k)] , (33)

k→0
≈ ∆

(1)
22 k.

and inter-channel pairing

∆̃12(k) = ∆̃21(k) ' i

2
[K1,+(k)−K1,−(k)] (34)

− iαJ0

2 (1 + J0)
[K1,+(k) +K1,−(k)] .

k→0
≈ ∆

(1)
12 k.

The coefficients of the small k expansions are explained in the
Appendix E.

In order to understand the physics described by the Hamil-
tonian (26), we first discuss the effect of SOC on the normal-
state band structure (i.e. ∆ij = 0). The spectrum for the two
bands reads

EN± (k)

∆
=

1

2

[
h11(k) + h22(k)±

√
4h2

12(k) + (δε12)
2

]
(35)

where δε12 = ε1−ε2. As shown in the Appendix A, to leading
order in 1/

√
kFa, I0,λ(k) ≈ I2,λ(k). Hence h12 is approxi-

mately the same as h11 and h22. In the absence of SOC, δε12

vanishes, and the band structure is characterized by a heavy-
fermion band EN1 ≈ (1 − J1)/J1 crossing with a dispersive
light-fermion band EN2 ≈ (1− J1)/J1 + [I0,+(k) + I0,−(k)]
with the bandwidth doubled compared to s-band, as shown in
Fig. 4(a). The on-site orbital structure of these two bands are
symmetric(light) and anti-symmetric(heavy) combinations of
l = ±1 states. The physical origin of these orbital structures
reflects the degeneracy due to the isotropic magnetic potential
and the asymptotically equal hopping amplitudes.

In the presence of SOC and a finite s channel coupling (i.e.
J0 6= 0 and α 6= 0) δε12 becomes finite, which induces a hy-
bridization gap between the two bands leading to an avoided
level crossing, as shown in Fig. 4(b). The induced hybridiza-
tion gap gives rise to an interesting feature in the topological
phase diagram as discussed below.

B. Topological Properties

The topological phase diagram in the deep p-band limit
(26) involves two bands which are hybridized by the SOC.
As a result, it exhibits a more intricate dependence on the
parameters compared with the deep s-band limit. In or-
der to calculate the Z2 topological invariant M, we use the
method developed for the multiband semiconductor nanowire
system:71 M = sgn [PfB(0)PfB(π/a)] = ±1, where the
antisymmetric matrix B(p) = Hẑp(p)τx is calculated at the
particle-hole invariant points: p = 0, π/a. For the two-
band system, the corresponding expression for the Pfaffian is
PfB(p) = h12(p)h21(p)− h11(p)h22(p).

The topological phase diagram for the effective Hamilto-
nian (26) as a function of J1 and kFa is shown in Fig. 5 (a).
We immediately notice that in the deep p-band limit there is
a large fraction of the (J1, kFa) plane in which the chain is
in a topological phase. This is somewhat surprising given that
in the deep p-band we have two bands close in energy and
one could expect that the hybridization of the two bands could
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FIG. 5. (Color online) (a) Topological phase diagram in the
(kF a, J1) plane in the deep p-band limit, for the case in which S ‖ ẑ,
J0 = 0.4, α = 0.3, and ξ0 = 2a. (b) Enlargement of the topolog-
ical phase diagram shown in (a) around the region surrounded by
the dashed line rectangle. (c) Calculated quasiparticle excitation gap
for the parameter regime in the phase diagram (b) with the phase
boundary indicated by white line. (d) The quasiparticle excitation
gap on the line-cut A in panel (b) and (c) near the re-entrance region
at kF a = 36.4π. (e) The quasiparticle excitation gap on the line-cut
B in panel (b) and (c) near the re-entrance region at kF a = 37.6π.
Here the shaded area in (d) and (e) indicates the topologically non-
trivial phase as shown in panel (b). The integer numbers -1, 0, 1
shown in (d) and (e) are the winding numbers calculated for each
gapped phase.

lead for most values of J1 and kFa to a situation in which the
Fermi energy intersects the bands an even number of times.
The reason why this is not the case is evident from the plots
of the two bands for a typical situation shown in Fig. 4: one
can see that the result of the hybridization of the bands leads
to the formation of the light- and heavy-fermion bands. As a
consequence, for most values of J1 and kFa the Fermi energy
crosses only once the light-fermion band. On the other hand,
we expect that when J1 and kFa are such that the Fermi en-
ergy is very close to the heavy band the chain should be in
a topologically trivial phase. Given the flatness of the heavy
band we expect that this will happen only for a very small
range of values of J1. Indeed, a close inspection of the topo-
logical phase diagram of Fig. 5 (a) shows that for J1 very
close to 1 there is a narrow region, highlighted in the figure
by a rectangular box, in which the chain is in a topologically
trivial phase.

To understand the re-entrance region from the topological
phase to the trivial phase when J1 ∼ 1, in Fig. 5 (b) we show
a zoom-in of the topological phase diagram in the region sur-

rounded by the rectangular box in Fig. 5 (a). In the zoom-in
plot the presence of a topologically trivial phase is clearly vis-
ible. In this region, due the fact that J1 → 1 the effective
chemical potential is close to zero so that the heavy-fermion
band becomes important: in this situation the chemical poten-
tial lies inside the hybridization gap, as shown in Fig. 4 (b),
which results in the re-entrance to the trivial phase. Outside
this narrow range of values of J1 the heavy-fermion band is
either completely empty or filled and the chemical potential
crosses the light-fermion band an odd number of times, thus,
there is an odd number of Majorana zero modes per end orig-
inating from the light-fermion band. Due to this interplay, the
two YSR bands do not annihilate each other (except for the
small region close to J1 → 1) which is a peculiar feature of
this model.

In order to understand the stability of the topological phase
and to corroborate the results discussed above, we also com-
pute the quasiparticle excitation gap Eg , see Fig. 5(c). Fig-
ure 5(d)-(e) plot the value ofEg along the two line-cuts on the
phase diagram near the re-entrance region. One can see that
the quasiparticle gap closing is consistent with the topologi-
cal phase diagram in Fig. 5(b). We once again find that SOC
controls the magnitude of the quasiparticle gap and, as such,
is crucial for the stability of the topological phase.

In addition to the quasiparticle gap closing at the topolog-
ical phase boundary, one can notice that there are also points
where the gap vanishes in the topological phase, see Fig.5(d)
at J1 ∼ 1.005 and Fig.5(e) at J1 ∼ 1.017. We now inves-
tigate in detail the two regions across these points using an
additional symmetry of our effective Hamiltonian (26). In
addition to the particle-hole symmetry P = τxK where K
refers to complex conjugation, our effective spinless Hamilto-
nian also has a pseudo-time reversal symmetry T = K. Using
these two symmetries, one can construct another symmetry -
chiral symmetry S = T P = τx which anticommutes with the
Hamiltonian (26). Thus, the Hamiltonian (26) belongs to the
BDI symmetry class67–69 which is characterized by the integer
invariantW and supports multiple spatially-overlapping Ma-
jorana zero modes.72 In order to calculate the topological in-
dexW , it is convenient to transform the Hamiltonian (26) into
a chirality basis using a unitary transformation U = e−i

π
4 τy

which converts the Hamiltonian to the off-diagonal form:

UHẑp(k)U† =

(
0 A(k)

A†(k) 0

)
. (36)

Then, the winding number (i.e. the number of Majorana
modes per each end) can be calculated by introducing a com-
plex variable z(k) = det[A(k)]/|det[A(k)]|, and calculating
the integral

W = − i
π

∫ k=π

k=0

dz(k)

z(k)
, (37)

Using this analysis we find that, for example, the phases at
J1 = 1.001 and J1 = 1.007 in Fig. 5(d) have different wind-
ing numbersW(J1 = 1.001) = 1 andW(J1 = 1.007) = −1.
Thus, gap closing between these two regions corresponds to
the transition between W = ±1. The same argument holds
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for J1 = 1.015. Thus, accidental gap closing points inside of
the topological or non-topological phases are not really acci-
dental but represent the change of the winding number by an
even integer.

The analysis above relies on the chiral symmetry. However,
in realistic systems the chiral symmetry can be easily broken
by allowing, for example, for a generic direction of magnetic
chain polarization (i.e. along y-axis). The precise magnitude
for the Majorana splitting energy, which is important for tun-
neling transport measurements, depends on the details of the
chiral-symmetry-breaking perturbations, and we refer a reader
to Refs.45,48,73–78 for more details. As a consequence, the topo-
logical phases identified by the parity of the topological index
are expected to be much more robust and this is the reason that
our analysis has been focused mostly on characterizing the de-
pendence of such index on the parameters of the system.

V. CONCLUSIONS

We have studied the topological properties of a chain of
magnetic impurities placed on the surface of an s-wave su-
perconductor with Rashba spin-orbit coupling taking into ac-
count the presence of multiple scattering channels, in the limit
in which the states induced by isolated impurities are well
described as Yu-Shiba-Rusinov states and the distance a be-
tween the impurities forming the chain is such that kFa� 1.
The inclusion of multiple angular momentum scattering chan-
nels, l, implies that for the chain of YSR states we have multi-
ple bands. We have shown that the multiband character of the
bands strongly affects the topological properties of the chain
for the case when the lowest energy bands are the ones arising
from the hybridization of YSR states with |l| > 0. Consider-
ing the lowest l = 0 and |l| = 1 channels we have obtained
the topological phase diagram in the deep s-band and deep p-
band limits. Our results show, somehow unexpectedly, that
even in the deep p-band limit there is a large region of param-
eter space in which the chain is in a topological phase. More-
over, we find that even though the deep p-band case involves
two bands, and it is not obvious a priori that these two bands
do not “annihilate” each other, this limit seems to be more fa-
vorable for the observation of Majorana zero modes. This can
be seen from the comparison, Fig. 6, of the topological phase
diagram obtained in the deep s-band and deep p-band limit:
we see that, for the same range of values of kFa and relevant
coupling constants (J0 in the deep s-band, J1 in the deep p-
band limit) the phase space where the chain is in a topolog-
ically non-trivial state is larger in the deep p-band limit than
in the deep s-band limit. We have also characterized the sta-
bility of the topological states by computing the quasiparticle
excitation gap.

The limit for which our theoretical results are relevant is the
limit in which (i) the magnetic impurities are well far apart,
so that kFa � 1, and (ii) to characterize the YSR states,
the magnetic adatoms can be well approximated as classical
spins. Our results show that the deep-p band limit is more
favorable for the realization of the topological phases. The
system could be in this limit when the coupling J1 is larger

(a)

J0

kFa/π

(b)

J1

kFa/π

FIG. 6. (Color online) Comparison of the topological phase diagram
in (a) the s band system for α = 0.3, J1 = 0.4, and ξ0 = 2a; and in
(b) the p band system for α = 0.3, J0 = 0.4, and ξ0 = 2a.

than J0. Different magnetic adatoms can be expected to have
different values of Jl’s, see, for example, Ref. 60. Given that
very little is known about the values of Jl’s, especially for
atoms placed on superconductors such as Pb, we are currently
unable to indicate specific magnetic adatoms. However, ac-
curate estimates of Jl’s would allow the identification of the
most favorable atoms to use.

Our results might have important implications for the on-
going experimental search for Majorana zero modes in this
system. The interatomic spacing in Ref. 52 is of the order
of the Fermi wave length (kFa ∼ 1), in which case direct
tunneling between iron atoms needs to be included, whereas
our calculation assumes kFa � 1. However, at the qualita-
tive level one can already draw a number of conclusions. As
kFa decreases the bandwidth of subgap YSR bands becomes
larger and, thus, the mixing between them becomes even more
important. Therefore, it is conceivable that the subgap fea-
tures reported recently by Yazdani et al.79 might correspond to
l > 0 YSR bands. In order to understand these additional sub-
gap features within the framework of our model, one would
need to systematically measure the spectrum of the YSR states
of single- and two-atom structures62 to identify the angular
momentum channels that are the most relevant for the one-
dimensional chains. Another important feature that we predict
is that SOC allows one to tune the effective chemical potential
for the YSR bands and drive the topological phase transition
using an external magnetic field. As such, large SOC might
be helpful for the manipulation of the Majorana zero modes
in this system. At the theoretical level, it would be interesting
to establish the correspondence between our results involv-
ing classical magnetic impurities with the more microscopic
multi-orbital Anderson model for magnetic impurities.
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Appendix A: Analytic Expressions of Integrals Il,λ and Kl,λ

In this Appendix, we provide analytic expressions of the integral functions defined in Eq. (11) and Eq. (12):

I0,λ(x;E) =
−∆γλ√
∆2 − E2

Re
[
J0

(
(kF,λ + iζ−1

λ )|x|
)

+ iH0

(
(kF,λ + iζ−1

λ )|x|
)]

(A1)

K0,λ(x;E) = γλIm
[
J0

(
(kF,λ + iζ−1

λ )|x|
)

+ iH0

(
(kF,λ + iζ−1

λ )|x|
)]

(A2)

I1,λ(x;E) = −sgn[x]
i∆γλ√

∆2 − E2
Re
[
J1

(
(kF,λ + iζ−1

λ )|x|
)
− iH−1

(
(kF,λ + iζ−1

λ )|x|
)]

(A3)

K1,λ(x;E) = sgn[x]iγλIm
[
J1

(
(kF,λ + iζ−1

λ )|x|
)
− iH−1

(
(kF,λ + iζ−1

λ )|x|
)]

(A4)

I2,λ(x;E) =
∆γλ√

∆2 − E2
Re

[
J2

(
(kF,λ + iζ−1

λ )|x|
)

+ iH−2

(
(kF,λ + iζ−1

λ )|x|
)

+
2i

π
(
kF,λ + iζ−1

λ

)
|x|

]
(A5)

K2,λ(x;E) = −γλIm

[
J2

(
(kF,λ + iζ−1

λ )|x|
)

+ iH−2

(
(kF,λ + iζ−1

λ )|x|
)

+
2i

π
(
kF,λ + iζ−1

λ

)
|x|

]
(A6)

I3,λ(x;E) = sgn[x]
i∆γλ√

∆2 − E2
Re

[
J3

(
(kF,λ + iζ−1

λ )|x|
)
− iH−3

(
(kF,λ + iζ−1

λ )|x|
)

+
6i

π
[(
kF,λ + iζ−1

λ

)
|x|
]2
]

(A7)

K3,λ(x;E) = −sgn[x]iγλIm

[
J3

(
(kF,λ + iζ−1

λ )|x|
)
− iH−3

(
(kF,λ + iζ−1

λ )|x|
)

+
6i

π
[(
kF,λ + iζ−1

λ

)
|x|
]2
]

(A8)

Here Jn(z) and Hn(z) are Bessel and Struve functions of order n, respectively; ζ−1
λ ≡

√
∆2−E2

vF,λ
, and γλ ≡ 1 + λ α√

1+α2
. Note

that the expressions for Kl,λ(x;E) given above are valid for x 6= 0, and the integral Kl,λ(0;E) = 0 for x = 0. Assuming
kF |x| � 1 and ζ−1

λ ≈ ∆
vF,λ

� kF,λ, we can use the asymptotic forms of the Bessel and Struve functions.80 In the limit
kFx� 1, one can find approximate expressions up to the order 1/(kFx)2:

I0,λ(x;E) =
−∆γλ√
∆2 − E2

√
2

πkF,λ|x|
e−ζ

−1
λ |x|

[
cos(kF,λ|x| −

1

4
π) +

1

8kF,λ|x|
sin(kF,λ|x| −

1

4
π)

]
(A9)

K0,λ(x;E) = γλ

√
2

πkF,λ|x|
e−ζ

−1
λ |x|

[
sin(kF,λ|x| −

1

4
π)− 1

8kF,λ|x|
cos(kF,λ|x| −

1

4
π)

]
+

2γλ
πkF,λ|x|

(A10)

I1,λ(x;E) = −sgn[x]
i∆γλ√

∆2 − E2

√
2

πkF,λ|x|
e−ζ

−1
λ |x|

[
cos(kF,λ|x| −

3

4
π)− 3

8kF,λ|x|
sin(kF,λ|x| −

3

4
π)

]
(A11)

K1,λ(x;E) = sgn[x]iγλ

√
2

πkF,λ|x|
e−ζ

−1
λ |x|

[
sin(kF,λ|x| −

3

4
π) +

3

8kF,λ|x|
cos(kF,λ|x| −

3

4
π)

]
+ sgn[x]

i2γλ

π (kF,λ|x|)2

(A12)
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I2,λ(x;E) =
−∆γλ√
∆2 − E2

√
2

πkF,λ|x|
e−ζ

−1
λ |x|

[
cos(kF,λ|x| −

1

4
π)− 15

8kF,λ|x|
sin(kF,λ|x| −

1

4
π)

]
(A13)

K2,λ(x;E) = γλ

√
2

πkF,λ|x|
e−ζ

−1
λ |x|

[
sin(kF,λ|x| −

1

4
π) +

15

8kF,λ|x|
cos(kF,λ|x| −

1

4
π)

]
− 2γλ
πkF,λ|x|

(A14)

I3,λ(x;E) = −sgn[x]
i∆γλ√

∆2 − E2

√
2

πkF,λ|x|
e−ζ

−1
λ |x|

[
cos(kF,λ|x| −

3

4
π)− 35

8kF,λ|x|
sin(kF,λ|x| −

3

4
π)

]
(A15)

K3,λ(x;E) = sgn[x]iγλ

√
2

πkF,λ|x|
e−ζ

−1
λ |x|

[
sin(kF,λ|x| −

3

4
π) +

35

8kF,λ|x|
cos(kF,λ|x| −

3

4
π)

]
− sgn[x]

i6γλ

π (kF,λ|x|)2

(A16)

The corresponding Fourier transforms of the above asymptotic forms to the leading order of 1√
kF a

are given by

I0,λ(k;E) = I2,λ(k;E) =
−∆γλ√
∆2 − E2

√
1

2πkF,λa

[
e−i

1
4πLi 1

2

(
eikF,λa−ζ

−1
λ a+ika

)
+ ei

1
4πLi 1

2

(
e−ikF,λa−ζ

−1
λ a+ika

)
+ e−i

1
4πLi 1

2

(
eikF,λa−ζ

−1
λ a−ika

)
+ ei

1
4πLi 1

2

(
e−ikF,λa−ζ

−1
λ a−ika

)]
(A17)

K0,λ(k;E) = K2,λ(k;E) = −iγλ

√
1

2πkF,λa

[
e−i

1
4πLi 1

2

(
eikF,λa−ζ

−1
λ a+ika

)
− ei 14πLi 1

2

(
e−ikF,λa−ζ

−1
λ a+ika

)
+ e−i

1
4πLi 1

2

(
eikF,λa−ζ

−1
λ a−ika

)
− ei 14πLi 1

2

(
e−ikF,λa−ζ

−1
λ a−ika

)]
(A18)

I1,λ(k;E) = I3,λ(k;E) = − i∆γλ√
∆2 − E2

√
1

2πkF,λa

[
e−i

3
4πLi 1

2

(
eikF,λa−ζ

−1
λ a+ika

)
+ ei

3
4πLi 1

2

(
e−ikF,λa−ζ

−1
λ a+ika

)
− e−i 34πLi 1

2

(
eikF,λa−ζ

−1
λ a−ika

)
− ei 34πLi 1

2

(
e−ikF,λa−ζ

−1
λ a−ika

)]
(A19)

K1,λ(k;E) = K3,λ(k;E) = γλ

√
1

2πkF,λa

[
e−i

3
4πLi 1

2

(
eikF,λa−ζ

−1
λ a+ika

)
− ei 34πLi 1

2

(
e−ikF,λa−ζ

−1
λ a+ika

)
− e−i 34πLi 1

2

(
eikF,λa−ζ

−1
λ a−ika

)
+ ei

3
4πLi 1

2

(
e−ikF,λa−ζ

−1
λ a−ika

)]
(A20)

where Lis(z) is the polylogarithm function

Lis(z) =

∞∑
n=1

zn

ns
.

Appendix B: Calculation of the Greens functions Gijl−l′(E)

The Green’s function of a superconductor with Rashba spin-orbit coupling can be expanded in the angular momentum channels
G(k;E) =

∑
lGl(k;E)eilθk . The local Green’s function (i.e. i = j) reads

Giil−l′(E) =

∫
kdk

2π
Gl−l′(k;E) ≡ Gl−l′(E). (B1)
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Using Eqs. (4)-(6), one finds that there are three non-zero local Green’s function corresponding to angular momenta l = −1, 0, 1:

G−1(E) =
iπ (N+ −N−)

2
√

∆2 − E2
(Eσ+τ0 + ∆σ+τx) , (B2)

G0(E) = −π (N+ +N−)

2
√

∆2 − E2
(Eσ0τ0 + ∆σ0τx) , (B3)

G1(E) = − iπ (N+ −N−)

2
√

∆2 − E2
(Eσ−τ0 + ∆σ−τx) . (B4)

The non-local Green’s function (i 6= j) is defined as

Gijm(E) =
πNF

2

∑
λ=±

{
(−iλ)

[(
E

∆
σ+τ0 + σ+τx

)
I|−1+m|,λ + (σ+τz)K|−1+m|,λ

]
+

[(
E

∆
σ0τ0 + σ0τx

)
I|m|,λ + (σ0τz)K|m|,λ

]
+ (iλ)

[(
E

∆
σ−τ0 + σ−τx

)
I|1+m|,λ + (σ−τz)K|1+m|,λ

]}
(B5)

where m = l − l′ = 0, ±1, ±2, and the functions In,λ(xij ;E) and Kn,λ(xij ;E) are given in Appendix A.

Appendix C: Derivation of effective Hamiltonian in deep s-band limit

In this Appendix we provide the details of the derivation of effective Hamiltonian in deep s-band limit. Using the method
outlined in Sec. II, we find that the effective eigenvalue equation for the deep s-band limit reads∑

j,l

Mij
0,l(E)ψj,l = 0. (C1)

After substituting Eq. (14) back into the above equation, one finds

0 =(Mii
0,0 −Mii

0,−1(Mii
−1,−1)−1Mii

−1,0 −Mii
0,1(Mii

1,1)−1Mii
1,0)ψi,0 +

∑
j 6=i

(Mij
0,−1ψj,−1 + Mij

0,0ψj,0 + Mij
0,1ψj,1)

+ Mii
0,−1(Mii

−1,−1)−1
∑
j 6=i

(Mij
−1,−1ψj,−1 + Mij

−1,0ψj,0 + Mij
−1,1ψj,1) (C2)

+ Mii
0,1(Mii

1,1)−1
∑
j 6=i

(Mij
1,−1ψj,−1 + Mij

1,0ψj,0 + Mij
1,1ψj,1).

The assumption kFa � 1 allows one to neglect the terms O((Mi 6=j)2). Using the tight-binding approximation, one finally
arrives at

0 =

[
Mii

0,0 −Mii
0,−1(Mii

−1,−1)−1Mii
−1,0 −Mii

0,1(Mii
1,1)−1Mii

1,0

]
ψi,0

−
∑
j 6=i

[
Mij

0,0 −Mij
0,−1(Mii

−1,−1)−1Mii
−1,0 −Mij

0,1(Mii
1,1)−1Mii

1,0 −Mii
0,−1(Mii

−1,−1)−1Mij
−1,0 −Mii

0,1(Mii
1,1)−1Mij

1,0

]
ψj,0

−
∑
j 6=i

[
Mii

0,−1(Mii
−1,−1)−1Mij

−1,−1(Mii
−1,−1)−1Mii

−1,0 + Mii
0,−1(Mii

−1,−1)−1Mij
−1,1(Mii

1,1)−1Mii
1,0

+ Mii
0,1(Mii

1,1)−1Mij
1,−1(Mii

−1,−1)−1Mii
−1,0 + Mii

0,1(Mii
1,1)−1Mij

1,1(Mii
1,1)−1Mii

1,0

]
ψj,0 +O((Mij)2)

≡
∑
j

Mij
s (E)ψj,0 (C3)
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Appendix D: Local basis in the deep s-band limit

In this Appendix, we provide details for the projection procedure used to the derive an effective Hamiltonian for the deep
s-band limit. Assuming that the magnetic-atom polarization is along ẑ axis, the unnormalized local basis for magnetic impurity
reads:

ϕ+ ∼
(

1, 0, 1, 0
)T

and ϕ− ∼
(

0, 1, 0, −1
)T
.

When the polarization is along x̂-axis, the unnormalized local basis for magnetic impurity is given by

ϕ+ ∼
(

1, 1, 1, 1
)T

and ϕ− ∼
(
−1, 1, 1, −1

)T
.

For the sake of completeness, we also derive effective Hamiltonian when the magnetization is along y-axis. In this case, the
unnormalized local basis for magnetic impurity becomes

ϕ+ ∼
(

1, i, 1, i
)T

and ϕ− ∼
(
i, 1, −i, −1

)T
.

After the projection onto the local basis, the effective Hamiltonian is given by

Hŷs(k)

∆
=

(
hy(k) + dy(k) 0

0 −hy(k) + dy(k)

)
, (D1)

with the functions hy(k) and dy(k) being

hy(k) = εy +
1

2
[I0,+(k) + I0,−(k)] , (D2)

dy(k) =
1

2
[I1,+(k)− I1,−(k)] +

J1α

(1− J1)
[I1,+(k) + I1,−(k)] . (D3)

Here the on-site energy εy = εx. One can see that quasiparticle spectrum in this case is indeed gapless.

Appendix E: Effective Hamiltonian in the long wavelength limit k → 0

It is instructive to expand the functions I(n, k) and K(n, k) appearing in our effective Hamiltonian close to k = 0 in order to
understand the spectrum qualitatively. After some algebra, one finds

I0,λ(k;E = 0) = I2,λ(k;E = 0) = −2γλ

√
1

πkF,λa
A0(kF,λa+ iζ−1

λ a)− 2γλ

√
1

πkF,λa
A2(kF,λa+ iζ−1

λ a)k2 +O(k4),(E1)

I1,λ(k;E = 0) = I3,λ(k;E = 0) = −2γλ

√
1

πkF,λa
B1(kF,λa+ iζ−1

λ a)k +O(k3), (E2)

K1,λ(k;E = 0) = K3,λ(k;E = 0) = 2γλ

√
1

πkF,λa
C1(kF,λa+ iζ−1

λ a)k +O(k3), (E3)

where

A0(z) = Re
[
Li 1

2

(
eiz
)]

+ Im
[
Li 1

2

(
eiz
)]
, (E4)

A2(z) = Im
[
Li− 3

2

(
eiz
)]
, (E5)

B1(z) = Re
[
Li− 1

2

(
eiz
)]
− Im

[
Li− 1

2

(
eiz
)]
, (E6)

C1(z) = Re
[
Li− 1

2

(
eiz
)]

+ Im
[
Li− 1

2

(
eiz
)]
. (E7)

The dependence of the functions A0(z), A2(z), B1(z) and C1(z) on the external parameters is shown in Fig. 7. One can
notice that when kF,λa = 2πn with n being an integer, these functions have singularities which follows from the definition
of polylogarithm function. These singularities are cutoff by the finite coherence length. In realistic systems, however, the
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superconducting coherence length is much larger than the interatomic spacing, and, thus, the parameters such as effective mass
and Fermi velocity are strongly dependent on kFa, see Fig. 7.
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FIG. 7. (Color online) The dependence of the functionsA0(kF,λa+iζ−1
λ a),A2(kF,λa+iζ−1

λ a),B1(kF,λa+iζ−1
λ a) andC1(kF,λa+iζ−1

λ a)
on kF,λa. Here we used ζλ = 10a.

Finally, the expansion of the coefficients in the deep s-band Hamiltonian at k → 0 becomes

h(0)
z =εz −

∑
λ

γλ

√
1

πkF,λa

(
1 +

2αJ1(α− λ)

1 + J1

)
A0(kF,λa+ iζ−1

λ a), (E8)

h(2)
z =−

∑
λ

γλ

√
1

πkF,λa

(
1 +

2αJ1(α− λ)

1 + J1

)
A2(kF,λa+ iζ−1

λ a), (E9)

h(0)
x =εx−

∑
λ

γλ

√
1

πkF,λa

(
1− 2λαJ1

1− J1

)
A0(kF,λa+ iζ−1

λ a), (E10)

h(2)
x =−

∑
λ

γλ

√
1

πkF,λa

(
1− 2λαJ1

1− J1

)
A2(kF,λa+ iζ−1

λ a), (E11)

h(0)
y =εx−

∑
λ

γλ

√
1

πkF,λa

(
1+

2λαJ1

1− J1

)
A0(kF,λa+ iζ−1

λ a), (E12)

h(2)
y =−

∑
λ

γλ

√
1

πkF,λa

(
1+

2λαJ1

1− J1

)
A2(kF,λa+ iζ−1

λ a), (E13)

∆(1) =
∑
λ

iγλ

√
1

πkF,λa

(
λ− 2αJ1

1 + J1

)
C1(kF,λa+ iζ−1

λ a), (E14)

d(1)
y =−

∑
λ

γλ

√
1

πkF,λa

(
λ+

2αJ1

1− J1

)
B1(kF,λa+ iζ−1

λ a). (E15)

The expansion coefficients in the deep p-band Hamiltonian are

h
(0)
11 = ε1 −

∑
λ

γλ

√
1

πkF,λa
A0(kF,λa+ iζ−1

λ a), (E16)

h
(0)
22 = ε2 −

∑
λ

γλ

√
1

πkF,λa
A0(kF,λa+ iζ−1

λ a), (E17)

h
(0)
12 = = −

∑
λ

γλ

√
1

πkF,λa
A0(kF,λa+ iζ−1

λ a), (E18)

h
(2)
11 = h

(2)
22 = h

(2)
12 = −

∑
λ

γλ

√
1

πkF,λa
A2(kF,λa+ iζ−1

λ a), (E19)
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∆
(1)
11 =

∑
λ

iγλ

√
1

πkF,λa

(
λ− 2αJ0

1 + J0

)
C1(kF,λa+ iζ−1

λ a), (E20)

∆
(1)
22 =

∑
λ

iλγλ

√
1

πkF,λa
C1(kF,λa+ iζ−1

λ a), (E21)

∆
(1)
12 =

∑
λ

iγλ

√
1

πkF,λa

(
λ− αJ0

1 + J0

)
C1,(kF,λa+ iζ−1

λ a). (E22)

Appendix F: Derivation of effective Hamiltonian in deep p-band limit

In this Appendix, we provide the details of the derivation of effective Hamiltonian in deep p-band limit. Using the method
outlined in Sec. II, we find the effective eigenvalue equation for the deep p-band limit. The corresponding equations for p-wave
bands are given by ∑

j,l

Mij
−1,l(E)ψj,l = 0 (F1)

∑
j,l

Mij
1,l(E)ψj,l = 0 (F2)

In order to integrate out s-channel, we have to solve for ψi,0 finding that

ψi,0 = −(Mii
1,0)−1(Mii

0,−1ψi,−1 + Mii
0,1ψi,1 +

∑
j 6=i,l

Mij
0,lψj,l). (F3)

Substituting Eq. (F3) into Eq. (F1, F2) and following the same procedure as in Appendix C, we eventually obtain two coupled
equations for the p-wave bands

0 =(Mii
−1,−1 −Mii

−1,0(Mii
0,0)−1Mii

0,−1)ψi,−1 −Mii
−1,0(Mii

0,0)−1Mii
0,1ψi,1

−
∑
j 6=i

[
Mij
−1,−1 −Mij

−1,0(Mii
0,0)−1Mii

0,−1 −Mii
−1,0(Mii

0,0)−1Mij
0,−1 + Mii

−1,0(Mii
0,0)−1Mij

0,0(Mii
0,0)−1Mii

0,−1

]
ψj,−1

−
∑
j 6=i

[
Mij
−1,1 −Mij

−1,0(Mii
0,0)−1Mii

0,1 −Mii
−1,0(Mii

0,0)−1Mij
0,1 + Mii

−1,0(Mii
0,0)−1Mij

0,0(Mii
0,0)−1Mii

0,1)

]
ψj,1 (F4)

0 =−Mii
1,0(Mii

0,0)−1Mii
0,−1ψi,−1 + (Mii

1,1 −Mii
1,0(Mii

0,0)−1Mii
0,1)ψi,1

−
∑
j 6=i

[
Mij

1,−1 −Mij
1,0(Mii

0,0)−1Mii
0,−1 −Mii

1,0(Mii
0,0)−1Mij

0,−1 + Mii
1,0(Mii

0,0)−1Mij
0,0(Mii

0,0)−1Mii
0,−1)

]
ψj,−1

−
∑
j 6=i

[
Mij

1,1 −Mij
1,0(Mii

0,0)−1Mii
0,1 −Mii

1,0(Mii
0,0)−1Mij

0,1 + Mii
1,0(Mii

0,0)−1Mij
0,0(Mii

0,0)−1Mii
0,1

]
ψj,1 (F5)

After some manipulations, one can write eigenvalue equations in the compact form, see Eq. (24).

Appendix G: Local basis in the p-band system

In this Appendix, we discuss the projection procedure in the p-band limit in the case of magnetic impurity spins being aligned
along ẑ axis. In this case, the unnormalized local spinors are given by

φ1,+ ∼
(

1, 0, 1, 0, 0, 0, 0, 0
)T
, φ2,+ ∼

(
0, 0, 0, 0, 1, 0, 1, 0

)T
;

φ1,− ∼
(

0, 0, 0, 0, 0, 1, 0, −1
)T
, φ2,− ∼

(
0, 1, 0, −1, 0, 0, 0, 0

)T
.

Projecting onto the local basis
(
φ1,+, φ2,+, φ1,−, φ2,−

)T
, one arrives at the two-band Hamiltonian defined in Eq. (26)-(34).
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