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We investigate a method for entangling two singlet-triplet qubits in adjacent double quantum
dots via capacitive interactions. In contrast to prior work, here we focus on a regime with strong
interactions between the qubits. The interplay of the interaction energy and simultaneous large
detunings for both double dots gives rise to the “double charge resonant” regime, in which the unpo-
larized (1111) and fully polarized (0202) four-electron states in the absence of interqubit tunneling
are near degeneracy, while being energetically well-separated from the partially polarized (0211 and
1102) states. A rapid controlled-phase gate may be realized by combining time evolution in this
regime in the presence of intraqubit tunneling and the interqubit Coulomb interaction with refo-
cusing π pulses that swap the singly occupied singlet and triplet states of the two qubits via, e.g.,
magnetic gradients. We calculate the fidelity of this entangling gate, incorporating models for two
types of noise – charge fluctuations in the single-qubit detunings and charge relaxation within the
low-energy subspace via electron-phonon interaction – and identify parameter regimes that optimize
the fidelity. The rates of phonon-induced decay for pairs of GaAs or Si double quantum dots vary
with the sizes of the dipolar and quadrupolar contributions and are several orders of magnitude
smaller for Si, leading to high theoretical gate fidelities for coupled singlet-triplet qubits in Si dots.
We also consider the dependence of the capacitive coupling on the relative orientation of the double
dots and find that a linear geometry provides the fastest potential gate.

I. INTRODUCTION

Electrons spins confined within semiconductor quan-
tum dots form the basis of a highly controllable
and potentially scalable approach to solid-state quan-
tum information processing.1–5 The encoding of spin
quantum bits (qubits) in two-electron singlet and
triplet states of a double quantum dot2,6–8 enables
rapid, universal manipulation via tuning of the singlet-
triplet (exchange) splitting through electrical control
over the double-dot potential9 combined with static
magnetic field gradients,10,11 without requiring time-
dependent magnetic fields and while simultaneously pro-
viding protection against errors induced by hyperfine
interaction.8,9,12–18 Coherent control of singlet-triplet
qubits has been experimentally demonstrated in the con-
text of both single-qubit manipulation9,11,17,19–21 and
two-qubit entanglement.22,23

For a pair of singlet-triplet qubits coupled via tunnel-
ing, the effective exchange interaction can be used to
carry out two-qubit gates;7,24–28 however, this approach
typically requires an accompanying mechanism for sup-
pressing errors due to leakage out of the qubit subspace
during gate operation. Alternatively, two singlet-triplet
qubits in adjacent double dots may be entangled via
capacitive coupling.2,22,23,29–36 In this case, interqubit
tunneling is absent and the entanglement instead origi-
nates from the Coulomb interaction of the multipole mo-
ments associated with the different charge distributions
of the singlet and triplet states.15 The spin-dependent
charge dipole moments of spatially separated singlet-
triplet qubits can also be coupled to microwaves, enabling

long-range, high-frequency gating.37,38 Nevertheless, re-
alizing robust entangling gates in the presence of the
charge-based decoherence mechanisms typically existing
in the solid state, including both dephasing8,15,39–42 and
relaxation via, e.g., coupling to phonons,8,12,43–48 re-
mains challenging.

Here, we consider a pair of capacitively coupled singlet-
triplet qubits in the absence of interqubit tunneling. In
contrast to the repulsive interqubit dipole-dipole interac-
tion originally considered in Ref. 2, we focus specifically
on the case of an attractive dipole-dipole interaction, im-
plemented by adjusting via external gate voltages the
energy detunings between the singly and doubly occu-
pied two-electron charge configurations such that they
are large for both double dots. The interplay of these
large detunings and the Coulomb interaction energy gives
rise to the “double charge resonant” regime, as we de-
scribe below.

Combining time evolution in this regime with single-
qubit π pulses that swap the singly occupied singlet and
triplet states of both qubits using, e.g., static magnetic
gradients23 leads to a controlled π-phase (or controlled-
Z) entangling gate. As a consequence of the attractive
dipole-dipole interaction, increasing the speed of this gate
simultaneously decreases the gate error due to charge
noise. We calculate the gate fidelity in the presence of
charge fluctuations in the double-dot detunings and iden-
tify gate voltages and coupling strengths at which the
fidelity is optimized. We then investigate charge relax-
ation due to electron-phonon coupling for both GaAs and
Si double quantum dots in linear and purely quadrupo-
lar dot configurations and determine the effects of both
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this relaxation and fast charge noise on the gate fidelity.
Finally, we consider the geometry dependence of the in-
terqubit capacitive coupling and identify the linear geom-
etry as a configuration that maximizes the gate speed.

II. MODEL AND DOUBLE CHARGE
RESONANT REGIME

We consider two singlet-triplet qubits, realized within
a pair of adjacent two-electron double quantum dots [Fig.
1(a)] with only the lowest orbital level of each dot taken
into account. Each two-electron double dot encodes one
qubit. As in Ref. 2, we initially assume a linear geometry
in which the tunnel barriers are adjusted via gates such
that tunneling occurs only between the dots within each
qubit, while adjacent dots belonging to different qubits
are coupled purely capacitively. We can write a Hubbard
Hamiltonian for the system49 as Hhub = Ha +Hb +Hint,
where

Hα = Hαn +Hαt, (1)

Hαn =
∑
i=1,2

[
εαinαi +

Uα
2
nαi(nαi − 1)

]
+ Vαnα1nα2, (2)

Hαt =
∑
i 6=j

∑
σ

tαc
†
αiσcαjσ, (3)

is the Hamiltonian for double dot α = a, b, andHint is the
capacitive interaction between the double dots. For sim-
plicity, we initially include only the dominant interaction
term for the linear geometry we consider,

Hint = Uabna2nb1. (4)

Equations (2) and (4) are expressed in terms of the elec-
tron number operators nαi =

∑
σ nαiσ =

∑
σ c
†
αiσcαiσ,

where c†αiσ creates an electron in dot i of qubit α with
spin σ =↑, ↓ and orbital energy εαi. These terms deter-
mine the energy of each four-electron charge configura-
tion |na1 na2 nb1 nb2〉 in the absence of interdot tunnel-
ing. The quantities Uα and Vα are the Coulomb repulsion
energies for two electrons in the same dot and in differ-
ent dots within qubit α, respectively. Hαt couples the
double-dot charge configurations (nα1, nα2) via tunnel-
ing, and tα denotes the tunneling amplitude for double
dot α. As discussed in Refs. 2 and 8, each double dot can
be described in the two-electron regime as an effective
three-level system with a state space spanned by

|T11〉 ≡ |(1, 1)T0〉 =
1√
2

(
c†1↑c

†
2↓ + c†1↓c

†
2↑

)
|0〉 , (5)

|S11〉 ≡ |(1, 1)S〉 =
1√
2

(
c†1↑c

†
2↓ − c

†
1↓c
†
2↑

)
|0〉 , (6)

|S02〉 ≡ |(0, 2)S〉 = c†2↑c
†
2↓ |0〉 , (7)

where the qubit index α has been suppressed for clarity.
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Figure 1. (a) Schematic diagram of capacitively coupled dou-
ble quantum dots in the charge states |1111〉 and |0202〉 . The
interdot spacing within each double dot is d, and the separa-
tion between the centers of the double dots is R. (b) Energy
level diagram for the main four-electron charge configurations
considered in the present work, illustrating the double charge
resonant regime.

In our analysis of the capacitively coupled double-
dot pair system, we focus on the four-electron charge
subspaces |1111〉 , |0202〉 , |1102〉 , and |0211〉 . Noting
that Hhub conserves both the total spin and the to-
tal z component of spin and that Hαt couples only
the two-electron singlet states |S11〉 and |S02〉 within
double dot α, we may consider the subspace spanned
by product states of the form |Sa, Sb〉 ≡ |Sa〉 ⊗ |Sb〉 ,
where |Sα〉 ∈ {|S11〉 , |S02〉} for α = a, b. In the basis
{|S11, S11〉 , |S02, S02〉 , |S11, S02〉 , |S02, S11〉} , the Hamil-
tonian has the representation

Hhub =


0 0

√
2tb
√

2ta
0 δ

√
2ta
√

2tb√
2tb
√

2ta ∆b 0√
2ta
√

2tb 0 ∆a

 , (8)

where ∆a ≡ −εa+Ua−Va+Uab and ∆b ≡ −εb+Ub−Vb−
Uab are the effective energy detunings between |S11〉 and
|S02〉 for double dots a and b, respectively (accounting
for coupling to the other double dot), εα ≡ εα1 − εα2,
and δ ≡ ∆a + ∆b − Uab is the energy difference be-
tween |S11, S11〉 and |S02, S02〉 . The detunings ∆α are
controlled via tuning of the on-site energies via gate volt-
ages, which set εa and εb.

The controlled-phase gate for two singlet-triplet qubits
discussed in Sec. III involves tunneling from |S11〉 to
|S02〉 for α = a, b, which simultaneously induces dipole
moments in both double dots. Given that the interqubit
Coulomb interaction strength Uab > 0, the regime of
interest for the operation of this gate is that in which
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∆α � δ > 0 for α = a, b, so that |S11, S11〉 is lower in
energy than |S02, S02〉, while |S11, S11〉 and |S02, S02〉 are
energetically well-separated from |S11, S02〉 and |S02, S11〉
[Fig. 1(b)]. We refer to this regime as the “double
charge resonant regime,” as the attractive interaction be-
tween the dipole moments of the two double dots in the
state |S02, S02〉 effectively brings it into near-resonance
with |S11, S11〉 . Note that this regime is not accessible
in the scenario originally studied in Ref. 2, where the
state |S02, S20〉 is considered instead of |S02, S02〉 and the
interqubit Coulomb interaction between the dipole mo-
ments is repulsive.

We show in Sec. III that, in contrast to the nonreso-
nant regime of Ref. 2, the double charge resonant regime
enables a controlled-phase gate to be generated by dy-
namics within an effective low-energy subspace derived
from |S11, S11〉 and |S02, S02〉 . In order to compare two-
qubit phase gates in the nonresonant and double charge
resonant regimes, we now estimate the scaling of the
phase gate errors in the presence of detuning noise. Us-
ing Eq. (8), we calculate the fourth-order energy shift
for the state |S11, S11〉 due to the interqubit capacitive
coupling (i.e., the additional energy shift for Uab 6= 0),
which gives the rate of the phase gate. For the non-
resonant regime, the Hamiltonian has the same form as
Eq. (8) with the replacements |S02, S02〉 → |S02, S20〉 ,
|S11, S02〉 → |S11, S20〉 , and δ = ∆a + ∆b + Uab (here,
∆b ≡ εb + Ub − Vb + Uab). Assuming ∆a = ∆b ≡ ∆
and ta = tb ≡ t for simplicity, we find a phase gate rate
ε1111 = 8t4 (δ − 2∆) /∆3δ.

Setting ∆′ = ∆+ξ, where ξ represents classical, static,
Gaussian-distributed noise in the single-qubit detunings
due to gate voltage fluctuations,42 we can write the non-
trivial phase factor acquired by the state derived from
|S11, S11〉 for Uab 6= 0 as eiφ

′
, with φ′ = φ0 + φξ. Here,

φ0 ≡ ε1111τgate is the phase acquired during the gate time
τgate in the absence of noise and φξ ≈

(
4t2/∆2

)
ξτgate

represents the phase fluctuations, approximated using
the second-order energy shift. Averaging over the noise
gives

〈
eiφ

′
〉

= e−Γ2
ξτ

2

eiφ0 ≈
(

1− Γ2
ξτ

2
)
eiφ0 with

Γξ ∼ t2/∆2T ∗2,ξ (T ∗2,ξ denotes the dephasing time as-
sociated with the charge fluctuations ξ), so that the
phase gate error can be approximated as err ≈ Γ2

ξτ
2
gate ∼

δ2∆2/t4 (δ − 2∆)
2
T ∗22,ξ. For the nonresonant regime, δ =

2∆ + Uab and err ∼
(
∆2/t2

)
(1 + 2∆/Uab)

2
/
(
tT ∗2,ξ

)2

,

while for the double charge resonant regime, δ = 2∆−Uab
and err ∼ δ2/t2

(
tT ∗2,ξ

)2

. Thus, the phase gate er-
ror due to gate voltage fluctuations has the scaling ∼
∆2/t2 for the nonresonant regime, which is unfavorable
for suppressing errors arising from dipole transitions to
|S11, S20〉 and |S02, S11〉 by keeping ∆/t large. On the
other hand, the error scales as ∼ δ2/t2 in the double
charge resonant regime, so that faster gates (correspond-
ing to stronger coupling Uab and therefore smaller δ for
fixed ∆) are also associated with smaller error.

We now proceed with a more detailed analy-
sis of the double charge resonant regime and con-
sider the low-energy effective Hamiltonian in the sub-
space {|S11, S11〉 , |S02, S02〉} . Applying a Schrieffer-Wolff
transformation of the form H̃ = eλAHhube

−λA with
λ ∝ tα (assuming ta ∼ tb) to the Hamiltonian in Eq.
(8), we choose A such that the coupling to the higher-
energy states |S11, S02〉 and |S02, S11〉 is eliminated up to
O
(
λ2
)
. Expressions for the basis states resulting from

this transformation are given in Appendix A.
Defining σz =

∣∣∣S̃11, S11

〉〈
S̃11, S11

∣∣∣ −∣∣∣S̃02, S02

〉〈
S̃02, S02

∣∣∣ , the effective Hamiltonian within
the transformed subspace is

Heff = −
(
Ja + Jb −

jd
2

)
1− jd

2
σz − jxσx, (9)

where, in terms of the charge admixture parameters ηα ≡
tα/∆α, δ, and the difference of the detunings ∆d ≡ ∆a−
∆b,

Ja ≡ η2
a (Uab + δ + ∆d) , (10)

Jb ≡ η2
b (Uab + δ −∆d) , (11)

jd ≡ δ − 2

(
Ja

δ + ∆d

Uab − δ −∆d

+Jb
δ −∆d

Uab − δ + ∆d

)
, (12)

jx ≡ 2ηaηbUab

[
1 + δ

(
1

Uab − δ −∆d

+
1

Uab − δ + ∆d

)]
. (13)

Diagonalization of Eq. (9) yields the eigenstates
|g〉 = cos θ

∣∣∣S̃11, S11

〉
− sin θ

∣∣∣S̃02, S02

〉
and |e〉 =

sin θ
∣∣∣S̃11, S11

〉
+ cos θ

∣∣∣S̃02, S02

〉
, where

tan θ =
jd − Ω

2jx
(14)

and Ω ≡ Ee−Eg =
√
j2
d + 4j2

x is the energy gap between
|g〉 and |e〉 . The spectrum of Heff is shown in Fig. 2 as
a function of δ for Uab = 200 µeV, ∆d = 0, and ηa =
ηb ≡ η0 = 0.1. An avoided crossing occurs at δ = 0, i.e.,
when |S11, S11〉 and |S02, S02〉 are resonant. For δ � 0,

|g〉 ≈
∣∣∣S̃11, S11

〉
and |e〉 ≈

∣∣∣S̃02, S02

〉
.
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Figure 2. Spectrum of Heff [Eq. (9)] as a function of δ for
Uab = 200 µeV, ∆d = 0, and ηa = ηb ≡ η0 = 0.1.

III. CONTROLLED-PHASE GATE

The time evolution generated by the Hamiltonian Heff

[Eq. (9)] within the two-singlet subspace spanned by{∣∣∣S̃11, S11

〉
,
∣∣∣S̃02, S02

〉}
leads to a controlled-phase gate

between the two singlet-triplet qubits that is based on ca-
pacitive coupling in the double charge resonant regime.
In order to obtain this two-qubit entangling gate, we
now incorporate the triplet states of the double dots [Eq.
(5)] into the analysis. Since the full sequence for the
controlled-phase gate also involves single-qubit rotations
around two orthogonal axes, we consider the Hamiltonian
Hhub +HaZ +HbZ , where

HαZ =
gµB

2

∑
i=1,2

∑
σ,σ′

c†αiσ (Bαi · σα) cαiσ′ (15)

represents Zeeman coupling to magnetic fields Bαi for
double dot α (here, g is the effective electron g fac-
tor and µB denotes the Bohr magneton). Combining
this Zeeman coupling with the spin-independent Hub-
bard term Hα [Eqs. (1)-(3)] that leads to the exchange
Jα enables universal one-qubit control of singlet-triplet
qubits.2,7–9,11,17,19–21 In the basis {|T11〉 , |S11〉 , |S02〉}
[Eqs. (5)-(7)], H ′α ≡ Hα +HαZ takes the form2,8

H ′α =

 0 ωαZ 0

ωαZ 0
√

2tα
0
√

2tα ∆α

 , (16)

where we have defined the energy associated with a
static magnetic field gradient of magnitude dBα ≡
(Bα1 −Bα2) /2 along the single-spin quantization axis as
ωαZ ≡ gµBdBα.

We initially consider the double charge resonant regime
(∆α � δ) in the limit ωαZ → 0 and keep only the term
Hα in the Hamiltonian for double dot α. Elimination of
the doubly occupied singlet state |S02〉 gives the effective
Hamiltonian HαJ ≡ −Jα

∣∣∣S̃11

〉〈
S̃11

∣∣∣ = Jα (Zα − 1) /2,

where Z ≡ |T11〉 〈T11| −
∣∣∣S̃11

〉〈
S̃11

∣∣∣ , which generates

a rotation around the z axis of the Bloch sphere
for the singlet-triplet qubit.2,8,9 Combining HαJ for
α = a, b and Heff [Eq. (9)] yields, in the two-qubit basis{
|T11, T11〉 ,

∣∣∣S̃11, T11

〉
,
∣∣∣T11, S̃11

〉
,
∣∣∣S̃11, S11

〉
,
∣∣∣S̃02, S02

〉}
,

HJ =


0
−Ja

−Jb
−Ja − Jb −jx
−jx −Ja − Jb + jd

 .

(17)
The dynamics generated by HJ are described by the op-
erator

ÛJ (τ) ≡ e−iHJτ =


1

eiJaτ

eiJbτ

e−iHeffτ

 , (18)

where

e−iHeffτ = ei(Ja+Jb−jd/2)τ

[
cos

(
Ωτ

2

)
1

+i sin

(
Ωτ

2

)(
jd
Ω
σz +

2jx
Ω
σx

)]
. (19)

The gate ÛJ thus describes an oscillation between∣∣∣S̃11, S11

〉
and

∣∣∣S̃02, S02

〉
with frequency Ω, together with

z-axis rotations of the individual qubits. This evolution
occurs in the double charge resonant regime illustrated
in Figs. 1 and 2.

To obtain a controlled-phase gate using ÛJ that incor-
porates robustness to single-qubit exchange errors, we
construct a gate sequence that includes spin-echo (re-
focusing) pulses.50 For a singlet-triplet qubit, phase er-
rors accumulated due to exchange fluctuations can be
canceled via a π rotation about the x axis of the Bloch
sphere,2,51 and simultaneous π pulses can be applied to
both qubits.23 Since single-qubit x-axis rotations are gen-
erated by the terms HaZ and HbZ [see Eqs. (15) and
(16)], the refocusing pulses are applied in the regime
ωαZ � Jα for α = a, b. This regime can be reached by
adjusting the double-dot detunings such that the |0211〉
and |1102〉 states are energetically closer than |0202〉 to
the |1111〉 state, with ∆α .

∣∣∣δ̃∣∣∣−tα for α = a, b (here, we

use a new symbol δ̃ in order to indicate that the range
of values of ∆a + ∆b − Uab is different from that of δ in
the double charge resonant regime). The effective Hamil-
tonian is HZ ≡ ωZ (Xa +Xb) + δ̃

∣∣∣S̃02, S02

〉〈
S̃02, S02

∣∣∣ ,
where X ≡ |T11〉

〈
S̃11

∣∣∣ +
∣∣∣S̃11

〉
〈T11| and we choose

dBa = dBb for simplicity. The associated evolution
is e−iHZτ , which for τ = π/2ωZ is equal to Rπ ≡
−XaXb + e−iπδ̃/2ωZ

∣∣∣S̃02, S02

〉〈
S̃02, S02

∣∣∣ . We note that
applying Rπ results in the accumulation of a relative
phase between the |0202〉 and |1111〉 charge subspaces.
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The full sequence for the controlled-phase gate in
terms of the exchange gate in the double charge reso-
nant regime, ÛJ , and the refocusing pulse gate, Rπ, is
given by

PSe
−iφe−iHaJτae−iHbJτbRπÛJ (τn)RπÛJ (τn)PS

=


1

1

1

e2iφ

 . (20)

Here, τn = 2πn/Ω and φ = (1− jd/Ω)nπ, where
n is an integer, τα = φ/Jα, and PS is the projec-
tor onto the four-dimensional |1111〉 subspace spanned
by
{
|T11, T11〉 ,

∣∣∣S̃11, T11

〉
,
∣∣∣T11, S̃11

〉
,
∣∣∣S̃11, S11

〉}
. In the

next section, we consider the controlled π-phase gate,
which corresponds to φ = π/2.

IV. CHARGE NOISE AND GATE FIDELITY

In practice, the performance of the controlled-phase
gate in Eq. (20) is affected by charge noise.8,15,40,42,52,53
We now investigate the effects of classical, Gaussian-
distributed noise in δ and ∆d due to gate voltage fluc-
tuations and set δ′ = δ + ξs, ∆′d = ∆d + ξd, where ξs
and ξd are assumed to be uncorrelated and have the dis-
tributions ρβ (ξβ) = e−ξ

2
β/2σ

2
β/
√

2πσβ with charge noise
standard deviations σβ for β = s, d. In what follows, we
assume that Rπ and the single-qubit rotations in Eq. (20)
are ideal in order to focus on effects due to errors in ÛJ ,
which is the gate derived from the capacitive interaction
of the double dots in the double charge resonant regime.
Errors due to residual magnetic gradient terms are dis-
cussed briefly at the end of this section.

We therefore consider the simpler gate sequence

Uφ ≡ ÛJ (τn)RπÛJ (τn) =


eiφ

1

1

eiφ

eiζ

 , (21)

where ζ =
{

2 (Ja + Jb − jd)n/Ω + 1− δ̃/2ωZ
}
π and we

have neglected a trivial global phase factor. Equation
(21) represents the ideal gate sequence. We determine
the gate sequence U ′φ in the presence of charge noise by
expanding the terms in the Hamiltonian HJ [Eq. (17)],
which are defined in Eqs. (10)-(13), up to second order
in the fluctuations ξβ . For h = Ja, Jb, jd, jx,

h′ ≡ h (δ′,∆′d) ≈ h (δ,∆d) +
∂h

∂δ′

∣∣∣∣
0

ξs +
∂h

∂∆′d

∣∣∣∣
0

ξd

+
1

2

∂2h

∂δ′2

∣∣∣∣
0

ξ2
s +

1

2

∂2h

∂∆′2d

∣∣∣∣
0

ξ2
d

+
∂2h

∂δ′∂∆′d

∣∣∣∣
0

ξsξd,

where we use the notation |0 ≡ |δ′=δ,∆′
d=∆d

. Substitution
of these expressions into Eq. (18) then yields U ′φ.

For an initial state |ψin〉 , we define the minimum fi-
delity as

Fmin =
〈

Tr
[
ρ̂

(0)
outρ̂out

]〉
ξs,ξd

=

ˆ ∞
−∞

ˆ ∞
−∞

Tr
[
ρ̂

(0)
outρ̂out

]
×ρs (ξs) ρd (ξd) dξsdξd, (22)

where ρ̂
(0)
out ≡ Uφ |ψin〉 〈ψin|U†φ is the final state

after evolution under the ideal gate sequence
and ρ̂out ≡ U ′φ |ψin〉 〈ψin|U ′†φ is the final state
after the corresponding evolution in the pres-
ence of charge noise. We choose |ψin〉 =
1
2

(
|T11, T11〉+

∣∣∣S̃11, T11

〉
+
∣∣∣T11, S̃11

〉
+
∣∣∣S̃11, S11

〉)
in order to maximize the error (see Appendix B) and
assume that this state can be prepared without errors.
Fmin is then independent of ζ, as there is initially zero
probability that the system is in the state

∣∣∣S̃02, S02

〉
[see

Eq. (21)]. We find

Tr
[
ρ̂

(0)
outρ̂out

]
= cos2

[
nπ

2

(
j′d
Ω′
− jd

Ω

)]
, (23)

where Ω′ =
√
j′2d + 4j′2x .

We now calculate Fmin for the controlled π-phase gate.
The associated constraint φ = π/2 [see Eq. (20)] leads
to n = [2 (1− jd/Ω)]

−1
. Since n must be an integer,

this relation restricts the possible values of δ and ∆d

for fixed values of the charge admixture parameters ηa,
ηb and the capacitive coupling strength Uab. For the pa-
rameter regime we consider in the present work, we find
that n varies more strongly with δ than with ∆d and
set ∆d = 0 for simplicity in the remainder of the anal-
ysis. Choosing ηa = ηb ≡ η0 = 0.1 and σs = 2 µeV,54
we solve the constraint for the values of δ correspond-
ing to n = 1, 2, . . . , 15 and calculate Fmin via numeri-
cal integration using Eq. (22). By repeating this cal-
culation for a range of coupling strengths Uab, we ob-
tain the variation of Fmin with δ and Uab shown in Fig.
3. We see that Fmin increases with increasing coupling
strength Uab as expected. For a given value of Uab, Fmin

also increases as δ increases, i.e., as the energy sepa-
ration between |S11, S11〉 and |S02, S02〉 becomes larger
and the contribution of |S02, S02〉 to the ground state de-
creases. For δ = 41 µeV (corresponding to n = 14) and
Uab = 150 µeV, Fmin > 0.999 and the time for the gate
ÛJ is τn = 2πn/Ω ≈ 1 ns.

While we assume ideal echo pulses Rπ in the present
analysis, switching times for the magnetic gradients used
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Figure 3. Minimum fidelity Fmin [Eq. (22)] of the controlled-
phase gate sequence [Eq. (21)] for φ = π/2, ∆d = 0, and
η0 = 0.1 as a function of the energy difference δ and the
capacitive coupling strength Uab [see Fig. 1(b)]. The values
of δ in the plot are calculated for each value of Uab by solving
the constraint φ = π/2 with the chosen parameter values for
n = 1, 2, . . . , 15 (see the main text). Note that this implies
that the range of δ varies with Uab for fixed η0. The values of
δ are therefore given in units of the value of Uab with which
they are associated.

to generate Rπ which are longer than the timescale of
the qubit dynamics will lead to residual magnetic gradi-
ents that remain during the action of the exchange gate
ÛJ . The residual Zeeman energy ωZ,res will modify the
Hamiltonian in Eq. (17) and thus lead to errors. Setting
Ja = Jb ≡ J0 and assuming ωZ,res � J0, we can regard
the residual magnetic gradient terms as a perturbation to
HJ and obtain an upper bound for the allowable residual
gradient dBres using the condition τnω2

Z,res/J0 � 1. For
η0 = 0.1, δ = 41 µeV, and Uab = 150 µeV, this condition
yields ωZ,res � 1 µeV, corresponding to dBres � 40 mT
for GaAs dots (with g = −0.44) and dBres � 10 mT for
Si dots (with g = 2).

V. CHARGE RELAXATION VIA PHONONS

A. Relaxation rate

In addition to charge noise arising from gate voltage
fluctuations, charge relaxation due to electron-phonon
coupling also affects the coherence of the capacitively
coupled double-dot system we consider. Here, we de-
termine the rate Γ of relaxation via phonons that oc-
curs between the eigenstates |g〉 and |e〉 of Heff [Eq.
(9)], as illustrated in Fig. 2. From Fermi’s golden rule,
Γ ∼ |〈g|Hep |e〉|2 ρ (Ω) , whereHep is the electron-phonon
interaction Hamiltonian and ρ (Ω) is the phonon density
of states at the gap energy Ω. In the following analy-
sis, we consider acoustic phonons in both GaAs and Si

quantum dots and calculate Γ for the higher-energy state,
assuming kBT . ~jx. The electron-phonon interaction
for GaAs is described by the Hamiltonian55

HGaAs =
∑
µ,k

√
~

2ρ0V0cµk
(kΞlδµ,l − iβ)

×
(
aµ,k + a†µ,−k

)
Mk, (24)

while the Hamiltonian for Si has the form56

HSi = i
∑
µ,k

√
~

2ρ0V0cµk
(k · ε̂µ,k Ξd

+ kz′ ẑ
′ · ε̂µ,k Ξu)

(
aµ,k + a†µ,−k

)
Mk. (25)

In Eqs. (24) and (25), a†µ,k creates an acoustic phonon
with wave vector k, polarization µ [the sum is taken over
one longitudinal mode (µ = l) and two transverse modes
(µ = p)], phonon speed cµ, energy εph = ~cµk, and
unit polarization vector ε̂µ,k, ρ0 is the mass density of
the material, V0 is the crystal volume, Ξl is the defor-
mation potential and β is the piezoelectric constant for
GaAs, Ξd (Ξu) is the dilation (uniaxial) deformation po-
tential for Si, ẑ′ denotes the direction of uniaxial strain,
and δµ,l is the Kronecker delta function. The different
phonon terms appearing in Eqs. (24) and (25) reflect the
fact that the crystal structure of GaAs lacks a center of
symmetry, whereas unstrained Si has a centrosymmetric
crystal structure: while both deformation potential and
piezoelectric phonons contribute to the electron-phonon
coupling in GaAs, there is no contribution from piezoelec-
tric phonons for Si.55 Thus, the strength of the electron-
phonon coupling and the associated relaxation rate are
expected to be much smaller for Si quantum dots.5

The factor in HGaAs and HSi encompassing the cou-
pling to electron charge degrees of freedom is Mk =

M
(a)
k +M

(b)
k , where

M
(α)
k ≡

∑
i,j=1,2

∑
σ

〈α, i| eik·r |α, j〉 c†αiσcαjσ (26)

and r is the electron position operator. Note that in
our calculation, we take each double dot to be cou-
pled independently to the same phonon bath.39,43 Thus,
we implicitly assume that the phonon mean free path
is greater than the size of the system, so that scat-
tering of phonons between interactions with the elec-
tron pairs in the two double dots can be neglected.
The matrix elements in Eq. (26) depend on the
spatial configuration of the four quantum dots and
are evaluated using the two-dimensional Gaussian wave
functions Ψαi (r) ≡ 〈r |α, i〉 = ψ (x− xαi)ψ (y − yαi)
for i = 1, 2 and α = a, b, where ψ (q) =

e−q
2/4σ2

/
(
2πσ2

)1/4
. Re-expressing M

(a)
k and M

(b)
k

in the basis {|S11, S11〉 , |S02, S02〉 , |S11, S02〉 , |S02, S11〉}
and using the same Schrieffer-Wolff transformation used
for Hhub in Sec. II to write M̃k = eλAMke

−λA ≈



7

0.05 0.10 0.15 0.20 0.25 0.30

50

100

150

200

250

300

∆!2Uab

2
U
ab
"ΜeV#

0.05 0.10 0.15 0.20 0.25 0.30

50

100

150

200

250

300

∆!Uab

U
ab
"ΜeV#

(a) (b)

(c) )(d

#full
#dip
#quad

0 10 20 30 40 50 60 70
0.01

0.1

1

10

100

∆ "ΜeV#

#
"GHz

#

#full
#quad

0 10 20 30 40 50 60 70
0.01

0.1

1

10

100

∆ "ΜeV#
#
"GHz

#

0.05

0.1

0.2

0.5

1

2

5

10

# "GHz#

0.0001

0.001

0.01

0.05

0.1

0.2

0.5

1

2

5

10

# "GHz#

Figure 4. Rate of relaxation via electron-phonon coupling for capacitively coupled GaAs double quantum dots [Eq. (24)]. The
rate is calculated as a function of δ and the total interqubit capacitive coupling strength [see Fig. 1(b)], which is equal to Uab for
the linear dot geometry (a) and 2Uab for the purely quadrupolar dot geometry (b) considered in the present work (see the main
text). The parameter values used are ∆d = 0, η0 = 0.1, d = 140 nm, R = 2d, the GaAs effective mass m∗ = 0.067me (where
me is the free-electron mass), dot size σ = 20 nm, and phonon parameter values ρ0 = 5.3 × 103 kg/m3, cl = 5.3 × 103 m/s,
ct = 2.5 × 103 m/s, Ξl = 7 eV, and β = 1.4 × 109 eV/m.57 (c) Dipolar (Γdip) and quadrupolar (Γquad) contributions to the
full relaxation rate (Γfull) for the linear geometry of Fig. 1(a) with Uab = 200 µeV. (d) Comparison of Γquad and Γfull for the
purely quadrupolar geometry, corresponding to θ = π/2 and ϕ = 0 in Fig. 7(a), with 2Uab = 200 µeV.

Mk +λ [A,Mk] + λ2

2 [A, [A,Mk]] , we determine the tran-
sition matrix element

〈g|Mk |e〉 = cos θ sin θ
(
〈S11, S11| M̃k |S11, S11〉

− 〈S02, S02| M̃k |S02, S02〉
)

+ cos2 θ 〈S11, S11| M̃k |S02, S02〉
− sin2 θ 〈S02, S02| M̃k |S11, S11〉 .

The relaxation rates for GaAs and Si are given
by ΓGaAs = glI (Ω/~cl) + gpI (Ω/~cp) and ΓSi =
slKl (Ω/~cl) + spKp (Ω/~cp) , with the momentum-space
angular integrals

I (k) ≡
ˆ
|〈g|Mk |e〉|2 dΩang, (27)

Kl (k) ≡
ˆ (

1 + γ cos2 χ
)2 |〈g|Mk |e〉|2 dΩang, (28)

Kp (k) ≡
ˆ
γ2 cos2 χ sin2 χ |〈g|Mk |e〉|2 dΩang (29)

and the factors

gl =
Ω

8π2~2ρ0c3l

(
Ω2

~2c2l
Ξ2
l + β2

)
, (30)

gp =
2Ω

8π2~2ρ0c3p
β2, (31)

sµ =
Ω3

8π2~4ρ0c5µ
Ξ2
d, µ = l, p. (32)

In writing Eqs. (28) and (29), we have chosen one of the
two transverse (µ = p) phonon polarization axes to lie
orthogonal to ẑ′ [see Eq. (25)] and defined χ as the angle
between k and ẑ′. We also define γ ≡ Ξu/Ξd, and Ωang

denotes the momentum-space solid angle.
We calculate the relaxation rates via numerical inte-

gration for the linear geometry depicted in Fig. 1(a),
which has both dipolar and quadrupolar moments, as
well as for a purely quadrupolar geometry, which cor-
responds to a rectangular arrangement of the dots ob-
tained from the general configuration illustrated in Fig.
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Figure 5. Rate of relaxation via electron-phonon coupling for capacitively coupled Si double quantum dots [Eq. (25)]. The
rate is calculated as a function of δ and the total interqubit capacitive coupling strength [see Fig. 1(b)], which is equal to Uab

for the linear dot geometry (a) and 2Uab for the purely quadrupolar dot geometry (b) considered in the present work (see the
main text). The parameter values used are ∆d = 0, η0 = 0.1, d = 140 nm, R = 2d, the Si effective mass m∗ = 0.19me, dot
size σ = 22 nm, and phonon parameter values ρ0 = 2.33 × 103 kg/m3, cl = 9.33 × 103 m/s, ct = 5.42 × 103 m/s, Ξd = 5 eV,
and Ξu = 8.77 eV.56,58 (c) Dipolar (Γdip) and quadrupolar (Γquad) contributions to the full relaxation rate (Γfull) for the
linear geometry of Fig. 1(a) with Uab = 200 µeV. (d) Comparison of Γquad and Γfull for the purely quadrupolar geometry,
corresponding to θ = π/2 and ϕ = 0 in Fig. 7(a), with 2Uab = 200 µeV.

7(a) by setting θ = π/2 and ϕ = 0. For the linear
case (corresponding to θ = 0, ϕ = π), we set xa1 =
− (R+ d) /2, xa2 = − (R− d) /2, xb1 = (R− d) /2,
xb2 = (R+ d) /2, and yαi = 0 for all α and i. The
coordinates of the dot centers for the pure quadrupole
are (xa1, ya1) = (−d/2, R/2) , (xa2, ya2) = (d/2, R/2) ,
(xb1, yb1) = (d/2,−R/2) , (xb2, yb2) = (−d/2,−R/2) ,
and we take as the interqubit Coulomb interaction term
for the quadrupolar geometry

Hint = Uab (na2nb1 + na1nb2) . (33)

Equation (33) leads to δ = ∆a + ∆b − 2Uab and corre-
sponding modifications to Eqs. (10)-(13) for the case of
the purely quadrupolar system. Note that the total cou-
pling strength between the qubits for the quadrupolar
geometry is effectively twice that for the linear geome-
try. We therefore vary 2Uab for the quadrupolar system
over the same range of values of Uab considered for the
linear configuration, in order to focus on the geometry-
dependent variation in the relaxation rate.

The calculated relaxation rates are shown for GaAs in
Fig. 4 and for Si in Fig. 5 as a function of δ and the

interqubit capacitive coupling strength, where we choose
∆d = 0, η0 = 0.1, d = 140 nm, and R = 2d. Comparing
Figs. 4(a) for the linear geometry and 4(b) for the purely
quadrupolar geometry, we see that both relaxation rates
increase with increasing Uab but exhibit a nonmonotonic
dependence on δ. While the largest rates shown for both
geometries are ∼ 10 GHz, the rate for the quadrupolar
geometry reduces to . 100 kHz for the smallest values of
δ and Uab considered. On the other hand, we see from
Fig. 4(a) that the rate reduces only to ∼ 10 MHz for the
linear geometry. Figures 5(a) and 5(b) reveal that the
relaxation rates for Si dots are several orders of magni-
tude smaller than those for GaAs dots, as expected due
to the absence of piezoelectric phonons in Si.5 The rates
increase as both Uab and δ are increased, with a maxi-
mum rate ∼ 1 MHz for the parameter ranges considered.
At the smallest values of δ and Uab shown, relaxation for
the linear geometry has a rate ∼ 1 Hz [Fig. 5(a)], while
the rate for the purely quadrupolar geometry [Fig. 5(b)]
is two orders of magnitude smaller.

We now consider separately the contributions of the
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dipolar and quadrupolar terms in Mk to the total re-
laxation rates for coupled GaAs and Si double dots
in both the linear and the purely quadrupolar geome-
tries. For phonon wavelengths long compared to the
size of the quantum dot system, we can write eik·r ≈
1 + ik · r− (k · r)

2
/2. The dipolar (Γdip) and quadrupo-

lar (Γquad) contributions to the rate are then obtained
by calculating the relaxation rates with the transition
matrix elements 〈g| ik ·r |e〉 and 〈g| (k · r)

2
/2 |e〉 , respec-

tively, substituted for the full matrix element 〈g|Mk |e〉
in Eqs. (27)-(29). We see in Figs. 4(c) and 5(c) that,
for both GaAs and Si, the full relaxation rate Γfull for
the linear geometry contains a large dipolar contribution
and a much smaller quadrupolar contribution. The large
dipolar term can be understood from the fact that a net
dipole moment exists for the four-electron system in the
linear configuration. In contrast, the purely quadrupo-
lar geometry [Figs. 4(d) and 5(d)] lacks a net dipole
moment, so that Γdip = 0 in this case. While a large
discrepancy exists between the quadrupolar contribution
Γquad and Γfull for GaAs, Γfull for Si is well described
by the quadrupolar term. This can be understood from
the fact that, over the range of δ (and thus Ω) we con-
sider, the ratio of the system size (∼ R) to the phonon
wavelength is less than 1 for Si. On the other hand, the
corresponding ratio for GaAs becomes larger than 1 at
sufficiently large values of δ.

B. Modification of controlled-Z gate fidelity

Having calculated the rate of phonon-induced charge
relaxation within the two-singlet subspace spanned by{∣∣∣S̃11, S11

〉
,
∣∣∣S̃02, S02

〉}
, we now determine the effect of

this decay on the gate fidelity calculated in Sec. IV for
the linear quantum dot geometry. In order to incorpo-
rate the relaxation into the dynamics, we consider the
Lindblad master equation for the density matrix within
the two-singlet subspace ρ̂s, which can be written in the
form

˙̂ρs = −i
[
H̃, ρ̂s

]
+ Γaρ̂sa

† (34)

with â ≡
∣∣∣S̃11, S11

〉〈
S̃02, S02

∣∣∣ and
H̃ ≡ Heff − i

Γ

2
â†â = Heff − i

Γ

2

∣∣∣S̃02, S02

〉〈
S̃02, S02

∣∣∣ .
(35)

We assume Γ, jx � jd and neglect the final (quantum-
jump) term in Eq. (34). Within this approximation, we
can regard the dynamics in the two-singlet subspace [Eq.
(19)] as being generated by the non-Hermitian “Hamilto-
nian” in Eq. (35) instead of Heff .

We can then estimate the effect of the phonon decay

on the dynamics by making the replacements

ei[(Ja+Jb)τn+φ]
∣∣∣S̃11, S11

〉〈
S̃11, S11

∣∣∣
→ e−Γeffτnei[(Ja+Jb)τn+φ]

∣∣∣S̃11, S11

〉〈
S̃11, S11

∣∣∣ ,
ei[(Ja+Jb)τn+φ]

∣∣∣S̃02, S02

〉〈
S̃02, S02

∣∣∣
→ e−Γ2τnei[(Ja+Jb)τn+φ]

∣∣∣S̃02, S02

〉〈
S̃02, S02

∣∣∣
in ÛJ (τn) [see Eq. (18)]. Here, Γeff ≡ Γj2

x/2j
2
d and the

explicit form of Γ2 does not enter into the calculation
for our choice of initial state |ψin〉 , which is defined en-
tirely within the effective |1111〉 subspace. Incorporating
these modifications into the gate sequence in Eq. (21), we
determine the resulting modified minimum gate fidelity
F ′min using Eq. (22).

The results are shown in Fig. 6(a) for GaAs dots and
in Fig. 6(b) for Si dots. Comparing these plots with
Fig. 3, we see that the phonon-induced decay results in
a large reduction of the gate fidelity for GaAs, as ex-
pected from the fact that ΓGaAs ∼ 100 MHz − 10 GHz
is comparable to 1/τn. In contrast, essentially no mod-
ification to the fidelity occurs for the case of Si, since
ΓSi . 1 MHz � 1/τn. Thus, we find that an implemen-
tation of the controlled-Z gate based on Si quantum dots
provides robustness to phonon-induced decay.

While the analysis so far has assumed quasistatic
charge noise, fast charge noise also affects the coherence
of singlet-triplet spin qubits in practice.42 Accordingly,
we also calculate the modified minimum fidelity F ′′min of
the controlled-phase gate in the presence of decay with
an effective rate Γ′eff ≡ Γeff + Γchg, where Γchg is the fast
charge noise frequency. Note that, for realistic devices,
Γchg may vary with the particular operating point via
the dependence of the detuning noise spectral density on
this point.42 Here, we assume that Γchg is independent of
the operating point for simplicity. The results for GaAs
(Si) dots are shown for Γchg = 1 MHz (representing the
high-frequency limit of the noise spectra analyzed in Ref.
42) in Fig. 6(c) [Fig. 6(d)] and for Γchg = 1 GHz in Fig.
6(e) [Fig. 6(f)]. We find that, while the gate fidelity
for GaAs dots is further degraded in the presence of fast
charge noise, fidelities of up to F ′′min ∼ 0.999 are in prin-
ciple possible for Si dots even in the presence of 1 MHz
charge noise. Charge noise of frequency Γchg = 1 GHz
results in a significant reduction of the gate fidelity for Si
dots, which becomes similar to that for GaAs dots with
Γchg = 1 GHz [Fig. 6(e)] as expected from the fact that
ΓSi � 1 GHz [see Fig. 5(a)].

VI. DEPENDENCE OF CAPACITIVE
COUPLING ON DOT GEOMETRY

Finally, we consider how the capacitive coupling
strength varies with the relative orientation of the double
dots.53 Specifically, we consider the geometry shown in
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Figure 6. (a),(b) Modified minimum fidelity F ′min of the controlled-phase gate sequence [Eq. (21)] for φ = π/2, in the presence
of decay due to electron-phonon coupling in (a) GaAs and (b) Si quantum dots arranged in the linear geometry of Fig. 1(a).
The parameters used in the calculation are identical to those given in the captions of Figs. 3,4, and 5. (c)-(f) Modified minimum
fidelity F ′′min in the presence of both phonon-induced decay and charge noise of frequency Γchg, calculated for (c) GaAs dots
with Γchg = 1 MHz, (d) Si dots with Γchg = 1 MHz, (e) GaAs dots with Γchg = 1 GHz, and (f) Si dots with Γchg = 1 GHz.

Fig. 7(a) and the general form of the capacitive interac-
tion term in the Hamiltonian, given by

HC =
1

2

∑
i 6=j

Uijninj . (36)

In Eq. (36), we have for notational convenience re-
defined the dot indices a1, a2, b1, and b2 as 1, 2, 3, and
4, respectively. The matrix element of the Coulomb in-
teraction between the electrons in dot i and dot j with

center positions Ri = (xi, yi) and Rj = (xj , yj) , respec-
tively, is55

Uij ≡ 〈ij|
1

r
|ij〉

≡
ˆ |Ψi (r)|2 |Ψj (r′)|2

|r− r′| drdr′, (37)

where Ψi (r) ≡ 〈r |i〉 = ψ (x− xi)ψ (y − yi) and ψ is the
one-dimensional Gaussian function defined in Sec. V.
We assume R � d [see Fig. 7(a)] and estimate Uij by
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the leading order term in the multipole expansion of the
Coulomb interaction as

Uij ∼
1

|Ri −Rj |
. (38)

Defining E (n1 n2 n3 n4) as the energy of the charge
state |n1 n2 n3 n4〉 , the Coulomb energy that sets the
speed of the controlled-Z gate in the double charge reso-
nant regime is given by

U0202 ≡ E (0202)− E (1111)− [E (0211)− E (1111)]

− [E (1102)− E (1111)]

= E (0202) + E (1111)− E (0211)− E (1102)

= U13 + U24 − U14 − U23. (39)

We note that Eq. (39) includes the term U23 = Uab,
which is the dominant term in U0202 for the parameter
regime we consider in the present work. U0202 depends
on the parameters R, d, θ, and ϕ through Eq. (38).

The dependence of U0202 on the relative orientation of
the two double dots, determined by θ and ϕ [see Fig.
7(a)], is shown in Fig. 7(b) for fixed R/d. From this
dependence, we see that the linear geometry (θ = 0, ϕ =
π) is associated with a minimum energy, corresponding
to an attractive dipole-dipole interaction of maximum
strength, and therefore provides the fastest gate. On the
other hand, the case θ = 0, ϕ = 0 corresponds to a
maximum repulsive interaction strength.

Note that Eq. 38 is approximately independent of the
dot size σ. Thus, to leading order, the interqubit capaci-
tive coupling strength for R� d is largely insensitive to
variations in the sizes of the dots and depends primarily
on the dot center positions. While the sensitivity of the
intraqubit tunneling amplitudes to dot size differences
may modify the charge admixture ηα and thus lead to
changes in the gate speed, this sensitivity will not qualita-
tively affect the approach discussed in the present work.
In addition, knowledge of the dot size variation should
in principle enable tuning of the gate voltages control-
ling the double dot potentials in order to compensate for
changes in the intraqubit charge admixture and thereby
optimize the fidelity.

VII. CONCLUSIONS

In the present work, we have investigated capacitively
coupled singlet-triplet qubits in a pair of adjacent dou-
ble quantum dots in the double charge resonant regime,
where the interqubit Coulomb interaction leads to near-
degeneracy between the |1111〉 and |0202〉 charge states.
This regime is different from that considered in Ref.
2 and subsequent work, where the two-qubit coupling
relies on a repulsive dipole-dipole interaction. Using
the dynamics generated within the two-singlet subspace
by the capacitive coupling, we derived a sequence for
a controlled-phase gate that includes spin echo pulses
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Figure 7. (a) Illustration of a pair of double dots having
interdot distance d, separated by distance R, and with relative
in-plane orientation determined by the angles θ and ϕ. (b)
Variation of the capacitive coupling U0202 [Eq. (39)] with θ
and ϕ for R/d = 3.

to correct for single-qubit dephasing. For this gate se-
quence, we showed that rapid gates with fidelities greater
than 0.9998 in the presence of classical, static charge
noise are in principle achievable by adjusting the indi-
vidual qubit detunings to appropriate values. We also
studied the relaxation of coupled singlet-triplet qubits
via electron-phonon interaction for quantum dots in both
GaAs and Si. The full relaxation rates, as well as their
dipolar and quadrupolar contributions, were calculated
for both linear and purely quadrupolar dot geometries.
For the linear dot geometry, we showed that the presence
of phonon-induced decay results in a large decrease in the
gate fidelity for GaAs dots but does not significantly af-
fect the fidelity in the case of Si dots due to much slower
charge relaxation. In addition, we found that fidelities
greater than 0.999 are in principle possible for Si dots
even in the presence of 1 MHz charge noise. Finally, we
showed that the linear geometry gives rise to the fastest
two-qubit gate.

These results demonstrate that the intraqubit detun-
ings, interqubit interaction strengths, and geometry of a
capacitively coupled pair of double dots can be chosen
in order to optimize the controlled-Z gate fidelity. Im-
plementations of this gate in the double charge resonant
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regime using Si dots arranged in a linear geometry should
lead to high fidelities in the presence of both quasistatic
and fast charge noise as well as relaxation via phonons.
Improvements to the results of the present work might be
found by considering the double charge resonant regime
for, e.g., multi-electron singlet-triplet qubits,59–62 which
are expected to have enhanced robustness to charge noise
due to screening of the Coulomb interaction by the addi-
tional electrons in the dots. Finally, we note that mea-
sured relations for the exchange coupling as a function
of detuning in double dots20,42 deviate from the detun-
ing dependence in Eqs. (10) and (11) derived from the
Hubbard model and thus may lead to different optimal
operating points for the controlled-phase gate. Potential
future directions therefore also include exploring exten-
sions to the Hubbard model as well as more sophisticated
charge noise models34,36 in order to obtain a more accu-
rate description of capacitively coupled double dots in
the double charge resonant regime.
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Appendix A: Basis states obtained via
Schrieffer-Wolff transformation

Here, we give expressions for the corrected states re-
sulting from the Schrieffer-Wolff transformation used to
obtain the effective Hamiltonian Heff [Eq. (9)]. Up to
second order in the charge admixture parameters ηa and
ηb defined in Sec. II, we find∣∣∣S̃11, S11

〉
≈
(
1− η2

a − η2
b

)
|S11, S11〉

− 2ηaηb

(
U2
ab − δ2 + ∆2

d

)
(Uab − δ)2 −∆2

d

|S02, S02〉

+
√

2ηb |S11, S02〉+
√

2ηa |S02, S11〉 , (A1)

∣∣∣S̃02, S02

〉
≈
[

1− η2
a

(Uab + δ + ∆d)
2

(Uab − δ −∆d)
2

−η2
b

(Uab + δ −∆d)
2

(Uab − δ + ∆d)
2

]
|S02, S02〉

−2ηaηb

(
U2
ab − δ2 + ∆2

d

)
(Uab − δ)2 −∆2

d

|S11, S11〉

+
√

2ηa
(Uab + δ + ∆d)

(Uab − δ −∆d)
|S11, S02〉

+
√

2ηb
(Uab + δ −∆d)

(Uab − δ + ∆d)
|S02, S11〉 , (A2)

∣∣∣S̃11, S02

〉
≈
[

1− η2
a

(Uab + δ + ∆d)
2

(Uab − δ −∆d)
2 − η2

b

]
|S11, S02〉

−2ηaηb

(
U2
ab + δ2 −∆2

d

)
(Uab − δ)2 −∆2

d

|S02, S11〉

−
√

2ηb |S11, S11〉

−
√

2ηa
(Uab + δ + ∆d)

(Uab − δ −∆d)
|S02, S02〉 , (A3)

∣∣∣S̃02, S11

〉
≈
[

1− η2
a − η2

b

(Uab + δ −∆d)
2

(Uab − δ + ∆d)
2

]
|S02, S11〉

−2ηaηb

(
U2
ab + δ2 −∆2

d

)
(Uab − δ)2 −∆2

d

|S11, S02〉

−
√

2ηa |S11, S11〉

−
√

2ηb
(Uab + δ −∆d)

(Uab − δ + ∆d)
|S02, S02〉 . (A4)

Appendix B: Minimum fidelity

The expression in Eq. (23) for the minimum fidelity of
the controlled π-phase (or controlled-Z) gate is obtained
using the particular state |ψin〉 chosen for the analysis in
the present work. Here, we show that this initial state
represents only one possible element of a more general
class of states that minimize the gate fidelity (and thus
maximize the error) for a given charge noise distribution.
We write ρ̂(0)

out ≡ Uφ |ψ〉 〈ψ|U†φ and ρ̂out ≡ U ′φ |ψ〉 〈ψ|U ′†φ
for an arbitrary initial state |ψ〉 ≡ cTT |T11, T11〉 +

cST

∣∣∣S̃11, T11

〉
+ cTS

∣∣∣T11, S̃11

〉
+ cSS

∣∣∣S̃11, S11

〉
, where

cTT , cST , cTS , and cSS are complex coefficients. The gate
fidelity then becomes [see Eq. (22)]

f ≡ Tr
[
ρ̂

(0)
outρ̂out

]
=
∣∣∣〈ψ|U†φU ′φ |ψ〉∣∣∣2

= A2 +B2 + 2AB cos

[
nπ

(
j′d
Ω′
− jd

Ω

)]
, (B1)

with A ≡ |cTT |2 + |cSS |2 and B ≡ |cTS |2 + |cST |2 . Noting
that the minimum value of the cosine function is -1, we
then find fmin = A2 + B2 − 2AB = (A−B)

2
. This has

a minimum value of zero for A = B. Together with the
normalization condition A + B = 1 for |ψ〉 , this yields
A = B = 1/2, so that

fmin =
1

2
+

1

2
cos

[
nπ

(
j′d
Ω′
− jd

Ω

)]
= cos2

[
nπ

2

(
j′d
Ω′
− jd

Ω

)]
, (B2)

which agrees with the expression for the
minimum fidelity in Eq. (23) determined
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using the specific input state |ψin〉 =
1
2

(
|T11, T11〉+

∣∣∣S̃11, T11

〉
+
∣∣∣T11, S̃11

〉
+
∣∣∣S̃11, S11

〉)
.

Note that for this state, cTT = cSS = cTS = cST = 1/2,
which satisfies A = B = 1/2. Thus, |ψin〉 represents a

particular initial state that minimizes the gate fidelity.
All such states lead to the same expression for fmin [Eq.
(B2)].
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