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We present a general scheme to model an energy for analyzing interfaces between crystalline solids, quantitatively including the effects of varying configurations and lattice strain. This scheme is successfully applied to the modeling of likely interface geometries of several solid state battery materials including Li metal, Li$_3$PO$_4$, Li$_3$PS$_4$, Li$_2$O, and Li$_2$S. Our formalism, together with partial density of states analysis, allows us to characterize the thickness, stability, and transport properties of these interfaces. We find that all of the interfaces in this study are stable with the exception of Li$_3$PS$_4$/Li. For this chemically unstable interface, the partial density of states helps to identify mechanisms associated with the interface reactions. Our energetic measure of interfaces and our analysis of the band alignment between interface materials indicate multiple factors which may be predictors of interface stability, an important property of solid electrolyte systems.

I. INTRODUCTION

A. Overview

The study of the detailed geometries and energetics of interfaces between solids, important to a number of technologies, provides interesting challenges to condensed matter modeling. These challenges include the large number of possible interface configurations, the role of lattice strains and defects, and, in some cases, the occurrence of chemical reactions. There have been a number of review monographs and articles which have described many of these effects$^{1-3}$ as have a number of detailed case studies.$^{4-8}$ In the present work we highlight and extend the methods needed to model these effects and use them to investigate interfaces relevant to the development of solid state batteries.

There is growing evidence that solid state battery electrolytes offer stability and efficiency advantages, especially wider electrochemical windows, relative to liquid electrolyte chemistries.$^9$ Interface properties play an important role in solid state battery performance and well-characterized electrolyte interfaces have been the focus of recent experimental$^{10}$ and theoretical$^{11,12}$ work. The study of interfaces also provides a mechanism for directly probing the electrochemical window of potential solid electrolyte materials. As a result, there is a compelling incentive to study and to optimize interfaces between solid electrolytes and anode materials, between solid electrolytes and cathode materials, and between solid electrolytes and buffer layer materials. Computer simulation applied to specific idealized examples of these interfaces can advance this effort in terms of analyzing likely interface geometries and their energies.

The interface systems considered in this study follow our previous studies of lithium phosphate and thiosphosphate interfaces,$^{13}$ including the Li$_3$PO$_4$/Li, Li$_3$PS$_4$/Li, and Li$_3$PS$_4$/Li$_2$S interfaces. Our previous work suggests that Li$_2$S can serve as a buffer layer for lithium thiosphosphate electrolytes, which motivated an examination of Li$_2$S/Li interfaces in this study. In addition, we also consider Li$_2$O/Li interfaces which have been studied by a number of authors.$^{14-22}$ While these interfaces are predominantly related to possible electrolyte/anode materials in Li ion batteries,$^{23}$ our methodology should apply equally well to solid state cathode interfaces.$^{11,24}$

The manuscript is organized as follows. Section I B introduces some of the general concepts of interface analysis. Section II A presents the general equations used in this work, while Section II B presents the calculational details. Results for equilibrium interface energies are detailed in Sec. III A, with a summarizing table presented at the end of the section. Analysis of the partial densities of states of the interface systems is presented in Sec. III B. In addition to the study of the equilibrium systems, some aspects of ion transport and interface reactions are presented in Sec. III C. The results are discussed in Sec. IV and concluding remarks are contained in Sec. V.

B. Interfaces between solid materials

For a given interface, its configuration Ω can be described in terms of the positions of all of the atoms that make up the interface. Among the innumerable possibilities for the interface configuration Ω between materials a and b, there are three broad classifications based on the extent to which the lattices of the two materials align.$^{1,3}$ A coherent interface exhibits nearly perfect compatibility between the lattice constants of the two materials at the interface, and the lattice planes are continuous across the interface. The resulting interface structure can be described by a single periodic phase, with periodicity set by the lattice constants of the composite system. At a semi-coherent interface, the two materials have similar but not equal lattice spacing, which results in lattice strain at the interface. In order to relieve this strain, semi-coherent interfaces typically involve defect sites at the interface, so that not all of the lattice planes are continuous across the interface boundary. For an incoherent interface, there is significant mismatch between the lattice constants of the two materials, and there is no significant continuity of lattice planes across the interface.

A number of energetic measures to characterize inter-
faces have been defined in the literature.\textsuperscript{1–8} The interface energy ($\gamma_{ab}$) between materials $a$ and $b$ is defined as the energy difference between an interface system and the bulk energy of the two materials that comprise it for a given $\Omega$.

$$\gamma_{ab}(\Omega) = \frac{E_{ab}(\Omega, A, n_a, n_b) - n_aE_a - n_bE_b}{A} . \quad (1)$$

Here, $E_{ab}$ denotes the total energy of the complete system containing the interface, and it depends on how many formula units of materials $a$ and $b$ comprise the interface ($n_a$ and $n_b$ respectively), as well as on the configuration $\Omega$ and the interfacial area $A$. $E_a$ and $E_b$ denote the bulk energy per formula unit for materials $a$ and $b$ respectively. Versions of Eq. (1) appropriate for non-stoichiometric interfaces, as well as systems at varying temperatures and pressures exist in the literature,\textsuperscript{1,3} but are not covered in detail here.

Another energy measure is the ideal work $W_{ab}$ of adhesion or separation\textsuperscript{2,5} which models the idealized separation of the interface into two surfaces in vacuum:\textsuperscript{25}

$$W_{ab}(\Omega) = \gamma_{a, vac}(\Omega) + \gamma_{b, vac}(\Omega) - \gamma_{ab}(\Omega) . \quad (2)$$

In this expression $\gamma_{a, vac}(\Omega)$ and $\gamma_{b, vac}(\Omega)$ denote the ideal surface energies of materials $a$ and $b$ in vacuum for the particular cleavages implied by the configuration $\Omega$.

$\Omega$ depends on the positions of all of the atoms at the interface and includes not only the detailed geometries, but also the effects of cleavage planes, interface alignment, and defect structures produced by lattice mismatch. There are, in principle, many possible interface configurations, but in practice we expect likely interfaces to exhibit both relatively low interface energies and local order approximately consistent with either the bulk ordering of material $a$ or with that of material $b$, or with both. While there may not be a single value of $\gamma_{ab}$ for two materials, by sampling likely configurations $\Omega$ we can establish both a likely value for $\gamma_{ab}$ and an estimate for the range of its variation.

Because $\gamma_{ab}$ is an intensive energy, it can in principle be computed by determining the $\gamma_{ab}$ values of successively larger subregions of the interface using the convergence of the limit

$$\lim_{\Omega_x \to \Omega} \gamma_{ab}(\Omega_x) = \gamma_{ab}(\Omega) , \quad (3)$$

where $\Omega_x$ denotes the atomic configuration in some sample interface volume. Because $\Omega$ may exhibit periodic structure on a variety of different length scales,\textsuperscript{1} $\lim_{\Omega_x \to \Omega} \gamma_{ab}(\Omega_x)$ is not monotonic and correctly computing this limit requires careful consideration of possible interface structures, especially dislocation defects caused by lattice mismatch between the two interface materials.

In the following sections, we further develop these ideas to provide a practical scheme for the simulation of interface systems. While our formulation focuses primarily on relatively ordered interfaces, by explicitly accounting for the lattice strain energy, we are able to estimate the likely extent of interface disorder.

\section*{II. FORMALISM AND METHODS}

\subsection*{A. Formalism}

While the definition of the interface energy given in Eq. (1) is fully general, it is prohibitively expensive to evaluate the energy of realistic trial configurations $\Omega$ and difficult even to satisfactorily converge the sampling limit $\Omega_x$. In the interest of efficiency, instead we consider approximate interface configurations $\Omega$ that correspond to periodic ordered phases we label $\Omega$. In the case of a coherent interface, where there is no mismatch between the lattices of the interface materials the interface phase described by $\Omega$ is automatically periodic and $\Omega=\Omega$.

The more likely case is that of the semi-coherent interface, where there is some degree of lattice mismatch between the two phases. By imposing periodic boundary conditions to the simulation system, a lattice strain is naturally introduced into the system to bring the two lattices into alignment. This strain energy scales with the amount of material under strain and can be assumed to have the functional form $\widetilde{E}_{str}(\Omega, n_a, n_b)$. Consequently, while we can still define an interface energy according to Eq. (1), it is no longer an intensive quantity; the interface energy calculated in the periodic cell now depends on $n_a$ and $n_b$.

$$\tilde{\gamma}_{ab}(\tilde{\Omega}, n_a, n_b) = \frac{\tilde{E}_{ab}(\tilde{\Omega}, A, n_a, n_b) - n_aE_a - n_bE_b}{A} . \quad (4)$$

The terms of this equation are defined identically to those in Eq. 1, although for clarity we label the quantities computed in our periodic cell with a tilde. Because of the periodic boundary conditions, each simulation cell contains two interfaces and the area $A$ represents the combined area of both. Correspondingly, $\tilde{\gamma}_{ab}(\tilde{\Omega}, n_a, n_b)$ is the average of the two interface energies. Because of the lattice strain, $\tilde{\gamma}_{ab}$ does not converge with respect to system size in the direction perpendicular to the interface. For the true interface configuration $\Omega$, the strain is relieved by the formation of dislocation defects so the strain energy $\widetilde{E}_{str}(\tilde{\Omega}, n_a, n_b)$ present in $\tilde{\gamma}_{ab}$ is unphysically large.

Subtracting the strain energy from $\tilde{\gamma}_{ab}$ is equivalent to calculating the interface energy in the coherent limit, and is given by the equation

$$\tilde{\gamma}_{ab}^{lim} (\tilde{\Omega}) = \tilde{\gamma}_{ab}(\tilde{\Omega}, n_a, n_b) - \frac{\widetilde{E}_{str}(\tilde{\Omega}, n_a, n_b)}{A} = \frac{\tilde{E}_{ab}(\tilde{\Omega}, A, n_a, n_b) - n_aE_a - n_bE_b - \tilde{E}_{str}(\tilde{\Omega}, n_a, n_b)}{A} . \quad (5)$$

In this equation, $\tilde{E}_{str}$ denotes the strain energy, $A$ is the area of the interface, $\tilde{\Omega}$ the interface configuration in the periodic cell, $n_a$ and $n_b$ represent the number of formula units of materials $a$ and $b$, and $E_a$ and $E_b$ represent the energy per formula unit of the two materials in their unstrained bulk configurations. Unlike
\( \gamma_{ab}(\Omega, n_a, n_b), \gamma_{ab}^{\text{lim}}(\Omega) \) does not depend on \( n_a \) or \( n_b \), and thus converges much better with respect to system size and provides a better estimate of \( \gamma_{ab}(\Omega) \). Similar ideas were previously discussed by Benedek et al.3

The definition of \( \gamma_{ab}^{\text{lim}}(\Omega) \) assumes that the interface interaction has a finite range and that beyond some threshold value of \( n_a \) or \( n_b \) additional formula units of material \( a \) or \( b \) only affect the strain energy. \( E_{\text{str}} \) can be determined in multiple ways, but the approach taken in this work exploits the dependence of both \( \gamma_{ab} \) and \( E_{\text{str}} \) on the system size. We calculated \( \gamma_{ab} \) for several interface systems which had the same interface configuration \( \Omega \) and had their lattices fixed to the bulk values of material \( a \), but with which had different amounts of material \( b \). For these systems beyond the threshold value of \( n_b \) Eq. 5 can be rearranged to obtain the relation

\[
\gamma_{ab}^{\text{lim}}(\Omega, n_b) = \gamma_{ab}^{\text{lim}}(\Omega) + n_b \sigma
\]  

(6)

where \( \sigma \) is a constant related to the strain energy in material \( b \). This approach both enables an explicit treatment of the strain energy and makes the results less sensitive to possible phase changes in material \( b \) due to the combined effects of the interface and interface strain. Plotting \( \gamma_{ab}(\Omega, n_b) \) against \( n_b \) yields a straight line with slope \( \sigma \) and intercept \( \gamma_{ab}^{\text{lim}}(\Omega) \). As an aside, we note that instead of the explicit inclusion of a strain energy term as in Eq. (5), some authors account for strain by replacing the \( E_a \) and \( E_b \) terms in Eq. (4) with the per formula unit energies of the strained bulk systems \( E_a \) and \( E_b \).

It is important to note that in subtracting the strain energy from \( \gamma_{ab}(\Omega) \) to obtain \( \gamma_{ab}^{\text{lim}}(\Omega) \), we do not capture the energy contributions from the defects that relieve the strain in the real system. \( \gamma_{ab}^{\text{lim}}(\Omega) \) is thus an underestimate of the true interface energy \( \gamma_{ab}(\Omega) \), which should fall between \( \gamma_{ab}^{\text{lim}} \) and \( \gamma_{ab} \). For coherent and semicoherent cases where \( \Omega \approx \Omega \) this gives the relation

\[
\gamma_{ab}^{\text{lim}}(\Omega) \leq \gamma_{ab}(\Omega) \leq \gamma_{ab}(\Omega, n_a, n_b)
\]  

(7)

with the equalities corresponding to the coherent case. The difference between \( \gamma_{ab} \) and \( \gamma_{ab}^{\text{lim}} \) can thus provide an error bound for the difference between the true interface energy and the energy calculated in the coherent limit. This error bound provides an estimate of the error associated with the limited in-plane size of the periodic supercell approximation of the interface, i.e., the in-plane lattice supercell error.

**B. Methods**

**1. General computational methods**

The computational methods are based on density functional theory (DFT)26,27 using the projector augmented wave (PAW) formalism28 as implemented in the Quantum Espresso software package.29 The PAW basis and projector functions needed for each atom were generated by the AtomPaw code.30 The exchange-correlation functional used in this work was the local density approximation (LDA),31 which has been used in previous studies13 and has been shown to work well for this class of materials. The Bloch wavefunctions were well-converged within a plane wave cutoff of 64 Rydbergs. The k-space sampling was evaluated using a Monkhorst Pack scheme32 with a typical grid volume of 0.03 Å⁻³ or smaller and Gaussian smearing of 0.001 Ry. The partial densities of states were determined from weight factors for each state approximating the electron density within the augmentation sphere about each atomic site as explained in Ref. 13 and then averaged over atomic sites within a given set \( s \). Explicitly, the partial density of states for a set of atomic sites \( s \) is given by

\[
N^s(E) = \frac{1}{M_s} \sum_{a \in s} N^a(E) \text{ where }
\]

\[
N^a(E) = \left( \sum_{n \mathbf{k}} W_{a \delta n \mathbf{k}} Q_{a \delta n \mathbf{k}}^s \delta(E - E_{a \mathbf{k}}) \right),
\]  

(8)

where the \( M_s \) denotes the number of atoms \( a \) in set \( s \) and \( W_{a \delta n \mathbf{k}} \) denotes the Brillouin zone weighting factor for approximating the Brillouin zone integration. Here the factor \( Q_{a \delta n \mathbf{k}}^s \) is given by the charge within the augmentation sphere of atom \( a \) for state \( n \mathbf{k} \). In practice, the \( \delta \) function is represented by a Gaussian smoothing function with a width of 0.14 eV. The k-point sampling for evaluating the partial densities of states was typically eight times denser than that used for the structural optimization studies and in some cases was further increased in order to generate smoother curves. The “ nudged elastic band” (NEB) method33–35 as programmed in the QUANTUM ESPRESSO package was used to estimate activation energies. Visualizations of the supercell configurations were constructed using the XCrySDEN36,37 and VESTA38 software packages.

**2. Interface representations**

Supercells constructed with alternating sections of materials \( a \) and material \( b \) were used to evaluate Eqs. (4) and (6). For the interfaces considered in this study, we chose the electrolytes as material \( a \), which means that the supercell lattice constants were fixed in accordance with Eq. 6 to their calculated bulk values which are listed in Table I. The slab geometry and periodic boundary conditions resulted in the formation of two \( a-b \) interfaces in each simulation cell, and for most systems the interfaces were constructed to be symmetrically equivalent.

In order to observe the linear relationship implied by Eq. (6), we constructed sets of supercells with a fixed interface configuration \( \Omega \) and a varying number of layers of material \( b \). Possible interface configurations were discovered by optimizing both the atomic positions and
the supercell lattice constant normal to the interface of trial structures. Because the number of possible configurations is large and because the relaxation algorithm only discovers local minima, we started the optimization from several globally distinct initial configurations to better sample the configuration space. These initial configurations were generated in several ways over course of this study.

One approach common in the literature is to choose surface planes for materials $a$ and $b$ with similar lattice constants in order to construct a supercell with minimal lattice mismatch at the interface. While we followed this approach for many of our interface systems, of the reported configurations, only the Li$_3$PS$_4$/Li$_2$S interface configuration was determined using this method alone.

One limitation of this approach is that the high degree of order in the initial configuration limits the ability of the optimization algorithm to find interface structures that differ significantly from the initial guess. Determining likely trial structures for Li metal in particular is complicated by the existence at low temperature of several energetic structures for Li metal in particular that differ significantly from the initial guess. Determining the optimized supercell geometry is an orthorhombic metric so that the reported value of $\gamma_{ab}^{lim}$ characterizes both interfaces in each supercell.

### A. Interface configurations and their energies

The lattice constants for the bulk materials used in this study are listed in Table I. Note that due to our use of the LDA exchange-correlation functional there is a systematic (2%) under-estimate of the lattice constants. However, it has been well-documented that the relative coordinates and the energetics are well-represented in the class of materials considered here. Using the formalism developed in the previous section, we simulated solid-solid interfaces for several electrolyte materials. The individual case studies are presented here, and the interface energies $\gamma_{ab}^{lim}$ for the various materials and interface configurations are summarized in Table II. Whenever possible, the interface supercells were constructed symmetrically so that the reported value of $\gamma_{ab}^{lim}$ characterizes both interfaces in each supercell.

#### 1. Li$_2$O/Li

The interface between Li$_2$O and Li metal has been well-characterized in the literature. In this work, we focus on interfaces with the non-polar (110) surface of Li$_2$O. We considered multiple interface configurations $\tilde{\Omega}$, and two representative cases are depicted in Fig. 1. In general we found that beyond three layers, the dependence of the results on the total number of electrolyte layers was negligible, although the number of layers does affect the symmetry of the resulting slab. Depending on the Li slab symmetry, the number of electrolyte layers had to be adjusted in order to maintain symmetric interfaces within the cell, as illustrated by the geometries shown in Fig. 1.

The calculated lattice constant for Li$_2$O ($Fm\bar{3}m$) in our simulations was 4.53 Å. For both of the reported configurations the supercell geometry is an orthorhombic cell with lattice constants equal to 4.53 Å in the [100] direction and 6.31 Å in the [110] direction. The lattice constant in the [110] direction depends on the amount of metallic Li in the simulated system.

For the interface labeled Li$_2$O/Li($\bar{1}O_1$) the metallic Li structure is patterned after the Li structure within Li$_2$O, as illustrated in Fig. 1(a). The interface labeled Li$_2$O/Li($\bar{1}O_2$), shown in Fig. 1(b), is representative of several similar interfaces whose Li positions were derived from optimizing an initial configuration generated by adding approximately 1 Å of random noise to the Li metal positions in the $\bar{1}O_1$ structure. Interestingly, this randomized structure search method resulted in a structure equivalent to a strained fcc Li structure cleaved along its (110) plane. As part of our configuration

<table>
<thead>
<tr>
<th>Material</th>
<th>Phase</th>
<th>Lattice Constants</th>
<th>$\Delta H$ (eV per formula unit)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Li</td>
<td>$Fm\bar{3}m$</td>
<td>3.36</td>
<td>0.00</td>
</tr>
<tr>
<td>Li</td>
<td>$Fm\bar{3}m$</td>
<td>4.23</td>
<td>0.00</td>
</tr>
<tr>
<td>Li$_2$O</td>
<td>$Fm\bar{3}m$</td>
<td>4.53</td>
<td>-6.10</td>
</tr>
<tr>
<td>Li$_2$S</td>
<td>$Fm\bar{3}m$</td>
<td>5.57</td>
<td>-4.30</td>
</tr>
<tr>
<td>$\beta$-Li$_3$PO$_4$</td>
<td>$Pmn\bar{2}1$</td>
<td>6.00, 5.13, 4.74</td>
<td>-21.23</td>
</tr>
<tr>
<td>$\gamma$-Li$_3$PO$_4$</td>
<td>$Pnma$</td>
<td>10.28, 5.99, 4.82</td>
<td>-21.20</td>
</tr>
<tr>
<td>$\gamma$-Li$_3$PS$_4$</td>
<td>$Pmn\bar{2}1$</td>
<td>7.55, 6.45, 6.05</td>
<td>-8.37</td>
</tr>
</tbody>
</table>

### III. RESULTS

#### A. Interface configurations and their energies

The lattice constants for the bulk materials used in this study are listed in Table I. Note that due to our use of the LDA exchange-correlation functional there is a systematic (2%) under-estimate of the lattice constants. However, it has been well-documented that the relative coordinates and the energetics are well-represented in the class of materials considered here. Using the formalism developed in the previous section, we simulated solid-solid interfaces for several electrolyte materials. The individual case studies are presented here, and the interface energies $\gamma_{ab}^{lim}$ for the various materials and interface configurations are summarized in Table II. Whenever possible, the interface supercells were constructed symmetrically so that the reported value of $\gamma_{ab}^{lim}$ characterizes both interfaces in each supercell.

#### 1. Li$_2$O/Li

The interface between Li$_2$O and Li metal has been well-characterized in the literature. In this work, we focus on interfaces with the non-polar (110) surface of Li$_2$O. We considered multiple interface configurations $\tilde{\Omega}$, and two representative cases are depicted in Fig. 1. In general we found that beyond three layers, the dependence of the results on the total number of electrolyte layers was negligible, although the number of layers does affect the symmetry of the resulting slab. Depending on the Li slab symmetry, the number of electrolyte layers had to be adjusted in order to maintain symmetric interfaces within the cell, as illustrated by the geometries shown in Fig. 1.

The calculated lattice constant for Li$_2$O ($Fm\bar{3}m$) in our simulations was 4.53 Å. For both of the reported configurations the supercell geometry is an orthorhombic cell with lattice constants equal to 4.53 Å in the [100] direction and 6.31 Å in the [110] direction. The lattice constant in the [110] direction depends on the amount of metallic Li in the simulated system.

For the interface labeled Li$_2$O/Li($\bar{1}O_1$) the metallic Li structure is patterned after the Li structure within Li$_2$O, as illustrated in Fig. 1(a). The interface labeled Li$_2$O/Li($\bar{1}O_2$), shown in Fig. 1(b), is representative of several similar interfaces whose Li positions were derived from optimizing an initial configuration generated by adding approximately 1 Å of random noise to the Li metal positions in the $\bar{1}O_1$ structure. Interestingly, this randomized structure search method resulted in a structure equivalent to a strained fcc Li structure cleaved along its (110) plane. As part of our configuration

<table>
<thead>
<tr>
<th>Material</th>
<th>Phase</th>
<th>Lattice Constants</th>
<th>$\Delta H$ (eV per formula unit)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Li</td>
<td>$Fm\bar{3}m$</td>
<td>3.36</td>
<td>0.00</td>
</tr>
<tr>
<td>Li</td>
<td>$Fm\bar{3}m$</td>
<td>4.23</td>
<td>0.00</td>
</tr>
<tr>
<td>Li$_2$O</td>
<td>$Fm\bar{3}m$</td>
<td>4.53</td>
<td>-6.10</td>
</tr>
<tr>
<td>Li$_2$S</td>
<td>$Fm\bar{3}m$</td>
<td>5.57</td>
<td>-4.30</td>
</tr>
<tr>
<td>$\beta$-Li$_3$PO$_4$</td>
<td>$Pmn\bar{2}1$</td>
<td>6.00, 5.13, 4.74</td>
<td>-21.23</td>
</tr>
<tr>
<td>$\gamma$-Li$_3$PO$_4$</td>
<td>$Pnma$</td>
<td>10.28, 5.99, 4.82</td>
<td>-21.20</td>
</tr>
<tr>
<td>$\gamma$-Li$_3$PS$_4$</td>
<td>$Pmn\bar{2}1$</td>
<td>7.55, 6.45, 6.05</td>
<td>-8.37</td>
</tr>
</tbody>
</table>
FIG. 1. (Color online) Structural diagrams of supercells for Li$_2$O/Li interfaces with Li and O represented by small gray and larger blue balls respectively. The lattice directions refer to the Miller indices of the cubic Li$_2$O lattice. In both structures the Li$_2$O was cleaved along the (110) and an interface was formed with one of two different Li configurations. The Li structure in subfigure (a), labelled the Li$_2$O/Li($\bar{\Omega}_1$) configuration, is an orthorhombic structure derived from the Li positions within Li$_2$O. The Li structure in subfigure (b), the Li$_2$O/Li($\bar{\Omega}_2$) configuration, corresponds to a strained fcc Li structure cleaved along the (110) plane.

We considered multiple possible interfaces between Li$_2$S and Li metal, and four representative cases are depicted in Fig. 3. The calculated lattice constant for Li$_2$S ($Fm\bar{3}m$) was 5.57 Å. The supercells used to model the interfaces were orthorhombic, and in the interface plane the cell dimensions were 5.57 Å in the ⟨100⟩ directions and 7.88 Å in the ⟨110⟩ directions. The cell dimension orthogonal to the interface varied depending on the number of electrolyte layers and Li atoms. In each case the number of electrolyte layers was adjusted so that the interfaces on both sides of the simulation cell were symmetric.

The $\bar{\Omega}_1$ and $\bar{\Omega}_2$ configurations shown in Fig. 3(a) and (b) are comprised of Li$_2$S cleaved along a ⟨110⟩ plane combined with an orthorhombic Li structure based on the Li placements in Li$_2$S. The extrapolated interface energy for Li$_2$S/Li($\bar{\Omega}_1$) is $\gamma_{iab}^{lim} = 47$ meV/Å$^2$ while the slope of the fit line is $\sigma = 4$ meV/Å$^2$/Li. For Li$_2$S/Li($\bar{\Omega}_2$) the interface energy is $\gamma_{iab}^{lim} = 11$ meV/Å$^2$ while the slope of the fit line is also $\sigma = 4$ meV/Å$^2$/Li. While both configurations are based on similar Li and Li$_2$S geometries, they differ in the relative alignment of the two materials at the interface. This is reflected in the similarity of $\sigma(\bar{\Omega}_1)$ and $\sigma(\bar{\Omega}_2)$ as well as the appreciable difference between $\gamma_{iab}^{lim}(\bar{\Omega}_1)$ and $\gamma_{iab}^{lim}(\bar{\Omega}_2)$.

The third configuration, Li$_2$S/Li($\bar{\Omega}_3$), shown in Fig. 3(c) is the interface between the ⟨110⟩ face of Li$_2$S and a Li configuration generated by allowing sets of randomized initial Li positions to relax. As in the Li$_2$S/Li($\bar{\Omega}_2$) configuration, the Li positions in the Li metal at the interface

FIG. 2. Plot of $\gamma_{iab}$ for the Li$_2$O/Li($\bar{\Omega}_1$) and the Li$_2$O/Li($\bar{\Omega}_2$) interfaces showing the linear relationship described in Eq. 6. The $y$-intercept of the graph corresponds to $\gamma_{iab}^{lim}$ and the slope corresponds to $\sigma$. The numerical values are summarized in Table II.

search, we discovered several variations of this structure with lower symmetry and very similar energies, consistent with the complicated phase diagram of Li.$^{30}$

For both configurations we calculated $\gamma_{iab}$, which varies linearly with $n_\ell$, as predicted by Eq. 6 and shown in Fig. 2. The calculated values of $\gamma_{iab}^{lim}$ are 30 meV/Å$^2$ and 26 meV/Å$^2$ for the Li$_2$O/Li($\bar{\Omega}_1$) and the Li$_2$O/Li($\bar{\Omega}_2$) configurations respectively, while the associated values of $\sigma$ are 6.1 meV/Å$^2$/Li and 0.2 meV/Å$^2$/Li. The large value of $\sigma(\bar{\Omega}_1)$ is due to the unphysical nature of the orthorhombic Li configuration. The small value of $\sigma(\bar{\Omega}_2)$ on the other hand suggests that this configuration is close to a preferred equilibrium geometry of Li and that $\bar{\Omega}_2 \approx \bar{\Omega}_2$. According the to reasoning outlined in Eq. 7, this implies that for this case, the coherent limit of the interface energy is close to the physical value so that for this interface, $\gamma_{iab}^{lim}(\bar{\Omega}) \approx \gamma_{iab}(\Omega)$.

The two configurations exhibit markedly different Li structures, both within the Li slab and at the Li$_2$O/Li interface. The similarity in their interface energies in spite of their dissimilar structures suggests that multiple interface configurations may exist near this value of the interface energy.
FIG. 3. (Color online) Structural diagrams of supercells for Li$_2$S/Li interfaces with Li and S represented by small gray and larger yellow balls respectively. The lattice directions reference the Miller indices of cubic Li$_2$S. Four configurations are presented. (a) The Li$_2$S/Li(Ω$_1$) and (b) the Li$_2$S/Li(Ω$_2$) configurations are both based on a [110] cleave of Li$_2$S with the Li slab positions derived from the Li structure in Li$_2$S, although the interfaces have two different alignments. (c) The Li$_2$S/Li(Ω$_3$) configuration is not closely related to any readily identifiable Li structure but its density is comparable to the fcc and bcc phases of bulk Li. The extrapolated interface energy is $\gamma_{ab}^{\text{lim}} = 19 \text{ meV/Å}^2$, and the slope of the fit line is $\sigma = 0.2 \text{ meV/Å}^2$/Li.

The last of the four cases, shown in Fig. 3(d), represents an interface between Li$_2$S cleaved at a (100) face and a bulk like Li structure derived from randomized Li positions. Stoichiometric Li$_2$S cleaved in the [100] direction results in a polar surface. It does not have identical interfaces at both sides of the Li$_2$S slab, but is instead Li terminated on one side of the slab and S termination on the other. However, when placed in contact with Li metal, the first layer of the Li metal at the S terminated side of the slab relaxes to a configuration identical to that observed on the Li terminated side of the slab and the resulting configurations on both sides of slab are equivalent. The extrapolated interface energy for the Li$_2$S/Li(Ω$_4$) interface configuration is $\gamma_{ab}^{\text{lim}} = 19 \text{ meV/Å}^2$, and the slope of the fit line is $\sigma = 0.0 \text{ meV/Å}^2$/Li.

Interestingly, the calculated interface energy for the Li$_2$S[110] surface and the Li$_2$S[100] surface are very similar. This suggests that the surface energy may not depend strongly on the cleavage of the Li$_2$S for this system if the Li metal is not constrained. Experimental work on liquid metal/solid insulator interfaces has also observed that the interface energy does not always depend strongly on the exposed cleave of the solid.$^{42}$

3. Li$_3$PO$_4$/Li

We investigated the interface between metallic Li and Li$_3$PO$_4$. Li$_3$PO$_4$ occurs in multiple phases, and we considered both the $\beta$-Li$_3$PO$_4$ (Pmmn2$_1$) and the $\gamma$-Li$_3$PO$_4$ (Pnma) phases as listed in Table I. The two crystal lattices are related by a rotation, so that the $\gamma$-Li$_3$PO$_4$ b axis most closely resembles the $\beta$-Li$_3$PO$_4$ a axis, while the $\gamma$-Li$_3$PO$_4$ a axis resembles two times the $\beta$-Li$_3$PO$_4$aser A
calculated the interface energy estimated via this alternative method outlined in Eq. 6. In this alternative method, the lattice strain energy in this method was calculated following the methodology outlined in the formalism, and these results are shown in Fig. 6. The close similarity between the (010) plane of γ-Li3PO4 and the (010) plane of β-Li3PO4 is evident in the close agreement of the \( \gamma_{ab} \) values for these interfaces.

As an additional verification of our method we also calculated the interface energy \( \gamma_{iab}^{lim} \) for the \( \beta\text{Li}_3\text{PO}_4(\tilde{\Omega}_1) \) configuration depicted in Fig. 5a using a variation on the method outlined in Eq. 6. In this alternative method, the lattice constants of the orthorhombic interface cell were allowed to relax while the angles were held constant. The lattice strain energy in this method was calculated explicitly, by calculating the total energies for both the Li3PO4 and Li slabs in the strained configuration and comparing those energies to the corresponding values for slabs simulated using the bulk lattice constants. The interface energy estimated via this alternative method was 41 meV/Å², in good agreement with the value of 39 meV/Å² arrived at via the extrapolation method.

Considering both phases of Li3PO4, three unique surfaces were generated by flat cleavage planes parallel to the crystal lattice planes. These surfaces are the (010) surface of \( \beta\text{Li}_3\text{PO}_4 \) and the (100) and (010) surfaces of γ-Li3PO4. We constructed Li interfaces for all three systems, and we label the resulting configurations with \( \Omega_{1-3} \) in keeping with our previous notation. The \( \beta\text{Li}_3\text{PO}_4/\text{Li}(\tilde{\Omega}_1) \) interface between the \( \beta\text{Li}_3\text{PO}_4 \) (010) surface and 36 Li atoms, as well as the γ-Li3PO4/\text{Li}(\tilde{\Omega}_3) interface between the γ-Li3PO4 (010) surface and 48 Li atoms are both depicted in Fig. 5.

For all three configurations we calculated \( \gamma_{ab} \) following the methodology outlined in the formalism, and these results are shown in Fig. 6. The close similarity between the (010) plane of γ-Li3PO4 and the (010) plane of β-Li3PO4 is evident in the close agreement of the \( \gamma_{ab} \) values for these interfaces.

As an additional verification of our method we also calculated the interface energy \( \gamma_{iab}^{lim} \) for the \( \beta\text{Li}_3\text{PO}_4(\tilde{\Omega}_1) \) configuration depicted in Fig. 5a using a variation on the method outlined in Eq. 6. In this alternative method, the lattice constants of the orthorhombic interface cell were allowed to relax while the angles were held constant. The lattice strain energy in this method was calculated explicitly, by calculating the total energies for both the Li3PO4 and Li slabs in the strained configuration and comparing those energies to the corresponding values for slabs simulated using the bulk lattice constants. The interface energy estimated via this alternative method was 41 meV/Å², in good agreement with the value of 39 meV/Å² arrived at via the extrapolation method.

The interface between Li3PS4 and metallic Li exhibits substantial disruption of the Li3PS4 structure at the interface as shown in previous work.\(^{13}\) While Li3PS4 exists in both \( \beta\text{Li}_3\text{PS}_4(Pnma) \) and γ-Li3PS4 (\( Pmn2_1 \)) phases, the structural and energetic differences between the phases are small compared to the disruption of the electrolyte/anode surface due to Li metal. Consequently, we present quantitative results only for the γ-Li3PS4 (010) surface, although our results for the other phases and surfaces are similar.

This interface is visualized in Fig. 7. The PS4 tetrahedra near the surface of Li3PS4 break apart and bond to the metallic Li, forming a Li2S-like phase at the interface. This agrees well with experimental results that show the formation of a similar layer at the Li/Li3PS4 interface.\(^{43}\) The disordered nature of the Li3PS4/Li interface evident in Fig. 7 increases the variance in possible interface configurations. The interface energy calculated according to Eq. 6 was -216 meV/Å², as shown in Fig. 8. The large energies associated with the different chemically al-
tered interfaces dominate the energy contributions from the lattice strain.

Observed values for $\tilde{\gamma}_{ab}$ varied between -175 and -225 meV/Å², with the variation due primarily to the extent of the decomposition reaction at the interface. For all of the configurations considered the Li$_3$PS$_4$/Li reaction resulted in the formation of a disordered Li$_2$S-like phase, which appeared to passivate the electrolyte against further degradation. Our zero temperature simulations are expected to underestimate the size of such a passivating layer, and it is not clear from our results alone how robust this insulating layer is. The formation of an electrically insulating layer comprised of amorphous Li$_2$S and Li$_3$P could explain the successful use of Li$_3$PS$_4$ electrolytes in experiments.

5. Li$_3$PS$_4$/Li$_2$S

Motivated by the formation of an Li$_2$S-like phase at the Li$_3$PS$_4$/Li interface we considered the interface between the $\gamma$-Li$_3$PS$_4$ (010) and the Li$_2$S (110) surfaces. The Li$_3$PS$_4$ (010) face has lattice constants 6.05 Å and 7.55 Å, while the Li$_2$S (110) face has lattice constants 5.57 Å and 7.88 Å. The interface was constructed by aligning the dimensions appropriately and straining the Li$_2$S slab to the $\gamma$-Li$_3$PS$_4$ lattice. The space groups of the two materials are not compatible with the formation of identical interfaces on both sides of the simulation cell in the sandwich configuration, as can be seen in Fig. 9.

The estimated interface energy using Eq. 6 is 16 meV/Å² as shown in Fig. 10. In order to estimate the effect of the asymmetry on the interface energies, we constructed two corresponding sets of vac/Li$_3$PS$_4$/Li$_2$S/vac supercells. The interface energies in these cells were calculated using the same methodology as in the combined system, modified to account for the additional contributions of the vacuum surface energies associated with the Li$_2$S (110) and Li$_3$PS$_4$ (010) surfaces. We found the separate interface energies in these vacuum terminated cells to be 13 meV/Å² and 11 meV/Å². The average of the two separate interface energies is smaller than $\tilde{\gamma}_{ab}$ determined from the sandwich geometry because the interface geometries obtained by relaxing the vac/Li$_3$PS$_4$/Li$_2$S/vac supercells have fewer constraints.

The Table II lists the value obtained from the sandwich configuration, consistent with the method used for the other materials.

FIG. 8. Interface energy for the $\gamma$-Li$_3$PS$_4$(010)/Li interface. The large negative value of $\tilde{\gamma}_{ab}$ is due to chemical reactions that occur at the interface. The bond breaking and bond formation at the interface dominates lattice strain effects.

FIG. 9. (Color online) Structural diagram of $\gamma$-Li$_3$PS$_4$(010)/Li$_2$S(110) interface with Li, P, and S represented by small gray, tiny black, and medium yellow balls respectively. The asymmetry of the two interfaces is evident.

FIG. 10. Plot of $\tilde{\gamma}_{ab}$ for the $\gamma$-Li$_3$PS$_4$(010)/Li$_2$S(110) interface. Numerical values for $\tilde{\gamma}_{ab}^{\text{lim}}$ and $\sigma$ are reported in Table II.
6. Interface Energy Summary

Table II summarizes the results for the calculated interface energies; selected surface energies are also included for comparison. The values for $\hat{\gamma}_\mathrm{lim}$ and $\sigma$ were determined from a linear fit to Eq. (6). The data was well represented by the linear model, even for small values of $n_b$, and the estimated error for the non-zero values was on the order of between 1% and 3%. The observation that the linear relationship of Eq. (6) describes the interface energies even for small values of $n_b$ implies that the interface effects are short ranged. The notion that interface interactions are short ranged is also consistent with the observation that $\gamma_{ab}$ is insensitive to the magnitude of $n_a$.

A review of investigations of Li$_2$O surface energetics by Hayoun and Meyer$^{15}$ found that the reported values of the Li$_2$O [110] surface energy varied between 56 and 90 meV/Å$^2$. Our calculated surface energies are consistent with the literature for the non-polar surface of Li$_2$O,$^{15}$ Li$_2$S,$^{44,45}$ and Li$_3$PO$_4$. For modeling the vacuum interfaces we examined the effect of including a self-consistent dipole correction to the structural optimization of the surfaces.$^{47}$ This correction significantly decreased the size of the vacuum region needed to converge the polar Li$_2$O and Li$_2$S surfaces, but did not alter the calculated surface energies and structures. The calculated surface energy for the unreconstructed polar surfaces are in excellent agreement with the work of Chen and Kaghazchi.$^{44}$ The calculated surface energies for the unreconstructed polar surfaces are significantly larger than the non-polar surface energies. This large difference in the surface energies, however, is not observed in the corresponding Li interface systems, where we find that $\hat{\gamma}_\mathrm{lim}$ for Li$_2$S[110]/Li($\bar{\Omega}_1$) is equal to $\hat{\gamma}_\mathrm{lim}$ for Li$_2$S[100]/Li($\bar{\Omega}_1$).

In general, the results of Table II show that the surface and interface energies of the materials containing oxygen are larger than the values for the corresponding sulfur-containing materials. This trend is consistent with the relatively larger formation energies for the oxide materials compared to those of the corresponding sulfides, as given in Table I.

The interface energies have been explicitly shown to be well-converged with respect to system size in the dimension normal to the surface plane. In addition, small values of $\sigma$ for some of the configurations indicate that these systems are also well converged with respect to system size in the surface plane.

In the course of this study, many interface configurations were considered; these necessarily represent only a small sample of the possible configurations. However, the relatively close agreement among the interface energies $\hat{\gamma}_\mathrm{lim}$ for the low energy configurations reported here indicates that $\gamma_{ab}$ is likely to be in this range. Within the results reported in Table II, the interface structures $\bar{\Omega}$ with small values for both $\hat{\gamma}_\mathrm{lim}$ and $\sigma$ are likely to be more representative of the structure of physically realized interfaces.

Direct simulation of the electrolyte/Li and electrolyte/electrolyte interfaces further suggests that all of the interfaces except for that between Li$_3$PS$_4$ and metallic Li are at least metastable, while the Li$_3$PS$_4$/Li interface is observed to undergo a chemical transformation. This transformation appears to produce a passivating layer with stable Li$_2$S/Li and Li$_3$PS$_4$/Li$_2$S interfaces. The greater magnitude of the interface energy associated with the Li$_3$PS$_4$/Li interface, relative to that of the other material interfaces is due to the large energies associated with breaking and forming chemical bonds at the interface. The negative sign of the interface energy suggests that the adhesive forces at the interface exceed the cohesive forces holding the respective materials together and is probably a good indicator of a chemically active interface.

B. Analysis of Partial Densities of States

It is possible to gain insight into the basic interactions involved with each interface by examining the partial densities of states ($N^s(E)$) for each system computed using Eq. 8 averaged over sets of atoms $s$. In order to better visualize the partial densities of states associated with Li, the $N^s(E)$ values for sets comprised of Li atoms have been multiplied by a factor 10 in all of the plots. The interface partial densities of states are closely related to those of the corresponding bulk systems, shown in Fig. 11 and 12. The structures of the materials included in these figures are listed in Table I. For the plots of the interface and electrolyte systems, $E = 0$ is set at the top of the electrolyte valence band. The atoms were grouped into sets on the basis of the similarity of their atomic partial densities of states $N^s(E)$. For the stable interface systems, the most dramatic differences in $N^s(E)$ were those associated with the layer of Li metal atoms nearest to the interface, designated as “Li(interface)” in the legends of the plots.

The plots included here are representative of the structures and geometries discussed in Sec. III A. In particular, the $\beta$-Li$_3$PO$_4$/Li interface is indicative of the behavior of $N^s(E)$ for both the $\beta$-Li$_3$PO$_4$/Li and the $\gamma$-Li$_3$PO$_4$/Li interfaces. The calculated $N^s(E)$ curves are relatively insensitive to the supercell sizes.

1. Li$_2$O/Li

As shown in Fig. 13a, for the Li$_2$O/Li($\bar{\Omega}_1$) interface $N^s(E)$ for the Li$_2$O is relatively similar to the bulk density shown in Fig. 11a. The metallic Li states on the other hand differ significantly from the bulk $N^s(E)$ given in Fig. 12. The bottom of the Li (slab) bands are near the top of the Li$_2$O valence bands and the Fermi level of the system is 0.8 eV higher than in the bulk like Li structure shown in Fig. 11a. The density associated with
TABLE II. Summary of the calculated values of $\tilde{\gamma}_{\text{ab}}^{\text{lim}}$ in meV/Å² (N.B. 1 meV/Å² = 16.02 mJ/m².). Also included are the calculated strain energies $\sigma$ expressed in units of meV/Å²/formula unit of material b. The final column lists the corresponding structural diagrams.

<table>
<thead>
<tr>
<th>Configuration ($\Omega$)</th>
<th>$\tilde{\gamma}_{\text{ab}}^{\text{lim}}$ (meV/Å²)</th>
<th>$\sigma$ (meV/Å²/FU)</th>
<th>Visualization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Li$_2$O[100]/vac</td>
<td>304</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Li$_2$O[110]/vac</td>
<td>72</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Li$_2$O[110]/Li($\bar{\Omega}_1$)</td>
<td>30</td>
<td>6.1</td>
<td>Fig. 1a</td>
</tr>
<tr>
<td>Li$_2$O[110]/Li($\bar{\Omega}_2$)</td>
<td>26</td>
<td>0.2</td>
<td>Fig. 1b</td>
</tr>
<tr>
<td>Li$_2$S[100]/vac</td>
<td>162</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Li$_2$S[110]/vac</td>
<td>41</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Li$_2$S[110]/Li($\bar{\Omega}_1$)</td>
<td>47</td>
<td>4.0</td>
<td>Fig. 3a</td>
</tr>
<tr>
<td>Li$_2$S[110]/Li($\bar{\Omega}_2$)</td>
<td>11</td>
<td>4.0</td>
<td>Fig. 3b</td>
</tr>
<tr>
<td>Li$_2$S[110]/Li($\bar{\Omega}_3$)</td>
<td>19</td>
<td>0.2</td>
<td>Fig. 3c</td>
</tr>
<tr>
<td>Li$_2$S[100]/Li($\bar{\Omega}_4$)</td>
<td>19</td>
<td>0.0</td>
<td>Fig. 3d</td>
</tr>
<tr>
<td>$\beta$-Li$_3$PO$_4$[010]/vac</td>
<td>39</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\gamma$-Li$_3$PO$_4$[100]/vac</td>
<td>40</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\gamma$-Li$_3$PO$_4$[010]/vac</td>
<td>73</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\beta$-Li$_3$PO$_4$[010]/Li($\bar{\Omega}_1$)</td>
<td>39</td>
<td>1.8</td>
<td>Fig. 5a</td>
</tr>
<tr>
<td>$\gamma$-Li$_3$PO$_4$[100]/Li($\bar{\Omega}_2$)</td>
<td>33</td>
<td>1.6</td>
<td>-</td>
</tr>
<tr>
<td>$\gamma$-Li$_3$PO$_4$[010]/Li($\bar{\Omega}_3$)</td>
<td>31</td>
<td>0.0</td>
<td>Fig. 5b</td>
</tr>
<tr>
<td>$\gamma$-Li$_3$PS$_4$[010]/vac</td>
<td>20</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\gamma$-Li$_3$PS$_4$[010]/Li</td>
<td>-216</td>
<td>-0.1</td>
<td>Fig. 7</td>
</tr>
<tr>
<td>$\gamma$-Li$_3$PS$_4$[010]/Li$_2$S[110]</td>
<td>16</td>
<td>1.0</td>
<td>Fig. 9</td>
</tr>
</tbody>
</table>

the Li in the first layer of the metallic slab exhibit both Li$_2$O-like and Li slab-like character in the corresponding energy ranges.

As shown in Fig. 13b, for the Li$_2$O/Li($\bar{\Omega}_2$) interface, the Li$_2$O $N^*(E)$ is also relatively unchanged from that of bulk Li$_2$O. Consistent with our earlier identification of the Li slab as bulk-like for this configuration, we observe that the states within the Li slab are very similar to those for bulk Li shown in Fig. 12, while $N^*(E)$ for the Li at the interface exhibits a mixture of Li$_2$O-like and Li-like states. The observation that the states are relatively unchanged from the bulk outside of the first layer of is in good agreement with our results from the previous section which showed that the difference in interface energy between systems with multiple layers of Li could be attributed to lattice strain and not to interactions at the interface.

For both cases the relatively small modifications relative to the bulk density of states agrees well with the observed stability of these interfaces.

2. Li$_2$S/Li

The partial densities of states of the Li$_2$/Li interfaces are shown in Fig. 14. For all four of the interface configurations, the contributions from the occupied states of Li$_2$S are similar to those of the bulk shown in Fig. 11b. There is some variation in the $N^*(E)$ curves in Fig. 14 due to varying degrees of under-coordination of the S atoms at the at the interfaces. In particular, for the $\bar{\Omega}_1$ structure shown in Fig. 14a, the upper peak can be attributed to the under-coordinated interface S site seen in Fig. 3a. For configurations $\bar{\Omega}_1$, $\bar{\Omega}_2$, and $\bar{\Omega}_3$, the Fermi level appears to lie within the conduction band of Li$_2$S. A more detailed analysis shows that these contributions are confined to the surface layer of the Li$_2$S slab; the bulk layers have no appreciable occupancy of the conduction band states. $N^*(E)$ for configurations $\bar{\Omega}_1$ (a) and $\bar{\Omega}_2$ (b) represent highly strained models of the Li slabs and the corresponding Li(slab) contributions differ significantly from that of bulk Li shown in Fig. 12. Configurations $\bar{\Omega}_3$ (c) and $\bar{\Omega}_4$ (d) have Li slabs that are closer to the bulk geometry and the corresponding curves are similar to that of bulk Li (apart from k-point sampling errors). Interestingly, for both of these configurations, the Li (slab) contribution begins approximately -1 eV below the top of the valence band of Li$_2$S. It is also interesting to note that the configuration $\bar{\Omega}_3$ formed from the polar [110] surface of Li$_2$S, in this sandwich geometry behaves very similarly to the configuration $\bar{\Omega}_3$ which was formed from the non polar [110] surface.
3. Li₂PO₄/Li

In the partial densities of states for the β-Li₂PO₄/Li interface shown in Fig. 15 the Li₂PO₄ states are even less affected by the presence of Li metal than the electrolyte states in the Li₂O/Li and Li₂S/Li interfaces. The top of the Li₂PO₄ valence band is below the bottom of the metallic Li band. As in the cases of Li₂O and Li₂S interfaces, there is a small amount of occupied electrolyte conduction states just at the interface.

4. Li₃PS₄/Li

The partial density of states for a γ-Li₃PS₄/Li interface is shown in Fig. 16 with separate panels for the three main regions. The Li slab PDOS in the top panel closely resembles the $N^s(E)$ of bulk Li as shown in Fig. 12. Similarly the $N^s(E)$ for the electrolyte region shown in the bottom panel resembles that of bulk γ-Li₃PS₄ shown in Fig. 16. The bottom of the Li slab band lies 1.5 eV below the top of the valence band of the electrolyte. The Fermi level for the system, which is determined by the Li slab, lies just below the conduction band of the remaining Li₃PS₄.

The interface $N^s(E)$ plots are given in the middle panel of Fig. 16 show the reaction products at the interface. The Li (electrolyte) set refers to Li which interact with P as evidenced by their contributions in the energy range of -7 to -8 eV corresponding to the 3s state of P. The Li (interface) contributions refer to the remaining Li atoms.
The partial density of states plot for the Li$_3$PS$_4$/Li$_2$S interface shown in Fig. 17 illustrates that two materials are generally not reactive and the S contributions to the occupied states of both materials largely overlap in the energy range of -3.5-0 eV. This superposition of the Li$_2$S valence band and the Li$_3$PS$_4$ valence band is also seen in the reactive region of Fig. 16.

C. Interface Reactions

In addition to describing equilibrium properties of the interface, we also investigated ion transport and chemical reactions involved with the interface. One process that is of particular interest is the migration of metallic Li from the anode into the electrolyte. We studied this phenomenon in the Li$_3$PO$_4$/Li system and found that if we removed a Li atom from the Li slab and placed it into a stable interstitial site in the electrolyte as visualized in Fig. 18, the associated electron remained in the slab. For this system, the fact that the metallic states are well separated from those of the electrolyte allowed us to determine that the number of electrons in the metallic bands was one greater than the number of Li atoms remaining in the slab by counting the states in each energy range.

Quantitative analysis of this effect using supercells and periodic boundary conditions is complicated by the relatively large electric fields associated with the charge separation process. The partial densities of states for the system shown in Fig. 18 are strongly affected by the electric fields $E_1$ and $E_2$ which are due to the separation between the positive charge at the interstitial site and the excess negative charge in the metal slab. The magnitude of these electric fields can be estimated by analyzing the densities of states associated with core electrons of P at different positions within the electrolyte. We found that for this geometry, the electric fields in the interface...
normal direction \((y)\) have magnitudes of approximately \(eE_1 = 0.54\ \text{eV/A}\) and \(eE_2 = 0.27\ \text{eV/A}\) in the regions above and below the interstitial site respectively, as indicated in Fig. 18. In order to separate the intrinsic partial densities of states of this system from the effects of these fields, we adapted the partial densities of states analysis (Eq. 8) as follows. We assumed that the fields are well approximated as occurring only within the electrolyte and vary only in the \(y\) direction so that their effects are to shift the local band energy relative to the energy at the location \((y_0)\) of the interstitial \(\text{Li}^+\) so that

\[
N_{\text{corr}}^s(E) = \frac{1}{M_s} \sum_{a \in s} N^a(\epsilon(E, y_a)) \quad \text{where}\]

\[
\epsilon(E, y_a) = E - (y_a - y_0)eE_1\Theta(y_a - y_0) - (y_0 - y_a)eE_2\Theta(y_0 - y_a),
\]

\[\quad (9)\]

were \(\Theta(x)\) denotes the Heaviside step function, \(eE_1\) and \(eE_2\) represent the magnitudes of the estimated electric fields mentioned above, and \(y_a\) denotes the position of atom \(a\). The partial density of states associated with the metallic \(\text{Li}\) slab is unaffected.

\(N_{\text{corr}}^s(E)\) for this system is visualized in Fig. 19 which illustrates the alignment of both the core and valence

FIG. 16. (Color online) Partial density of states for \(\gamma\)-\(\text{Li}_3\text{PS}_4/\text{Li}\) interface (left) and corresponding optimized structure (right). The three panels of the \(N^s(E)\) plot correspond to the \(\text{Li}\) slab region, the interface region, and the electrolyte region, respectively.

FIG. 17. (Color online) Partial density of states for the \(\gamma\)-\(\text{Li}_3\text{PS}_4/\text{Li}_2\text{S}\) interface. The zero of energy is set to the top of the valence band of \(\gamma\)-\(\text{Li}_3\text{PS}_4\)

FIG. 18. (Color online) Structural diagram of a supercell of \(\beta\)-\(\text{Li}_3\text{PO}_4[010]/\text{Li}\) with an interstitial defect and 11 \(\text{Li}\) atoms in the metallic slab. \(\text{Li}, \text{P},\) and \(\text{O}\) sites are indicated with small gray, tiny black, and medium blue balls respectively. The vertical direction of the diagram is oriented along the interface normal direction \((y)\). The red arrows indicate the direction, extent (length of arrow) and magnitude (width of arrow) of the electric fields \(E_1\) and \(E_2\) within the electrolyte.
states throughout the electrolyte. While there remains some distortion of the partial densities of states curves due to the strong electric fields, the general shape and width is similar to that for the interface system without the interstitial Li$^+$ shown in Fig. 15, validating the electric field estimates. The interstitial Li$^+$ site is located only 2 Å from one of the oxygens in Li$_3$PO$_4$. This proximity strongly affects its partial density of states; the corresponding $N_{corr}^s(E)$ for this unique oxygen and the interstitial Li$^+$ are plotted separately. $N_{corr}^s(E)$ for the interstitial Li$^+$ is confined to the valence energy region of the electrolyte, consistent with its characterization as an ion.

The energy associated with forming the defect configuration shown in Fig. 18 in our simulation is 2.1 eV, consistent with previous work by Santosh and co-workers.$^{46,48}$ A large component of this energy is due to the electrostatic interaction between the Li$^+$ and the excess negative charge in the metallic slab. The negative charge remaining in the anode is an appropriate model of a battery in an open circuit where there is no ionic or electronic current flow, consistent with the high calculated energy for Li$^+$ migration. By contrast, in a discharging battery, the flow of electrons in response to the chemical potential difference between the electrodes results in the anode becoming positively charged. In Li ion battery cells the anode is typically charged to +3 V or more relative to the cathode. Under these conditions we expect the transport of Li$^+$ ions into the electrolyte to have a substantially reduced or negligible energy barrier.

Another interesting consideration for these systems is their interface stability. In the previous section we showed that it is possible to form stable Li$_3$PO$_4$/Li interfaces, while the Li$_3$PS$_4$/Li interface decomposes. In spite of this contrast, if one considers the possibility of exposing either Li$_3$PO$_4$ or Li$_3$PS$_4$ to metallic Li, both of the following reactions are exothermic according to the heats of formation calculated for the materials.$^{13}$

\begin{align*}
\text{Li}_3\text{PO}_4 + 8\text{Li} & \rightarrow \text{Li}_3\text{P} + 4\text{Li}_2\text{O} + 6.64\text{eV} \tag{10} \\
\text{Li}_3\text{PS}_4 + 8\text{Li} & \rightarrow \text{Li}_3\text{P} + 4\text{Li}_2\text{S} + 12.30\text{eV} \tag{11}
\end{align*}

In these reactions P drastically changes its oxidation state from formally P$^{+5}$ in Li$_3$PO$_4$ and Li$_3$PS$_4$ to P$^{-3}$ in Li$_3$P. These reactions suggest that both Li$_3$PO$_4$/Li and Li$_3$PS$_4$/Li interfaces should be unstable at equilibrium. The result that Li$_3$PO$_4$/Li interfaces are observed to be stable both computationally and experimentally$^{49}$ suggests that there is a kinetic barrier that prevents the reaction in Eq. (10) from occurring.

We considered some aspects of this activation barrier by directly breaking a P-O bond at the interface using the nudged elastic band (NEB) method to find the minimum energy barrier between two meta-stable O positions in the system. Because the energy of breaking the P-O bond is large compared to that of rearranging the Li atoms in the Li slab, for some of our paths, including the reported one, we imposed an artificial cost for moving the Li atoms in order to stabilize the path optimization algorithm. In general, we find that moving a O from one of the PO$_4$ tetrahedra in Li$_3$PO$_4$ to the Li slab, often results in a net lowering of the energy of the system, as seen in Fig. 20 and broadly consistent with Eq. (10). The NEB results for one of the many bond-breaking geometries considered are shown in Fig. 20 where the activation energy for the process is approximately 3 eV. This analysis is consistent with the existence of the kinetic barrier to the decomposition reaction 10. Apparently for the Li$_3$PS$_4$/Li system no such barrier exists.

**IV. DISCUSSION**

One of the things we observed while constructing our interface systems was that minimizing the lattice mismatch between materials did not always result in ordered interfaces. As an example, in forming an interface between the β-Li$_3$PO$_4$[010] surface and a bcc Li [100] surface, a supercell with 3 unit cells of β-Li$_3$PO$_4$ and 4 cells of bcc Li in the β-Li$_3$PO$_4$[001] direction results in a lattice mismatch of only 5%. However, the resulting configuration has more metallic Li atoms at the interface than O atoms for them to interact with. This site mismatch is highly unfavorable and attempting to optimize such an
interface dramatically alters the Li structure.

For the stable interface systems studied, the interface effects are found to be confined to within a few angstroms of the interface, as shown by both the linearity of the calculated plots of $\tilde{\gamma}_{ab}(\Omega, n_b)$ versus $n_b$ as well as the partial density of states analysis. This implies that these systems can be well modeled with relatively small supercells in the dimension normal to the interface. The small volume of the interface region suggests that, in the limit of perfect atomically sharp interfaces, the altered chemical environments at the interface may have a limited influence on the system.

We found a positive value for $\tilde{\gamma}^\text{lim}_{ab}(\Omega)$ for all of the interfaces we considered except for Li$_3$PS$_4$/Li, which we observed to be unstable. A negative value of $\tilde{\gamma}_{ab}(\Omega)$ implies that the bulk energies $n_a E_a + n_b E_b$ are smaller in magnitude than the total energy of the interface system $E_{ab}(\Omega, n_a, n_b)$. In other words, the interface interaction is stronger than the corresponding interactions within the bulk materials, allowing the interface to disrupt the bulk structures.

We have illustrated that interface stability is not always correctly predicted by heat of formation analysis, as shown by the stable Li$_3$PO$_4$/Li interfaces, and we explored some of the kinetic barriers that stabilize that system. For unstable systems, such as $\beta$-Li$_3$PS$_4$/Li and $\gamma$-Li$_3$PS$_4$/Li, we have shown that partial density of states analysis can be used to identify redox reactions at the interface. Specifically, we identified the occupation of conduction band states of P at the interface consistent with its expected change in oxidation state.

As noted in the recent review paper of Li and co-workers, solid electrolytes have great promise for high voltage batteries in part because of their wide electrochemical windows. In order to avoid the reduction or oxidation of the electrolyte by the electrodes and maintain the stability of the electrode/electrolyte interface, the lowest unoccupied electrolyte band must be offset above the anode Fermi level, and the highest occupied electrolyte band must be below the cathode Fermi level. This band offset model is qualitatively supported by the stability results in our simulated interfaces.

Another interesting application of the band offset analysis is approximate estimates of the Fermi levels associated with the electrolyte/electrode interfaces. For example, we can compare our simulations of the $\gamma$-Li$_3$PO$_4$/Li system to a recent investigation by Sumita and co-workers of the LiFePO$_4$/$\gamma$-Li$_3$PO$_4$ system to estimate the Fermi levels associated with an idealized Li/$\gamma$-Li$_3$PO$_4$/LiFePO$_4$ system. While the calculational details for LiFePO$_4$/$\gamma$-Li$_3$PO$_4$ differed somewhat from those employed in the current work, they found the Fermi level of LiFePO$_4$ to be approximately 1.2 eV above the top of the $\gamma$-Li$_3$PO$_4$ valence band. In our simulations of the Li$_3$PO$_4$/Li interface we found the Li Fermi level to be located 4.6 eV above the $\gamma$-Li$_3$PO$_4$ valence band. This result is not shown, but the related partial density of states plot for $\beta$-Li$_3$PS$_4$/Li is given in Fig. 15.

Using the $\gamma$-Li$_3$PO$_4$ valence band edge as a common reference, the predicted energy difference between the Fermi levels of LiFePO$_4$ and Li is found to be 3.4 eV. This difference happens to be in excellent agreement with the experimentally determined open circuit voltage of this system of 3.45 eV. While this analysis ignores some of the complications of the real materials and more work is needed to determine to what extent the agreement is indicative, it is nonetheless suggestive.

We also demonstrated how the modeling of transport properties at electrode/electrolyte interfaces are complicated by the separation of the ionic and electronic charge. Because the internal components of a discharging battery do not maintain charge neutrality, models that do not take this into account may estimate migration barriers relevant for the open circuit battery instead.

V. CONCLUSIONS

In this work we outlined several aspects involved with the detailed modeling of solid-solid interfaces. A practical scheme was developed to compute an intensive measure of the interface interaction $\tilde{\gamma}^\text{lim}_{ab}(\Omega)$, explicitly accounting for the effects of lattice strain. This scheme enables the quantitative comparison of disparate interface geometries on a consistent basis. By considering disparate interface geometries we attempted to estimate not only the most probable value of the interface energy, but the likely extent of its variation. For the cases we studied, smaller values of $\tilde{\gamma}_{ab}^\text{lim}$ corresponded to more physically probable interface configurations. The interface energy formalism, combined with analysis of the interface densities of states, allowed us to characterize possible interface
structures and to determine their stability for several systems relevant to the further development of solid state batteries.

We identified multiple attributes that appear to be indicative of the chemical stability of the interface for these systems. The most novel of these attributes were the sign of $\sigma_{\text{lim}}$ and the relative positions of the occupied and unoccupied bands for the interface materials.

For select optimized geometries we also investigated charge transfer processes across the interface, and we observed both the charge dissociation associated with a Li atom migrating into an electrolyte material and the change in oxidation states associated with reactivity at the interface.
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