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Typically point defects are modeled by adding, removing, or exchanging at most few atoms around
a given lattice site. We demonstrate the possibility of formation of extended anti-site defects that
involve complex, non-local atomic rearrangements, which cannot be captured within a simple point
defect model. We illustrate formation of extended anti-site defects in Cu2SnS3 and Cu2SnZnS4

solar absorbers where they lower the formation energy by up to about 1 eV per defect. These
extended anti-site configurations can dramatically change the stoichiometries and doping properties
of multinary semiconductors that have a propensity towards disorder.

PACS numbers:

Point defects in crystalline materials are ubiquities
forming either as a result of the thermodynamic defect
equilibrium1 or due to non-equilibrium processes dur-
ing crystal growth or deposition2. In semiconductors,
point defects largely control the electrical conductivity
and strongly influence optical properties3. Their forma-
tion is therefore of particular importance to operation of
large number of optoelectronic devices4 and pn-junction
photovoltaic (PV) cells are an important example.

The design of materials for PV and other optoelec-
tronic applications requires thorough understanding of
the materials defect chemistry. First principles supercell
calculations provide invaluable insight into the forma-
tion and properties of defects and dopants, and are now
a mainstay of computational materials science5. Calcu-
lations of the formation energies and the thermal and
optical transition levels of defects are used to assess the
potential of solar absorber materials6–9, to predict car-
rier densities, e.g., in transparent conducting oxides10–12,
and to identify recombination centers13. Since the first
supercell calculations14,15 of defect formation energies,
the methodology for first principles defect theory has
been constantly refined, for example addressing image
charge corrections16,17, the DFT band gap problem18–20,
defect pairing and clustering12,21, as well as vibrational
effects22,23. However, such supercell defect calculations
are generally limited to point defects where either a sin-
gle or a small number of atoms are added, removed or
exchanged around a given lattice site.

Here we identify new type of carrier generating
defect—extended anti-site defect—that can form in ma-
terials with a tendency to disorder. In contrast to a con-
ventional point defect model, formation of an extended
anti-site defect involves complex and non-local rearrange-
ments and therefore cannot be captured by simple atomic
rearrangements around a single lattice site. We illustrate
this mechanism in tetrahedrally bonded multinary so-
lar absorbers Cu2SnS3 (CTS) and Cu2SnZnS4 (CZTS),
where extended CuSn anti-site defects have ≈ 1 eV lower
formation energy compared to the corresponding crystal-
lographic point defects in the ordered structure.

The structures of CTS and CZTS can be derived by
appropriate ordering of Cu, Zn, Sn atoms on the cation

sites of the ZnS zincblende lattice9. The local ordering
of cations around sulfur lattice site in these compounds
is strongly constraint due to so-called octet rule which
states that anions prefer cation coordinations leading to
eight electrons in anions’ valence shell. As a result, the
ground state structures of CTS and CZTS are built from
S based tetrahedral motifs that offer the smallest devia-
tion from the fully occupied sulfur valence shell (the num-
ber of electrons in the sulfur valence shell is Nv = 8): the
tetragonal kesterite CZTS (sg, I 4̄) structure is built from
S-Cu2SnZn motif (Nv = 8) whereas the monoclinic CTS
(sg, Cc) structure is built from S-Cu3Sn (Nv = 7.75) and
S-Cu2Sn2 (Nv = 8.5) motifs24,25.

The formation of cation anti-site defects necessar-
ily changes local sulfur environment. To quantify
the energetics of such changes we employ a model
Hamiltonian that expands the formation energy in
terms of S-CuiSnjZn4−i−j tetrahedral motifs: ∆fE =
2
∑

(i,j) n(i, j)e(i, j), where n(i, j) count the number of

S-CuiSnjZn4−i−j motifs and e(i, j) are the expansion pa-
rameters (Tab. I). The parameters of the model Hamil-
tonian were fitted to DFT+U calculated formation ener-
gies CZTS and CTS with random cation configurations26.
Note that within the model Hamiltonian, the energy de-
pends only on the relative fractions of the S-centered mo-
tifs, but not on their arrangement. Despite this simpli-
fication, this model captures the essential energetics in
disordered CTS and CZTS26.

In the following, we are employing the model Hamil-
tonian for Monte-Carlo sampling, but then also perform

TABLE I: Parameters of the motif-based model Hamiltonian
in eV/atom.

S-Cu4 S-Cu3Sn S-Cu2Sn2 S-CuSn3 S-Sn4

-0.238 -0.492 -0.463 -0.254 -0.026

S-Cu3Zn S-Cu2SnZn S-CuSnZn2 S-CuZn3 S-Zn4

-0.404 -0.663 -0.790 -0.914 -1.083

S-Cu2Zn2 S-CuSn2Zn S-Sn3Zn S-Sn2Zn2 S-SnZn3

-0.679 -0.563 -0.379 -0.565 -0.880
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FIG. 1: First and second coordination shell of (a) Sn atom
and (b) CuSn anti-site defect in monoclinic Cu2SnS3. S-based
tetrahedra: S-Cu2Sn2 (yellow), S-Cu3Sn (blue), S-Cu4 (red).

DFT+U calculations on the resulting structures. Only
charge neutral supercells are considered in the present
work. It should be noted, however, that the disordered
structures can implicitly contain mutually compensat-
ing defects pairs, such as, e.g., the Zn+

Cu-Cu−
Zn pair in

CZTS. The DFT+U calculations are performed using
the VASP code27, the Perdew-Burke-Ernzerhof exchange-
correlation functional28 and U=5eV for the Cu-d shell29.
For the CuSn defect formation energy we used the ele-
mental chemical potentials of Ref.30.

Let us first analyze formation of CuSn anti-site defect
in cation ordered monoclinic CTS. The Sn site in CTS is
coordinated by 4 S atoms in the first coordination shell
and by 2 Sn and 10 Cu atoms in the second coordination
shell which together form 2 S-Cu3Sn and 2 S-Cu2Sn2

motifs (Fig. 1). By replacing the central Sn atom with
Cu atom, these motifs are converted to two S-Cu4 motifs
and two S-Cu3Sn motifs, respectively. The S-Cu4 sulfur
coordination is a high energy S environment as it violates
the octet rule by 1 electron (Nv = 7), which raises the
question: Is it geometrically possible to form the CuSn

anti-site defect without the formation of high-energy S-
Cu4 motifs?

According to the model Hamiltonian, the removal of
S-Cu4 motifs in the reaction S-Cu4 + S-Cu2Sn2 → 2 S-
Cu3Sn is exothermic by -0.57 eV. In fact, from point of
view of the composition, the stoichiometry change due to
a CuSn anti-site defect could be accommodated by con-
verting S-Cu2Sn2 motifs into S-Cu3Sn motifs, resulting
in a formation energy that is 1.14 eV lower compared to
the crystallographic point defect that creates two high-
energy S-Cu4 motifs. Whether or not such low energy
defects are possible is, however, not immediately obvious
as in the ordered monoclinic CTS there are no Sn sites
surrounded by only S-Cu2Sn2 motifs. Consequently, the
formation of such low energy CuSn anti-site defects must
require more complex cationic rearrangements.

In order to check the possibility of the formation of
such low energy CuSn defects configurations, we first con-
sider all possible defect complexes that include atomic re-
arrangements up to the second coordination shell of the
CuSn defect site. There are

(
12
2

)
= 66 possible arrange-

ments of Cu and Sn atoms in the second shell. Each
configuration can be thought of as a complex defect (1
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FIG. 2: Formation of CuSn in CTS: The smallest number
of high-energy motifs after completion of simulated annealing
with the motif-based model Hamiltonian as a function of the
supercell size.

+ k) CuSn + k SnCu, where k ∈ {0, 1, 2}. Interestingly,
however, none of these complex defects avoids formation
of high-energy motifs such as S-Cu4.

The number of possible Cu and Sn configurations ex-
plodes, as further coordination shells are included. To
efficiently search for possible CuSn defects that avoid for-
mation of high-energy S-Cu4 motifs, we perform sim-
ulated annealing optimization with Metropolis Monte
Carlo method and the motif-based model Hamiltonian26.
First, we create a single CuSn anti-site defect and ran-
domize cation configuration in the supercell, then the
system is equilibrated at 1773 K and finally annealed to
0 K. For each unit cell size we perform 15 randomly ini-
tialized runs.

Figure 2 shows the smallest number of high energy
motifs after completion of the simulated annealing as a
function of the cell size: the solid line shows the number
of the S-Cu4 motifs whereas the dashed line shows the
total number of the non-ground state motifs (motifs of
S-Cu4, S-CuSn3, and S-Sn4). The annealing removes the
S-Cu4 motifs, and in cell sizes larger than 144 atoms,
the CuSn anti-site defects can form without creating non-
ground state motifs. In cell sizes of 180 and 300 atoms,
however, S-Sn4 motifs form as the reaction 2 S-Cu4 + 5
S-Cu2Sn2 → S-Sn4 + 6 S-Cu3Sn is downhill in energy
(∆E = −0.43 eV). Thus even in cell sizes of 300 atoms
periodic boundary conditions affect the types of motifs
that are formed together with CuSn anti-site defect.

Clearly, complete elimination of high energy motifs
requires non-local atomic rearrangement that can only
be captured in large supercells with appropriate periodic
boundary conditions which for CuSn are satisfied in 144,
240 and 432 atom cells but not in 300, 180 and smaller
than 144 atom cells. Such complex rearrangements can-
not be described within a simple point defect or clus-
ter of point defects model. In fact, after creating the
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FIG. 3: Formation energy of CuSn anti-site defects calculated
with DFT+U as a function of the number of S-Cu4 motifs.
The formation energy is evaluated using disordered supercell
of CTS as reference host cell and reference chemical potentials
of elemental phases in the chemical standard state (∆µCu =
∆µSn = 0).

crystallographic point defect CuSn in the ordered mono-
clinic structure of CTS and minimizing the (free) energy
during the Monte Carlo simulations, the resulting cation
arrangement is highly disordered (cf. bottom panel in
Fig. 4).

Figure 3 shows the formation energy of CuSn anti-site
defects calculated with DFT+U for 26 cells of 144 atoms
with different numbers of S-Cu4 motifs generated dur-
ing simulated annealing. The formation energy is eval-
uated using a stoichiometric, but disordered supercell of
CTS as reference host cell and reference chemical poten-
tials of elemental phases in the chemical standard state
(∆µCu = ∆µSn = 0). The formation energy of CuSn

is approximately proportional to the number of S-Cu4

motifs with a slope of 0.67 eV showing that this high-
energy motif dominates the magnitude of the formation
energy. Both the value of the slope and linearity of the
formation energy is in good agreement with the motif-
based model Hamiltonian predicting that elimination of
a single S-Cu4 motif lowers the energy by -0.57 eV. The
CuSn anti-site defect formed without any S-Cu4 motifs
has on average 1.34 eV lower formation energy compared
to the CuSn point defect in the ordered CTS lattice which
creates two S-Cu4 motifs in the absence of disorder (cf.
Fig. 1).

The large energy reduction due to the removal of the
high energy motifs leads to an essentially zero forma-
tion energy of CuSn in disordered CTS. From a different
perspective, taking the ordered ground state structure of
CTS as reference cell, the formation energy of the ex-
tended anti-site becomes cell size dependent, because it
necessitates cation disorder (in Ref.26, we determined an
energy difference of 9 meV/atom between ordered and
disordered CTS). For a 144 cell with a single CuSn de-
fect, the energy gain due to removal of high-energy motifs
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FIG. 4: Top: Mixing energies between CTS and
Cu3SnS4 as a function of alloy compositions composition x,
Cu8+xSn4−xS12. Bottom: Distribution of S-Cu2Sn2 (yellow)
and S-Cu4 (red) motif centers in 144 atom cells with two CuSn

anti-site defects, for clarity S-Cu3Sn are removed.

is approximately offset by the energy cost due to the en-
suing disorder. However, the extended anti-site is still
strongly favored over the crystallographic point defect
due to the higher entropy associated with the cation dis-
order. Further, once the energy cost associated with dis-
order is overcome, a larger number of extended CuSn de-
fects can be accommodated within the same cell volume
without formation of high-energy motifs. Consequently,
the formation energy of disordered CTS becomes lower
that that of ordered CTS above a certain concentration of
CuSn defects. This is seen in Fig. 4, showing the mixing
enthalpy ∆mH as a function of the composition x in the
Cu8+xSn4−xS12 alloy. The energy of ordered CTS with
CuSn point defects rises very steeply with increasing de-
viation from the CTS stoichiometry and above x > 0.06
exceeds that of the disordered alloy resulting from forma-
tion of extended anti-site defects. These computational
predictions are also supported by recent experimental ev-
idence of a strong correlation between atomic ordering
and the hole carrier density which is a sensitive indicator
of off-stoichiometry31.

A similar energy lowering due to complex atomic rear-
rangements also occurs for the opposite anti-site defect
SnCu in CTS. Substitution of Cu by Sn in CTS converts
3 S-Cu3Sn and S-Cu2Sn2 motifs into 3 S-Cu2Sn2 and
S-CuSn3 motifs. The latter sulfur environment violates
the octet rule by 1.25 electrons and can be eliminated via
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S-CuSn3 + S-Cu3Sn → 2 S-Cu2Sn2, a pathway that is
exothermic by -0.36 eV.

The formation of low-energy extended anti-site defects
is not limited to CTS and should also occur in other
multinary tetrahedrally bonded materials. A technolog-
ically important example is CZTS which has attracted
high interest as a solar absorber material32,33. The for-
mation of CuSn anti-site point defect in this material
leads to the creation of four unfavorable S-Cu3Zn mo-
tifs, which violate the octet rule by 0.75 electrons. The
pathway for the removal of the S-Cu3Zn motifs is more
complex, S-Cu3Zn + 4 S-Cu2SnZn → S-CuSnZn2 + S-
CuZn3 + 3 S-Cu3Sn (∆E = −0.24 eV) and leads to total
energy lowering by 0.96 eV. Note that formation of the
notorious CuZn and ZnCu anti-site defects34–36 leads to
relatively stable S-Cu3Sn and S-CuSnZn2 motifs and en-
ergy minimization in the disordered CZTS lattice does
not lower their formation energy.

We now turn to discuss the broader implications of the
present model for extended anti-site defects. As illus-
trated by the case of CTS, the failure to include these
complex non-local atomic rearrangements can lead to
qualitatively wrong conclusions. Specifically, we found
that within the conventional point defect model, Cu va-
cancies are the dominant p-type defect, which would im-
ply that the observed hole concentrations in the range be-
tween 1017−1021 cm3 come along with Cu-deficiency31,37.
However, the steep increase of p-type doping at high
[Cu]/([Cu]+[Sn]) ratios was clearly inconsistent with the
point defect model. The large reduction of the CuSn for-
mation energy due to the effect of disorder reconciles this
compositional trend. The extended anti-site defect dif-
fers from the substitutional CuSn defect also in its elec-
tronic behavior. Due to the large valence mismatch be-
tween Cu(I) and Sn(IV), the CuSn point defect is a highly
charged triple acceptor, with a deep and localized accep-
tor state37. In contrast, in the disordered configuration
as an extended anti-site defect, there is no clearly defined
site of the dopant, the hole charge is delocalized, and the
acceptor state is energetically close to the valence band
continuum. It should further be noted that the complex
atomic structure of the extended anti-site defects com-
plicates the thermodynamical modeling of the defect and
carrier concentrations, which generally rely on the con-
figurational entropy of defects on a lattice1. Such predic-
tions could be accomplished via grand-canonical Monte-
Carlo simulations, which, however, lie beyond the scope
of the present work.

For CZTS, there exists a body of literature on de-
fect formation energies, e.g.38–40. The earlier works38,39

found a formation energy of the CuSn defect of about 1.1
eV (∆µCu = ∆µSn = 0). However, due to deficiencies
of the standard PBE functional, these calculations also
predicted unphysical negative formation energies for the
CuZn acceptor. This issue was clarified and corrected by
a later hybrid functional study40, in which the CuSn for-
mation energy was found at 2.4 eV (∆µCu = ∆µSn = 0).
Our GGA+U calculated value of 2.1 eV is close to this

H

FIG. 5: Mixing energy for (a) CTS–Cu3SnS4–ZnS and (b)
CTS–CZTS–Cu3SnS4 systems calculated withing the motif-
based model Hamiltonian.

hybrid functional result. Since the CuSn formation en-
ergy is reduced by up to 1.2 eV depending on the actual
growth conditions40, the additional reduction of about 1
eV due to the non local atomic rearrangement will render
CuSn at least as important as the acceptor defects CuZn

and VCu. A further implication is that a high Cu compo-
sition can considerably increase the p-type doping, but
at the same time causes disorder that can cause harmful
potential fluctuations or even trap states26,41,42.

An important consequence of a significant decrease
in the formation energy of anti-site defects in CTS and
CZTS is the increased ability of these materials to sustain
high degree off-stoichiometry without phase separation.
For instance, the formation of CuSn defects in Cu2SnS3

can be viewed as admixing of Cu3SnS4, i.e., the formation
of a Cu8+xSn4−xS12 alloys within a structurally coherent
tetrahedrally bonded phase. Note that for point defect
substitution, the initial slope of the mixing enthalpy at
x = 0 equals the defect formation energy of the CuSn de-
fect. Hence, the lowering of the defect formation energy
due to the disorder correspondingly reduces the mixing
enthalpy (cf. Fig. 4).

The energy minimization via non-local rearrangements
can be extended to the wider CTS-Cu3SnS4-ZnS compo-
sition space, which includes CZTS. Figure 5(a) shows the
mixing energy calculated within the model Hamiltonian
for 768 atom cells. We observe positive mixing enthalpies
along the Cu3SnS4-ZnS line, suggesting phase separation,
but negative enthalpies along the CTS-ZnS line, due to
the formation of the stable quaternary CZTS compound.

The mixing enthalpies for the compositional space
bounded by CTS-Cu3SnS4-CZTS, shown in Fig. 5(b),
are strictly zero within the model Hamiltonian. This is
because the energetically unfavorable motifs such as S-
Cu4 or S-Cu3Zn are eliminated during the Monte-Carlo
simulation, and the resulting disordered structures are
composed only of the native motifs of the constituents
CZTS, Cu3SnS4, and CTS in respective proportions.
While the zero mixing enthalpies would suggest contin-
uous solid solutions, we note that a certain energy gain
due to long range ordering in case of the stoichiomet-
ric end compounds is not captured by the model Hamil-
tonian. Thus, complete mixing is usually not attained
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in reality. Nevertheless, the extended defect model ac-
counts for the fact that CZTS tolerates a high degree of
off-stoichiometry along with maintaining a high level of
disorder, rarely fully developing the cation ordering of
the kesterite structure34,35,37.

In conclusion, we have shown that complex, non-local
atomic rearrangements can dramatically alter the de-
fect physics in multinary tetrahedrally bonded materials.
The formation of such extended anti-site defects is pro-
moted by a large enthalpy gain due to removal of high
energy motifs and a small enthalpy cost for disorder. Ex-
tended CuSn anti-site defects in CTS and CZTS are re-
markable examples as the energy lowering is in the order
of 1 eV per defect. Such a large change may signifi-
cantly affect defect chemistry and the electrical doping
of the material. The extended anti-site defects can also
considerably widen the compositional stability range of

the parental structure (e.g., the underlying zinc-blende
lattice of CTS and CZTS), but at the same time break
the long range ordering on the cation sub-lattice, causing
disorder with potential impact on the electronic proper-
ties. Finally, we note that the mechanism of extended
anti-site defect formation is a rather general possibility
in multinary materials with a tendency to disorder.
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