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A hallmark of materials with extremely large magnetoresistance (XMR) is the transformative turn-
on temperature behavior: when the applied magnetic field H is above certain value, the resistivity
versus temperature p(7') curve shows a minimum at a field dependent temperature T, which has
been interpreted as a magnetic-field-driven metal-insulator transition or attributed to an electronic
structure change. Here, we demonstrate that p(T) curves with turn-on behavior in the newly
discovered XMR material WTez can be scaled as MR ~ (H/po)™ with m ~ 2 and po being the
resistivity at zero-field. We obtained experimentally and also derived from the observed scaling the
magnetic field dependence of the turn-on temperature 7" ~ (H — H.)” with v &~ 1/2, which was
earlier used as evidence for a predicted metal-insulator transition. The scaling also leads to a simple
quantitative expression for the resistivity p* ~ 2po at the onset of the XMR behavior, which fits
the data remarkably well. These results exclude the possible existence of a magnetic-field-driven
metal-insulator transition or significant contribution of an electronic structure change to the low-
temperature XMR in WTes. This work resolves the origin of the turn-on behavior observed in
several XMR materials and also provides a general route for a quantitative understanding of the

temperature dependence of MR in both XMR and non-XMR materials.

PACS numbers: 72.80.Ga, 71.18.4y, 75.47.Pq

The electrical resistance of a material can change
its value in the presence of a magnetic field.! 3! Such
magnetic-field-induced resistance changes - the magne-
toresistance (MR) are at the core of hard drives in
computers’ and other applications such as magnetic field
sensors.32:33 Since larger MRs give rise to higher sensitivi-
ties of the devices, searching for new materials with large
MRs has perpetually remained at the frontier of con-
temporary materials science research.?%:9:13-31 Besides
the giant MR (GMR)7 and colossal MR (CMR)? found
in magnetic thin films and compounds, extremely large
MR (XMR) has been revealed in graphite,”! bismuth®
and many non-magnetic compounds such as PtSn*!3
PdCo0s,'* WTey,'5 21 NbSbh,,?? as well as the newly dis-
covered 3D Dirac semimetals CdzAss,?® NasBi, 2425 and
topological Weyl semimetals NbP,2627 NbAs,2%29 and
TaAs.331 Among them, the recently discovered XMR
in WTes can reach 13 million percent at 0.53 K and in a
field of 60 T.1516

A unique feature in the magnetoresistance of all XMR,
materials is its transformative ’turn-on’ temperature
behavior:!%:16 when the applied magnetic field is above
certain value, the resistivity versus temperature p(T)
curve shows a minimum at a field dependent tempera-
ture T*. At T < T*, the resistivity increases dramat-
ically with decreasing temperature while at T" > T™ it
has a similar metallic temperature dependence as that
at zero-field. Such a marked up-turn behavior has been

commonly attributed to a magnetic-field-driven metal-
insulator transition,!”19722:3435 although few publica-
tions questioned such an interpreattion.'?:36:37 In WTe,,
an electronic structure change has also been proposed
to be a possible origin.?® 42 Here we tackle the issue of
the MRs turn-on temperature behavior. We demonstrate
that Kohler’s rule scaling, MR ~ (H/po)™ with m ~ 2,
could explain the remarkable up-turn behavior in WTes.
Furthermore, we discuss its universality and applicability
to XMR materials with closely balanced hole and elec-
tron densities as well as other systems where one type of
charge carriers may be dominant.

We measured two samples extracted from crystals
grown using a chemical vapor transport method simi-
lar to that described in Refs.15, 16 and 43. Four-probe
dc resistive measurements were carried out in a Quan-
tum Design PPMS-9 using a constant current mode. The
magnetic field is applied along the c-axis of the crystal
and is perpendicular to the current I which flows along
the a-axis of the crystal (see Fig.S1 for contact config-
uration and Table S1 for more sample parameters). In
order to more accurately determine sample temperature,
the resistivity versus temperature p(7") curves at various
magnetic fields were constructed by measuring p(H) at
various fixed temperatures. More measurement details
can be found in Ref.??.

Following the conventional definition,!315

the magnetoresistance as MR =

we present
[pza(T, H) —



Prz(Ty0)]/pza(T,0) (pzse is the longitudinal resistivity;
Pz (T, 0) is also presented as pg, the standard convention
used in the literature). Figure 1 shows the typical tem-
perature behavior of our WTey crystals: in the absence of
an external magnetic field, the resistivity deceases mono-
tonically with temperature. At low magnetic fields (< 0.5
T) the temperature behavior remains metallic through-
out the entire temperature range. When the magnetic
field is ramped to 1 T and above, a turn-on behavior
occurs, whereby at low temperatures the resistivity in-
creases with decreasing temperature, resulting in a re-
sistivity minimum at T™. Intuitively, such a temperature
behavior can be a direct consequence of a metal-insulator
transition. In analogy with the phenomenon of dynami-
cal chiral symmetry breaking in the relativistic theories of
the (2 + 1)-dimensional Dirac fermions, Khveshchenko*
predicted that an external magnetic field can open an
excitonic gap in the linear spectrum of the Coulomb in-
teracting quasiparticles in graphite. Consequently, the
temperature at which the gap becomes zero follows a
relationship of T* ~ H'2, which can account for the
experimental finding of T* ~ (H — H,.)” with v =~ 1/2
in both graphite and bismuth, apart from the offset field
H,_.3%35 Although there is no quantitative analysis on
the T*(H),'516:19 the turn-on behavior in WTey has also
been interpreted as a metal-insulator transition.'”19:42
As shown in Fig.S2a, for our WTe, crystal in various
fixed magnetic fields, however, the MRs increase mono-
tonically with decreasing temperature. Although the MR
does increase faster at temperatures below 7%, no radi-
cal changing feature such as a step from a possible gap-
opening can be identified at 7% in the MR(T) curves.
As plotted in Fig.S2b, the MR curves obtained at dif-
ferent magnetic fields can in fact overlap each other if
they are normalized with the values at 5 K. That is, the
MRs at different magnetic fields have the same temper-
ature dependence, differing from the expected behavior
induced by excitonic gaps that should result in a faster
change rate at a higher magnetic field. This implies that
a metal-insulator transition is probably not the origin of
the turn-on temperature behavior in our WTey crystals,
consistent with the observation reported by us in com-
mercial WTe, crystals.??

On the other hand, as presented in Fig.2a, all the data
in Fig.1 can be scaled onto a straight line when plotted
as MR ~ H/pg. That is, the temperature dependence of
the magnetoresistance of this sample follows the Kohler’s
rule:

MR = a(H/po)" (1)

with af= 25(uQem/T)192] and m[= 1.92] being con-
stants. This scaling behavior is valid for all the mea-
sured samples, as demonstrated in Fig.S3 for the data
from sample II.

In order to showcase how Eq.l1 can lead to the re-
marked turn-on behavior shown in Fig.1, we replot the
0 T and 6 T resistivities as well as their difference
Apre = pax(T,6) — pse(T,0) in Fig.2b. Tt clearly shows
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FIG. 1. (Color online) Temperature dependence of the resis-
tivity of sample I in various magnetic fields. Open symbols are
experimental data in magnetic fields from 0 T to 9 T at inter-
vals of 0.5 T. The red solid circles highlight the locations of the
resistance minima. Dashed line represents the temperature
dependence of the resistivity minima p* = [L + (m — 1)"!]po
derived from Kohler’s rule scaling MR ~ (H/po)™ with po
being the experimental resistivity at zero field and m = 1.92
(see text for more discussion). The inset shows the Fermi
liquid (FL) behavior po = A+ BT? for the resistivity at tem-
peratures below 100 K. Data were taken with magnetic fields
applied along the c-axis of the crystal (H || ¢) and current
flowing along the a-axis.

that the resistivity of a sample in a magnetic field consists
of two components, i.e. pg and Ap,,, with opposite tem-
perature dependencies. In fact, Eq.1 can be re-written
as:

paa (T, H) = po + aH™ /pi (2)

The second term is the magnetic-field-induced resistiv-
ity Apgs, which is inversely proportional to 1/py (when
m = 2) and competes with the first term when temper-
ature is changed, resulting in a possible minimum at 7
in the temperature dependence of the total resistivity.
In fact, we can conveniently derive the T*(H) from Eq.2
using dp,.(T, H)/dT = 0 : po(T*) = Hla(m — 1)]"/™.
As given in Fig.3 for sample I, this relation (red solid
line) correctly describes the experimental data (red open
circles). The data and the fit in Fig.3 also indicate the
existence of a critical magnetic field beyond which a re-
sistivity minimum in the p,, (T, H) curve can occur. In
fact, the T*(H) relation in our samples can also be de-
scribed as T* ~ (H — H,)'/? (blue circles in Fig.3), con-
sistent with those observed in graphite and bismuth.?*
The physics behind it is simple: the resistivity min-
ima occur in the Fermi liquid state®® in which the tem-
perature dependence of the zero-field resistivity follows
po = A+ BT?, as demonstrated in the inset of Fig.1
for sample I. In that case, we have T* ~ (H — H,.)'/?
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FIG. 2. (Color online) Kohler’s rule analysis of the temper-
ature dependence of the resistivity. a, Kohler’s rule scaling
of data in Fig.1. The symbols are experimental data and
solid line represents a fit to MR = 25(H/po)*°%. b, tem-
perature dependence of the resistivity at 0 T and 6 T and
their differences. The solid lines are fits to Eq.1 with o = 25
[#Qem/T]*92 and m = 1.92. We present data up to 200 K
for clarity since the MR at T > 200 K is small (MR < 5%,
the value at 200 K and 9 T, see Fig.S2a).

with H, = Ala(m — 1)]7Y™ ~ A/al/? (for m =~ 2).
For a quick estimate we replace A with the resistivity
value (= 2.7 pflem) obtained at lowest temperatures in
zero field from Fig.1, resulting in H, ~ 0.52 T, which is
consistent with the experimental observation of the ab-
sence of a minimum at 0.5 T in Fig.1 and H. = 0.5 T
revealed by fitting the data (open blue circles) in Fig.3
using T* ~ (H — H,)'/? (dashed blue line). Remark-
ably, Eq.2 also predicts an extremely simple tempera-
ture dependence for the resistivity p* at the minimum
of the pg.(T,H) curve: p* = [1 + (m — 1) pg, ie.
p* & 2pp since m &~ 2, as presented by the red dashed
lines in Fig.1 for sample I and Fig.S3a for sample II.
That is, the Kohler’s rule Eq.1 can quantitatively pre-
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FIG. 3. (Color online) Magnetic field dependence of T for
sample I. The red solid line is a fit to po(T*) = H[a(m—1)]"/™
and the dashed blue line represents T*% ~ H — 0.5.

dict the temperature dependence of the total resistivity,
including the resistivity minima and the astonishing up-
turn at low temperatures in WTe,, excluding the possi-
ble existence of a metalinsulator transition. The observed
T* ~ (H—H,)'/? relationship is in fact an indication that
the turn-on behavior occurs in the Fermi liquid state.

Originally, the Kohler’s rule was developed to account
for the magnetoresistance in metals, in which the magni-
tude of the magnetic field in theoretical derivation occurs
always in the combination of H7 where 7 is the relax-
ation time and related to pg through pg = 1/n.ep. =
m*/nee?r with p., m* and n. being the mobility, ef-
fective mass and density of conduction electrons, respec-
tively. Since m* is typically assumed to be temperature
independent, Kohler’s rule will be valid if the density
n. is a constant. Kohler’s rule plots in XMR materi-
als showed both agreement!3144%:44 and disparity.! 74044
As shown in Fig.S4, the MR(H) in our WTey follows
Kohler’s rule Eq.1 well, except for the data at very low
temperatures. The derived form of the Kohler’s rule
(Eq.2) indicates that the temperature dependence of the
measured resistivity in a fixed magnetic field is solely de-
termined by po(T), because « and m are temperature
insensitive. Since po(7T) is inversely proportional to the
temperature dependence of the mobilities y. (1), Eq.2
also reveals that the turn-on behavior in XMR, materi-
als originates from the strong temperature dependence of
the high mobilities of the charge carriers.

Although Kohler’s rule is phenomenological, Eq.1 with
m = 2, i.e. MR ~ (H/pg)? can be derived from a two-
band model for perfectly compensated systems.*?46 In
WTe, the densities of electrons and holes are believed
to be perfectly compensated.'® 16 However, the exponent
m in Eq.1 is not precisely 2 and there exists detectable
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FIG. 4. (Color online) Direct fits to the two-band model rep-
resented by Eq.S1 for both the longitudinal (pz») and Hall
(pzy) resistivities of sample I. The green linear is a guide for
the eyes. The upper and lower insets show the derived mobil-
ities and densities of the electrons and holes.

disparities between the experimental data at low tem-
peratures and the fits to Eq.1 in Fig.2. Besides exper-
imental errors and possible electronic structure changes
at low temperatures,3® 42 such a misfit, though not very
significant, may indicate that the densities of the two
types of charge carriers are not precisely equal. In fact,
as shown in Fig.4, p,,(H) also deviates from a perfect
linear behavior, revealing that n. # np, i.e. the third
term in the denominator of Eq.S1 cannot be completely
neglected. Direct fits with Eq.S1 to both the p,,.(H) and
pzy(H) data presented in Fig.4, show that n. and ny
do not change significantly with temperature and have
values of (4.6 — 6) x 10% m™3. The densities of the elec-
trons and holes differ by ~ 2 — 9%, depending on the
temperature. The values are consistent with those de-
rived from quantum oscillation measurements, which give
Ne = 6.64 x 10%° m? and ny, = 6.9 x 10%° m3 at 0.59 K.47
These results also indicate that the electronic structure
changes revealed by MR anisotropy>® and angle-resolved
photoemission spectroscopy (ARPES) measurements®
do not significantly modify either the temperature de-
pendence or the absolute values of the carrier densities,
although a slight abnormality is observed at ~ 70 K.
The above discussion indicates that Eq.1 can also ac-
count for the temperature and magnetic field depen-
dences of the resistivity for systems with imperfect com-

pensation of the electron and hole densities. That is,
Eq.1 can fit the experimental data with negligible devia-
tions if the first two terms in the denominator in Eq.S1
dominates. Since the third term in the denominator of
Eq.S1 contains the product (pepr) of the two mobilities
e and pp, its value should decrease faster than the first
two terms with decreasing mobilities. Thus, Eq.1 will be
applicable for systems with a large difference in densities
of electrons and holes, if either or both of the mobilities
are small. In this case we can generalize the p,,(7,0) in
Eq.S2 and « in Eq.1 to be pu.(T,0) = [epe(ne + kng)] =
and a = k[e(ne + kny)]? , respectively.®®

The applicability of Eq.1 to non-compensated systems
with low mobilities extends the importance of this work
beyond understanding the magentoresistance in XMR
materials: Eq.1 also enables us to shed light on the mag-
netoresistances observed in non-XMR materials, which
have mobilities*® typically orders of magnitudes smaller
than those in XMR materials. For example, the magne-
toresistance in the normal state of cuprate superconduc-
tors was found to be only few percents at magnetic fields
up to 30 T and follows MR = e H?, with £ oc T*.49 With-
out getting into details on possible bands of the charge
carriers, Chan et al.*? elucidate such temperature and
magnetic field dependencies with the Kohler’s rule, i.e.
MR = f[H/po] x [H/po)]? and pg oc T? for the Fermi
liquid normal state. Clearly, these MR behaviors are di-
rect outcomes of Eq.1, revealing the two-band nature of
the charge carriers in cuprate superconductors in which
the densities of holes and electrons can be controlled by
doping.49-%0

Although Eq.2 is aimed to clarify the so-called metal-
insulator transition in the temperature dependence of the
magnetoresistance, it can easily account for the absence
of the low temperature up-turn in p,, (7, H) of non-XMR
materials in a fixed magnetic field: the high charge car-
rier densities (n. and/or nyp) lead to small o. Together
with the large residual resistance A, it can result in a
large H,. (= A/a'/? in the Fermi liquid state) exceeding
the magnetic fields available in a typical laboratory or a
small T*[~ (H — H.)'/?] that is beyond the experimen-
tally accessible temperature range.** In Fig.S5 we present
the calculated p.. (T, H) curves using p..(T,0) and m
of sample I while changing the value of o to demon-
strate that the same Kohler’s rule can lead to different
temperature behavior: Fig.S5a shows that the turn-on
temperature behavior occurs only at H > 2 T when
the a value decreases to 2.5 (uQem/T)92; Fig.S5b in-
dicates that in our experimentally accessible magnetic
field of 9 T, no turn-on behavior can be observed if
a = 0.15 (uQem/T)192. Eq.1 also implies that Kohler’s
rule will be violated if « is temperature dependent. In
this case one can obtain information on the tempera-
ture dependence of the charge carrier densities from Eq.1
(using m = 2) with the measured p,, (T, H) through
@ = ppx(T,0)Apy (T, H)/H?.

In summary, we demonstrated that the Kohler’s rule
can account for the turn-on temperature behavior of the



resistance in WTesy, which seemingly looks like a metal-
insulator transition. Based on the Kohler’s rule scaling
we could obtain the same magnetic field dependence of
the turn-on temperature T* ~ (H — H,)'/?, which was
earlier considered as evidence for a metal-insulator tran-
sition. We found a simple temperature dependence for
the resistivity p* = 2pg at the minimum of the p,. (T, H)
curve. These results unambiguously demonstrate that
the turn-on temperature behavior is not indicative of a
metal-insulator transition but in fact of a high-quality
and low charge carrier density sample (small residual re-
sistivity, high mobilities, and large residual resistance ra-
tio) following Kohler’s rule in a magnetic field. They also
indicate that the electronic structure changes revealed
by MR anisotropy and ARPES may not contribute to
the turn-on behavior. Our work not only resolves the
long-time mystery of the turn-on temperature behavior

in XMR materials but also provides a general route to
understand the temperature behavior of measured resis-
tances in both XMR and non-XMR materials.
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