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We use density functional theory to explain the preferred structure of partially reduced CeO2(111).
Low energy ordered structures are formed when the vacancies are isolated (maximized intervacancy
separation) and the size of the Ce3+ ions is minimized. Both conditions help minimize disruptions
to the lattice around the vacancy. The stability of the ordered structures suggests that isolated
vacancies are adequate for modeling more complex (e.g., catalytic) systems. O diffusion barriers
are predicted to be low enough that O diffusion between vacancies is thermodynamically controlled
at room temperature. The O diffusion reaction energies and barriers are decreased when one Ce f
electron hops from a nearest neighbor Ce cation to a next nearest neighbor Ce cation, with a barrier
that has been estimated to be slightly less than the barrier to O diffusion in the absence of polaron
hopping. This indicates that polaron hopping plays a key role in facilitating the overall O diffusion
process, and depending on the relative magnitudes of the polaron hopping and O diffusion barriers,
polaron hopping may be the kinetically limiting process.
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I. INTRODUCTION

Ceria is a reducible oxide frequently used as a catalyst1

and as an electrolyte for solid oxide fuel cells2 due to its
ability to form O vacancies. As a catalyst, it has multiple
active sites, including Ce ions and O vacancies.3 As an
electrolyte, charge transport occurs via polaron hopping
and O diffusion4, the latter process being facilitated by O
vacancies. Improved understanding of the structure and
charge transport kinetics of partially reduced ceria could
result in improved ceria-based catalysts and electrolytes.

Partially reduced ceria has been well-studied theoret-
ically and experimentally. To our knowledge, the most
extensive calculations for the CeO2(111) surface to date
have been carried out by Li et al.5 for single vacancies and
by Murgida and Ganduglia-Pirovano6 for double vacan-
cies. When a vacancy is formed by removal of a neutral
O atom (hereafter referred to as a neutral O vacancy),
two Ce4+ ions are reduced to form Ce3+ ions, with the
additional electrons localized in partially occupied Ce f -
orbitals.7 A seminal experimental study8 proposed that
O vacancies cluster together. Notwithstanding one theo-
retical study supporting this9, other experimental10–12

and theoretical6,13,14 works suggest that lattice relax-
ation effects cause vacancies to repel each other, with
the prior experimental evidence for vacancy clustering
being attributed to fluorine contamination of the ceria
crystal12. Connected with the formation of O vacancies
is the localization of the extra electrons. The current
theoretical consensus5,6,14–18 is that Ce3+ ions are lo-
cated at second neighbor positions to the vacancies. It
has been observed that this maximizes the average Ce–
O bond length.5,16 A combination of experimental titra-
tion of the localized f electrons with Au atoms and den-
sity functional theory calculations also demonstrate that

the Ce3+ ions prefer the second neighbor positions.19 Fi-
nally, computations20 showed that the location of Ce3+

ions influences O diffusion barriers in partially reduced
CeO2(111).

Several authors have hinted at why (1) vacancies repel
and (2) Ce3+ ions prefer the next-nearest neighbor posi-
tion, but we are not aware of any conclusive explanation
for these behaviors. Furthermore, the lack of a global
geometry search for the lowest energy configuration im-
pedes general conclusions about the underlying processes
because it is not known whether currently-accepted min-
imum energy structures are, in fact, the most stable
structures possible. Employing density functional the-
ory (DFT) and carrying out a global search of potential
geometries within a 3x3 supercell, we explain the physical
origins of both these phenomena in terms of simple lattice
properties (coordination numbers, interatomic distances,
ionic size, etc.). Finally, we explore the effect of ceria
structure on O diffusion.

II. METHODS

DFT calculations for CeO2(111) were carried out us-
ing VASP21 with PAW pseudopotentials22,23, and the
PBE24 functional coupled with semi-empirical van der
Waals corrections25 and on-site Coulombic interactions26

on the Ce f electrons with U = 5 eV, consistent with
prior work.5 As with prior work5,14,16,17, we restrict our-
selves to ferromagnetic states for the Ce3+ f electrons.
Single and double vacancy calculations were performed
using 3x3 supercells, and a few double vacancy calcula-
tions using 4x4 supercells were carried out to test the
impact of vacancy density on vacancy formation energies
(herein all vacancy formation energies are normalized by
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the number of vacancies). All slabs contained three O–
Ce–O trilayers (bottom trilayer frozen) and 15 Å of vac-
uum. The 3x3 supercells employed a 2x2x1 Monkhorst-
Pack k-point mesh27, while the 4x4 supercells employed
the gamma point alone. Constrained magnetic moments
were used to generate pre-converged structures with the
desired electronic configuration. Subsequent removal of
the constraints yielded the fully optimized structures. O
diffusion barriers were determined using climbing image
nudged elastic band (NEB) calculations28,29 with five im-
ages linearly interpolated between the initial and final
states.

Given the large total number of configurations in a
3x3 supercell for both single and double vacancies (due
to combinatorial complexity), and the inherently local
nature of DFT geometry optimizations, it can be diffi-
cult to locate the global minimum structure. In an at-
tempt to locate the global minimum in the 3x3 supercell,
we performed geometry optimizations for a wide range
of configurations. We enumerated all possible configu-
rations and retained a single example from each of the
symmetry-equivalent sets to generate a minimal set of
unique configurations. From prior work6, we developed
heuristics for ranking the stability of each configuration.
Then we selected a subset of the possible configurations,
taking care to include configurations along the entire en-
ergy coninuum. Our heuristics and the set of sampled
configurations were updated and refined during the ge-
ometry search. We performed a few additional calcula-
tions in 4x4 supercells primarily to test the convergence
of our 3x3 supercell calculations with respect to supercell
size. We tested the ground state two vacancy structure
from Ref.14 as this was similar to our lowest energy con-
figuration for a single vacancy in the 3x3 supercell. We
also tested a few additional structures designed to mimic
the low energy configurations of two vacancies in a 3x3
supercell in the larger 4x4 supercell. For isolated vacan-
cies, we tested vacancies in up to the third O layer and
localized f electrons in up to the second Ce layer. We
restricted paired vacancies to the first two O layers and
localized f electrons to the first Ce layer. We sampled 48
single vacancy structures (out of 110) and 83 paired va-
cancy structures (out of 399) for the 3x3 supercells and 8
structures for the 4x4 supercells. Although many struc-
tures have very similar energies, we believe the trends
are qualitatively correct owing to beneficial error cancel-
lation.

III. RESULTS

A. Lowest Energy Configurations

Four low energy configurations for single and double
vacancy structures are depicted in Fig. 1. Our single
vacancy structures (Fig. 1, a and b) are structurally and
energetically in excellent agreement with the literature
as a whole15–17, and are in near-quantitative agreement

with calculations performed by Li et al.5. The lowest en-
ergy single vacancy configuration (Fig. 1a) has the two
Ce3+ ions at second neighbors to a subsurface O vacancy.
When one of the Ce3+ ions moves next to the subsurface
O vacancy (Fig. 1b), the vacancy formation energy in-
creases by 0.07 eV due to a compressed bond between
the first neighbor Ce3+ and the second neighbor surface
O along the line of the Ce3+−O−V−Ce3+ chain. In the
two lowest energy cases, at least one Ce3+ ion is second
neighbor to the vacancy, consistent with prior STM and
DFT results17. The double vacancy structures (Fig. 1, c
and d) show similar behavior. In the lowest energy two
vacancy structure in a 3x3 supercell (Fig. 1c), each va-
cancy has both a first neighbor and a second neighbor
Ce3+ ion. The first vacancy prefers the subsurface, with
the second vacancy showing no clear preference for the
surface or subsurface (the energy difference is less than
0.02 eV). Decreasing the vacancy concentration by mov-
ing to the 4x4 supercell (Fig. 1d) permits all Ce3+ ions
are to be second neighbors to subsurface O vacancies and
to each other. In the 4x4 supercell, vacancies are situated
such that both vacancies are in the subsurface, and the
distance between vacancies is maximized.

All low energy configurations have the Ce3+ ions lo-
cated at no further than the second neighbor position.
This second neighbor ordering (Fig. 1, a and d) and, to
a lesser extent, the mixed first and second neighbor order-
ing (Fig. 1, b and c) results in the construction of peri-
odic domains of Ce3+−O−V chains. Such chains permit
a more efficient relaxation of the lattice than that achiev-
able when Ce3+ ions are located either further away from
or closer to the vacancy. Similar ordered structures have
been observed experimentally via AFM by Torbrügge et
al.10 and via STM by Grinter et al.31. Torbrügge et al.
suggested that the structure of defective ceria is driven
by an interplay of short-range interactions.

B. Trends in Vacancy and Ce3+ Ion Locations

To better elucidate the exact nature of the short-range
interactions driving the surface geometry, we examine
trends in the vacancy energies for a number of elementary
descriptors as a function of the number of vacancies (one
or two) and supercell size (3x3 or 4x4) for two vacancies.
Vacancy formation energies are generally similar for both
single and double vacancies.

Single vacancies preferentially form in the second
O layer (Fig. 2a) compared to the first5,16,32,33 and
third32,33 O layers, with third layer sites being strongly
disfavored. This preference is explained in Fig. 2b by
the average coordination number of Ce ions neighboring
the vacancy (we assume Ce–O coordination only if the
center-to-center distance is less than 2.6 Å, compared to
a normal distance of 2.4 Å in the unrelaxed lattice). We
use this quantity as a surrogate for the amount and type
of lattice reconstruction involved.

In all cases first neighbor O ions move towards the va-
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FIG. 1. (Color online.) Selected low energy relaxed structures with one (a, b) and two (c, d) vacancies. Panels (a–c) are for
3x3 supercells, and panel (d) is for a 4x4 supercell. Formation energies per vacancy (eV) are given in the lower right of each
panel. Ce4+, surface O, and subsurface O ions are represented by light gray (or off-white), orange, and red spheres. The letter
V in a circle denotes a vacancy, with orange (red) circles corresponding to vacancies in the first (second) O layer. Ce3+ ions are
represented by yellow spin density isosurfaces. Sphere sizes for the Ce3+ and O atoms are based on their crystal radii30. All
low energy structures form at least one Ce3+−O−V chain, with the lowest energy structures (e.g., a and d) forming multiple
chains. These chains are highlighted by the dashed lines.

FIG. 2. (Color online.) Plots of trends in the vacancy formation energy for (a) the average O layer in which a vacancy (V) is
located, (b) the average coordination number (CN) of the Ce ions that are first neighbors to vacancies, and (c) the intervacancy
separation distance. The intervacancy separation for a single vacancy in a 3x3 supercell is 12 Å. Data points for single (double)
vacancies in 3x3 supercells are in black (green). Data points for double vacancies in 4x4 supercells are in magenta.

cancy and displace or reduce the coordination number of
neighboring Ce ions. A third layer vacancy pushes the
neighboring surface Ce ion upward, out of its plane, by
0.35 Å, decreasing the coordination number of it and its
six second neighbor surface Ce ions. First layer vacancies
induce a more moderate amount of lattice reconstruction,
reducing the coordination numbers of three first neighbor

surface Ce ions and three second neighbor subsurface Ce
ions. Second layer vacancies result in only minor lattice
reconstruction with no more than three surface Ce ions
having reduced coordination numbers. Further, placing
the two Ce3+ ions in second neighbor positions to the
subsurface vacancy (e.g. as in Fig. 1a) beneficially re-
duces their coordination number and ionic size (Table S1,
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Supplementary Material34), with a corresponding energy
decrease.

Double vacancies exist preferentially when both are in
the second layer (4x4 supercell) or when one is in each
of the first and second layers (3x3 supercell), giving an
average O layer of 1.5 (Fig. 2a). The preference for the
mixed first and second O layer configuration in 3x3 su-
percells is due to the preference for the second O layer
being offset by the penalty arising from having to put
two defects in close proximity to each other (via the pe-
riodic boundary). This penalty does not arise in the 4x4
supercell, and there is about a 0.25 eV decrease in the
vacancy formation energy.

In the case of double vacancies, vacancy formation en-
ergies are minimized (Fig. 2b) when the average coordi-
nation number of neighboring Ce ions is around 6.25 (the
same as for the single vacancy case). Vacancy formation
energies in 4x4 supercells are similar to the vacancy for-
mation energies for a single vacancy in 3x3 supercells.
Preferred vacancy locations (O layer and average Ce co-
ordination number) are also similar, which is not surpris-
ing given the similar vacancy concentrations in the top
three oxygen layers for 3x3 and 4x4 supercells (1/27 and
2/48, respectively). However, in the case of two vacan-
cies in 3x3 supercells (vacancy concentration of 2/27),
the average Ce neighbor coordination number no longer
clearly indicates the preferred O layers. Instead, the en-
ergy depends more strongly on the vacancy separation
distance, with low energy structures requiring at least
second neighbor separation (around 4 Å, Fig. 2c). Av-
erage vacancy separations of around 5 Å result in the
formation of high energy linear V–Ce–V structures (more
details are in the Supplementary Material34). Fourth and
fifth neighbors in 3x3 supercells are marginally lower in
energy than vacancies located at second neighbors to each
other. Increasing the supercell size permits increased
separation distances between two in-cell vacancies (maxi-
mum of around 8 Å) and a further decrease in the vacancy
formation energy. Increasing the separation distance to
12 Å (single vacancy separation via periodic boundary
conditions in a 3x3 supercell) yields an average vacancy
formation energy nearly identical to the average energy
of two vacancies separated by 8 Å. The preference for va-
cancies to maximize their separation suggests that single
vacancy supercells may be adequate for modeling cat-
alytic and electrochemical processes on moderately re-
duced surfaces.

As previously noted, the locations of the Ce3+ ions
play a key role in the vacancy formation energy. Upon
reduction, Ce ions grow in size, and this in turn, im-
pacts the favorable locations for the Ce3+ ions. In tests
with single vacancies (Fig. 3a), we find that Ce3+ ions
strongly prefer the first Ce layer. The preference of Ce3+

ions for the surface correlates extremely well with the
average Ce3+ coordination number (Fig. 3b), with lower
energies being associated with smaller coordination num-
bers (and hence smaller ionic radii30, Table S134). The
smaller ionic radius associated with the surface cations

FIG. 3. (Color online.) Plots of trends in the vacancy for-
mation energy for (a) the average Ce layer in which the Ce3+

ions are located and (b) the average coordination number of
the Ce3+ ions. Data points for single (double) vacancies in
3x3 supercells are in black (green). Data points for double
vacancies in 4x4 supercells are in magenta.

makes it easier for them to fit into the surrounding lat-
tice. We expect that a similar trend applies to double
vacancies as well, so we restricted our double vacancy
calculations to configurations where the Ce3+ ions were
in the surface layer.

Ce coordination numbers and oxidation states are re-
sponsible for Ce3+ ions preferentially occupying second
neighbor positions to the vacancy. Part of this pref-
erence is that the second neighbor Ce positions are 6-
coordinated, with an accompanying decrease in size of
the occupying Ce ion. The coordination number alone,
however, is insufficient to explain the preference as the
first neighbor Ce sites have the same coordination num-
ber (six) as the second neighbor Ce sites. The second
factor is that when the first neighbor O ions move to-
wards the vacancy, they simultaneously push the first
neighbor Ce ions away from the vacancy, compressing a
Ce–O bond in the process. This displacement and bond
compression is more easily accepted by the smaller 6-
coordinated Ce4+ ions (1.0 Å radius) than by the larger
6-coordinated Ce3+ ions (1.15 Å radius). This 0.25 eV
compression is avoided by placing the Ce3+ ions in the
more spacious second neighbor positions.

Interestingly, some of these effects are also observed
in doped ceria materials. The size and oxidation state
of the cation dopant can affect both the vacancy for-
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mation energy as well as the preferred location of the
dopant. Smaller non-reducible isovalent ions (e.g., Zr4+)
or aliovalent ions (e.g., La3+) lower the vacancy forma-
tion energy via primarily geometric and electronic means,
respectively.35 Cation radius has also been found to con-
trol the preferred location of the dopant relative to the
vacancy. Dopants with radii larger than that of Gd (e.g.,
Ce3+) prefer the second neighbor position, and those
with smaller radii prefer the first neighbor position.36

C. O Diffusion Pathways

Finally, Ce oxidation states and vacancy concentration
together influence the barrier to O diffusion within the
lattice. We consider four possible diffusion pathways, as
depicted in Fig. 4. Each of the pathways involves at
least one of the stable structures in Fig. 1. In an at-
tempt to decouple O diffusion and electron transfer via
polaron hopping, all pathways involve the diffusion of a
subsurface vacancy to the surface in the presence of fixed
Ce3+ ion locations. In the first path (Fig. 4a), the Ce3+

ions are second neighbors to the initial subsurface va-
cancy. In the second path (Fig. 4b), the initial vacancy
has one second neighbor Ce3+ ion and one first neighbor
Ce3+ ion. The third path (Fig. 4c), is similar to the sec-
ond, except that a second subsurface vacancy is present
in the supercell. Finally, the fourth path is similar to the
third path, but the supercell is larger, and the Ce3+ ions
for the second vacancy are placed at the more favorable
second neighbor positions.

The energy profiles for the four pathways are presented
in Fig. 5. Vibrational frequency calculations at the high-
est energy points along the paths yield only real frequen-
cies and unconstrained geometry optimizations result in
only minor geometry relaxation, showing that they are
stationary points or intermediates rather than transi-
tion states. The potential energy surfaces are rather flat
(the minimum vibrational frequency calculations are all
smaller than 100 cm−1), making it difficult to locate the
actual transition states. Nevertheless, we believe these
stationary states are likely close to the transition states
both geometrically and energetically, and we approxi-
mate the activation energy as the difference between the
high energy stationary state and the energy of the initial
state.

In all cases, the highest energy along the path Fig. (5a)
is very similar to the final state energy, a fact highlighted
by the high degree of correlation between the approx-
imate activation energy and the reaction energy (Fig.
5b). The highest energy locations along the path are
when the O anions are located in the interstices between
two Ce cations, a finding we believe to be independent
of the Ce3+ cation locations. In the absence of electron
transfer via polaron hopping, the approximate activation
energy is nearly identical to the reaction energy, and O
diffusion in partially reduced ceria will be controlled by
thermodynamics.

The thermodynamic control of O diffusion in the ab-
sence of polaron hopping leads to an interesting pos-
sibility regarding the kinetics of vacancy equilibration.
In path (a), the O diffusion is endothermic by 0.53 eV
because one of the Ce3+ ions in the final state is 7-
coordinated (as outlined earlier, this CN results in a Ce3+

ion that is too large for the surrounding lattice). Plac-
ing an f electron next to the vacancy (Fig. 4b) results
in a slightly less stable initial state (by 0.07 eV) but a
much more stable final state (0.23 eV reaction energy) be-
cause both Ce3+ ions always remain 6-coordinated, and
the Ce3+ ion radii do not change during the O diffusion
process (a similar effect also occurs with paths (c) and
(d) where two vacancies are present). It has been esti-
mated with DFT that the barrier to convert the initial
structure in Fig. 4a to the initial structure in Fig. 4b
via polaron hopping is just 0.29 eV, and other distribu-
tions of Ce3+ ions all have barriers to polaron hopping
lower than 0.5 eV.20 Experimentally determined polaron
hopping barriers are also below about 0.5 eV.37,38 Sig-
nificantly, polaron hopping is activated with low barriers
similar to or larger than the reaction energy associated
with O diffusion in the less endothermic path (b). This
leads to an interesting conclusion; the kinetics of the O
diffusion process may be controlled by the barrier to po-
larons hopping between Ce cations.

Increasing the concentration of vacancies increases the
stability of the final states (i.e., where one O vacancy is
at the surface), with an accompanying decrease in the ap-
proximated O diffusion barriers. In other words, adding
a vacancy improves the stability of O anions in intersi-
tial sites. The additional vacancy produces a lattice with
more flexibility and with O anions that are closer to the
interstitial sites. This effect is minimal for two vacancies
in a 4x4 supercell (vacancy concentration of 2/48, Fig.
5b, point d), but it is quite pronounced for two vacancies
in a 3x3 supercell (vacancy concentration of 2/27, Fig.
5b, point c). In the last case, the diffusion is nearly ther-
moneutral with an approximated barrier of only 0.05 eV.
With such low barriers, especially at moderate vacancy
concentrations, it becomes even more likely that the dis-
tribution of O vacancies is controlled by the kinetics of
polaron hopping, a process with a fairly low barrier. At
room temperature or above, polaron hopping will be fast
and equilibrated. As a result, O vacancy exchange be-
tween the surface and subsurface is likely to be rapid and
thermodynamically-controlled on the CeO2(111) surface.

IV. CONCLUSIONS

Low energy ordered structures form due to interplay
between intervacancy separation distance and Ce3+ ionic
radius. Neutral O vacancies concentrate in the subsur-
face with maximal intervacancy separation as this results
in the least disruption to the surrounding lattice. Maxi-
mized intervacancy separation implies supercells with iso-
lated vacancies can be adequate for modeling catalytic
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FIG. 4. Initial state (IS), high energy stationary state (SS), and final state (FS) images of the O diffusion pathways in the
presence of one (a and b) and two (c and d) vacancies. Panels a–c are in 3x3 supercells, and panel d is in a 4x4 supercell. Panel
labels correspond to the labeled pathways in Fig. 5a. The diffusing O is highlighted by the black-outlined circle in each image.

surfaces. The additional electrons left by the neutral O
localize on Ce ions that are second neighbors to the va-
cancies to take advantage of the decreased ionic size and
additional space that results from the first neighbor O
ions moving towards the vacancy. We find that O diffuses
from the surface to the subsurface by passing through
interstitial sites with energies that are nearly identical
to the energy of the final states. The reaction thermo-
dynamics are directly related to the positions of the f
electrons relative to the vacancy. When both Ce3+ ions
always have a coordination number of six, the reaction
energy is minimized. The interstitial O energy is reduced
by the presence of a second O vacancy in the lattice. The
estimated O diffusion barriers are similar to or smaller
than estimated barriers for polaron hopping, suggesting
that electron transport may control both the thermo-

dynamics and kinetics of O anion diffusion through the
lattice.
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FIG. 5. (a) Energy profiles (relative to lowest energy con-
figuration for a given supercell size) of O diffusion from the
surface to the subsurface corresponding to the structures in
Fig. 4. (b) Summary of approximate activation and reaction
energies for the O diffusion pathways.
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