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We report direct lattice level measurements of plastic relaxation kinetics through time-resolved,
in-situ Laue diffraction of shock-compressed single-crystal [001] Ta at pressures of 27-210 GPa. For
a 50 GPa shock, a range of shear strains is observed extending up to the uniaxial limit for early
data points (<0.6 ns) and the average shear strain relaxes to a near steady state over ∼1 ns. For 80
and 125 GPa shocks, the measured shear strains are fully relaxed already at 200 ps, consistent with
rapid relaxation associated with the predicted threshold for homogeneous nucleation of dislocations
occurring at shock pressure ∼65 GPa. The relaxation rate and shear stresses are used to estimate
the dislocation density and these quantities are compared to the results of other high pressure work,
flow stress models, and molecular dynamics simulations.

PACS numbers: 62.20.F-, 61.05.cp, 62.50.Ef, 62.50.-p

I. INTRODUCTION

Shocks are ubiquitous in nature, yet when shock waves
propagate into solids, a full understanding of the response
of the solid is still lacking. Shock waves have tradition-
ally been studied by velocimetry techniques, measuring
the speed and amplitude of the elastic and plastic waves.
Such techniques, however, do not probe the elastic to
plastic transition at the lattice level, and provide little
understanding of the underlying lattice relaxation kinet-
ics. In many cases, the flow stress (the sample resistance
to plastic deformation) associated with a shock wave has
been viewed as equivalent to the Hugoniot (shock wave)
elastic limit, even though the flow stress may change over
time after exceeding the elastic limit1. This view is re-
flected in a wide variety of engineering models that treat
the flow stress as a static quantity, the “strength,” no-
tionally equivalent to the yield strength that is famil-
iar from quasi-static loading tests. In these models the
strength is a function of the pressure, temperature, plas-
tic strain or strain rate, with no direct tie to the lat-
tice defects, such as dislocations, that actually create the
plastic flow.

In-situ time resolved diffraction provides a direct obser-
vation of the lattice level response where these defects re-
sponsible for plastic deformation reside and evolve. X-ray
diffraction has proven to be an effective tool for studying
crystal structure but has been challenging to implement
for shock kinetics due to signal-to-noise and temporal-
resolution issues in ultra-short time experiments. Re-
cently, advanced synchrotron sources have been used to
overcome these issues, but are limited to polycrystalline
samples and in the range of available loading pressures2.
The technique we report here combines time-resolved
Laue diffraction with laser-driven shock loading over a
wide range of pressure, allowing us to observe plastic re-

laxation kinetics in single-crystals directly at the lattice
level as a function of time. In doing so, we move beyond
the common practice of considering the post-shock Hugo-
niot conditions as a well-defined thermodynamic state
to considering the detailed kinetics of how that state is
reached. The plasticity then is not just rate dependent,
but time dependent. The latest flow stress models, such
as the Livermore Multiscale Strength (LMS) model3, pre-
dict the flow stress as a function of time from the evolu-
tion of the dislocation density, ρd, and dislocation veloc-
ity, vd, not just the current thermodynamic state vari-
ables (pressure, temperature, etc.). The LMS model in
particular predicts that a material under shock loading
has a flow stress that evolves with time under constant
post-shock conditions over the short time scales accessed
in the experiment. Previous dynamic diffraction experi-
ments of shocked Ta with ∼100 GPa shocks observed no
time dependence in the measured flow stress behind the
shock. These strong shocks were above the theoretical
threshold, Pthresh ∼65 GPa, for homogeneous nucleation
of dislocations4–6, where the predicted lattice relaxation
time is <10 ps, which is far below the 150 ps experimen-
tal time resolution of our technique. Here we present
dynamic Laue diffraction experiments on shocked single-
crystal Ta that span shock strengths from 27 - 210 GPa,
to measure the differences in the lattice plastic relaxation
response as the shock strength is increased from below to
above Pthresh ∼65 GPa.

II. EXPERIMENTAL TECHNIQUE

The diffraction experiments were performed at the
OMEGA laser facility using the Broadband X-Ray
Diffraction (BBXRD) diagnostic and an imploding CH
capsule as the x-ray source. The experimental setup is
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shown in Fig. 1 and has been described previously4,7,8.
A set of 29-42 beams was used to drive an implosion
in a hollow plastic capsule with 980 µm diameter and
a 9 µm thick wall to produce a bright, short (∼150
ps) burst of broadband x-rays (5-25 keV) generated by
bremsstrahlung radiation when the capsule material stag-
nates at the center7,8. A planar shock wave is created in
the Ta crystal by direct laser illumination using a single
3ω beam with a distributed phase plate to smooth the
spot profile and a 1-4 ns square pulse shape. The tar-
gets consisted of an ablator, either 10 µm thick nanocrys-
talline diamond or 350 µm thick polystyrene (CH), glued
to 4-6 µm thick single-crystal Ta, and a tamper, attached
either with glue, for microcrystalline diamond tampers,
or gluelessly, for MgO tampers8. Figure 2 shows exam-
ple traces for Velocity Interferometer System for Any Re-
flector (VISAR)9 from shots using the two types of abla-
tors. The VISAR trace, showing the Ta/tamper interface
velocity, for the diamond ablator shows a rise and fall
in velocity, corresponding to reverberations arising from
impedance differences in the diamond, tantalum, and
glue layers6. The CH ablator is essentially impedance-
matched to the glue layer, creating a flat top VISAR
trace that corresponds to a steady shock. Despite the
differences in the drive histories, comparisons of shots
taken at similar pressures and times show general agree-
ment. It should be noted that the rise time of the shock
wave (∼400 ps) is somewhat faster than the rise time of
velocity traces (∼600 ps) shown for drive (A), the CH
ablator drive, due to the long etalon delay used for those
shots.

The longitudinal stress created in the sample was de-
termined by impedance matching using both the peak
velocity as measured by VISAR and from laser-intensity
scaling10, with the two methods agreeing within 8% on
average. In previous analyses of the VISAR data from
laser-driven shocks, a correction factor of 2.7 was used for
diamond windows based on diamond anvil cell data4. Re-
cent data from high-rate ramp-compression of diamond
on the National Ignition Facility lead to a correction fac-
tor of 1.95±0.0511 (The MgO correction factor is 1.7812).
Using the new value improves the agreement between the
two stress measurements and significantly reduces the ex-
perimental uncertainty.

Figure 3 shows a Laue pattern recorded from a Ta
single-crystal shock compressed to 64 ± 7 GPa. Diffrac-
tion spots are observed simultaneously from both the un-
driven and driven lattice. For the geometry used here,
the driven spots (marked with a red �) will appear above
the ambient spots (green ◦) when under compression.
The shape of the undriven signal corresponds to ellip-
tical ∼550 x 300 µm x-ray source created during the
stagnation phase of the asymmetrical capsule implosion8.
A halo signal can be seen around some of the undriven
spots, caused by the low-intensity, ∼ 1 mm x-ray source
that arises during the early implosion stages from the
laser ablation. Shot-to-shot variations in the implosion
can vary the shape and intensity of the halo. The orien-

FIG. 1. Geometry of the experimental setup. A broadband
x-ray spectrum is created by a CH capsule implosion driven
by 29-42 beams. A separate beam is used to drive a shock
wave into the Ta crystal target package. The shock drive is
monitored on the back (non-drive) side by VISAR. Diffracted
x-rays are recorded inside the BBXRD using image plates.

tation of the ambient crystal relative to BBXRD and the
x-ray source is determined by fitting the undriven Laue
spots. The driven spots can then be fit using a single pa-
rameter, the unit cell aspect ratio α = c/a, where c and
a are the unit cell dimensions along, and transverse to,
the shock propagation direction, respectively. As shown
by the sketch in Fig. 3, the diffracting plane changes ori-
entation as the aspect ratio changes under compression,
causing a shift in the diffraction spot position. Note that,
for this setup, hydrostatic strain will not change the ori-
entation of the planes, so that no shift in the position of
the Laue spots will occur. The Laue data are sensitive
only to shear strain, with lower aspect ratios correspond-
ing to higher shear strain. A halo signal can be seen
around some of the undriven spots, caused by the low-
intensity, ∼ 1 mm x-ray source that arises during the
early implosion stages from the laser ablation. Shot-to-
shot variations in the implosion can vary the shape and
intensity of the halo. The orientation of the ambient
crystal relative to BBXRD and the x-ray source is de-
termined by fitting the undriven Laue spots. The driven
spots can then be fit using a single parameter, the unit
cell aspect ratio α = c/a, where c and a are the unit cell
dimensions along, and transverse to, the shock propaga-
tion direction, respectively. As shown by the sketch in
Fig. 3, the diffracting plane changes orientation as the
aspect ratio changes under compression, causing a shift
in the diffraction spot position. Note that, for this setup,
hydrostatic strain will not change the orientation of the
planes, so that no shift in the position of the Laue spots
will occur. The Laue data are sensitive only to shear
strain, with lower aspect ratios corresponding to higher
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FIG. 2. Example VISAR traces for (Drive A - black) 50 GPa experiments using a 350 µm CH ablator and MgO window and
(Drive B - blue) 130 GPa using a 10 µm diamond ablator. The shock and ramp character of the high pressure drive is due
to the impedance mismatch with surrounding glue layers. Each shot used two VISAR’s with the delay and velocity per fringe
(VPF) shown in the legend.8

FIG. 3. Laue data for single-crystal Ta shock compressed
along the [001] direction to 64 ± 7 GPa. Background has
been subtracted to highlight that multiple Laue spots were
recorded in both the ambient (red squares) and driven states
(green circles). The driven spots can be fit using a c/a ratio
of 0.933.

shear strain.

III. RESULTS

A time series of diffraction images was recorded by
varying the relative timing of the x-ray backlighter and
sample drives on separate shots. Figure 4 shows a series
of diffraction spots for the (211) lattice planes, the spots
seen most clearly in all patterns, and arranged in increas-
ing time relative to the arrival of the shock in the Ta.

The upper dashed lines indicate the expected position
of the driven spots under uniaxial 1D compression (no
relaxation) for each set of experiments, based on elastic
constants calculated from density functional theory4,13.
In the 50 GPa shock case (Fig. 4), the driven diffraction
spots extend up to or near this uniaxial line for times up
to 0.6 ns. At later times the spots correspond to smaller
shear strains, with the driven spots relaxing towards the
undriven spots over ∼1 ns. The variation in the results
from the two experiments performed at 0.6 ns illustrates
the rapid changes occurring in this time range. Shock
breakout from the Ta occurs at ∼0.9-1.4 ns for Pshk=50
GPa, depending on the thickness of the crystal. The
shock breakout occurs sufficiently late to give confidence
that the 0.6 ns relaxation time is related to kinetic pro-
cesses in the shock wave rather than interaction of the
wave with the back side of the tantalum.

Figure 5 illustrates the relaxation process by com-
paring lineouts through the driven and undriven spots,
presented as a function of aspect ratio, with spot cen-
troids marked with asterisks. The spot centroids move
to slightly higher shear strain as more material is com-
pressed into the shocked state over the first 0.6 ns, a time
approximately corresponding to the rise time of shock
(∼0.4 ns). The tails of these earliest driven spots extend
to the uniaxial compression line on the plot. After 0.6 ns,
the spot centroids move in the direction of smaller shear
strains over time.

Similar time series of diffraction images for pressures
of 80 and 125 GPa are shown in Fig. 4. In contrast
to the 50 GPa data, the spot positions do not change
significantly over time. The observed strains are signifi-
cantly below the uniaxial strain even for the earliest data
points, indicating the material has relaxed on a time scale
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FIG. 4. Laue (211) diffraction spots for single-crystal Ta arranged in order (left to right) of increasing time relative to the
arrival of a shock wave traveling along the [001] direction. Series are shown for shocks with pressure (mean stress) of Pshk =
50, 80, and 125 GPa ± 15%. The driven diffraction spots appear above the undriven spots and, after adjusting for orientation
differences, the distance between the spots is a function of the unit cell aspect ratio. Dotted lines indicated the positions of the
undriven spots and the expected location of driven spots when under uniaxial 1D elastic compression.

FIG. 5. Lineouts through the driven and undriven diffraction
spots, plotted versus cell aspect ratio, α = c/a, giving a time
series for a 50 GPa shock. The centroids of the driven spots
are marked with asterisks. Lineouts have been shifted along
the y-axis for clarity. The expected position for uniaxial 1D
elastic compression is marked with a dashed line, and the tails
of the earliest diffraction spots extend to this line.

faster than the resolution of the experiment (∼0.15 ns).
MD simulations using Model Generalized Pseudopoten-
tial Theory (MGPT) potential indicate that for Pshk >65
GPa dislocations can homogeneously nucleate through-
out the material, instead of multiplying from existing
dislocations5. Homogeneous nucleation rapidly creates
a large number of dislocations leading to a fast timescale
for relaxation, τ1D−3D < 10 ps. While these timescales
are too short to be observed with the current Laue tech-
nique, the observed relaxation behavior is consistent with
the predicted relaxation times. Alternatively, the fast re-
laxation times may indicate the onset of a high volume
fraction of twinning, which some MD simulations using
other interatomic potentials predict14,15.

The shear stress, calculated using the aspect ratios
measured from Fig. 4, is plotted versus time in Fig. 6
(A). Following Comley et al.4, the strains in the trans-
verse and shock directions are

εT = 1− (αηH)−1/3 (1)

εS = 1− (α2/ηH)1/3 (2)

σ̄ = 2C′(P, T )(εS − εT ) (3)

where pressure measured from the combination of abla-
tion scaling and VISAR is used to calculate the com-
pression ηH on the Hugoniot. The effective shear mod-
ulus is C′ = 78 ± 8 GPa at Pshk = 50 ± 6 GPa for
T (Pshk) = 630± 50K on the Hugoniot. Since the shear
strain is time dependent, a range of strains and stresses
is present in the driven state. To provide an estimate of
the total range of stresses, we use a 3σ range of strains
from Gaussian fits to the spot profiles (grey boxes), while
the error bars correspond to the average shear stress us-
ing the spot centers. The large 3σ range in the early
data reflects a summation of x-ray signal from material in
the shock front, uniaxial compressed, and relaxed states.
Later in time the 3σ range narrows as the shock moves
farther into the sample, since only a small fraction of
driven material is in the shock front or uniaxial compres-
sion state. The predicted shear stress, calculated using
the hydrocode ARES16 and the LMS model3, is plot-
ted for a depth of 3 µm into the Ta. A Taylor factor
of M=2.45 was used to represent the [001] single-crystal
loading, and the Orowan parameter η is set to 2, consis-
tent with the expected contribution of edge dislocations
and with a separate series of Raleigh-Taylor instability
experiments17,18. Curves are shown for initial dislocation
densities of 107 cm−2 (double line) and 109 cm−2 (sin-
gle line), a likely range for high-quality single-crystals.
An exact match is not expected since the hydrocode pre-
diction follows a single point in the Ta, whereas the ex-
perimental measurement is volumetric through the 5 µm
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FIG. 6. (A) Von Mises shear stress versus time, calculated
from dynamic Laue patterns for a series of 50 GPa shocked
[001] Ta experiments, in comparison to the predicted shear
stress from the LMS model3 at initial dislocation densities
of 107 (double line) and 109 cm−2 (single line). Error bars
indicate average shear stress while total stress ranges (grey
boxes) are estimated using 3σ Gaussian fits to spot profiles.
(B) The dislocation density predicted by the LMS model. (C)
Dislocation velocity (left axis) and plastic strain rate (right
axis) for the LMS model with 107 cm−2 initial dislocation
density.

sample. In addition, the hydrocode simulation was done
with the simplifying assumption of a pure shock from a
flyer plate collision, whereas the laser-driven experiment
may experience some x-ray preheat that is not captured
by simulation. The model predicts a high initial shear
stress near the uniaxial 1D compressive stress that re-
laxes asymptotically to a nearly steady flow stress over
∼1 ns, approximately consistent with the experimental

data.
The relaxation behavior seen in Fig. 7 (A) can be un-

derstood using Orowan’s law.

ε̇p =
ρdbvdη

M
(4)

where ε̇p is the plastic strain rate and b is the Burgers
vector. The dislocation density from the LMS model is
plotted in Fig. 6 (B) with initial values of ρd0 = 107 cm−2

(double line) and ρd0 = 109 cm−2 (single line), while the
dislocation velocity (dotted line) and plastic strain rate
(double line) are shown in Fig. 7 (C) for ρd0 = 107 cm−2.
The dislocation density is initially low, leading to low
initial plastic strain rate so that the material response is
nearly elastic (uniaxial compression). The shear stress
is initially high as dislocations multiply and the disloca-
tion density increases in an “incubation period” over the
first ∼0.5 ns. At this point the large density of disloca-
tions creates a high plastic strain rate, rapidly relieving
the high shear stress over the 0.5 - 1.0 ns interval in
the “relaxation phase”, after which the lattice reaches
a near steady relaxed state5. Notably, the dislocation
density remains high after the relaxation phase, result-
ing in a residual shear stress via the Taylor hardening
(work hardening). In the LMS model, the high residual
dislocation density results from lower plastic strain rate
in the relaxed state. As the shear stress is relaxed, the
dislocation velocity falls and this slows down the strain
rate and rate of dislocation annihilation.
Figure 7 (A) shows the shear stress measurements from

all Laue shots, plotted versus shock pressure. Here,
Pshk has shifted ∼ 30% higher relative to the previous
reports4,6 due to the improved VISAR correction factor
discussed above. The large error bars at high pressure
are dominated by uncertainty in the shear modulus due
to a lack of high-pressure diamond anvil cell data above
pressures of 100 GPa with which to compare the cal-
culated elastic constants13. The data are divided into
three categories based on the x-ray probe timing, 0.0-0.3
ns, 0.3-0.7 ns, and > 0.7 ns. For the 7 shots done at
Pshk ∼ 50 GPa, the shear stress increases somewhat ini-
tially as the shock enters the material, and then falls as
lattice relaxation occurs. Figure 7 suggests a transition
in relaxation mechanism near Pshk=60-80 GPa. At pres-
sures below this transition, the data show a wide range
of shear stress due to the time dependent relaxation and
the different times at which the data were taken. Above
this transition, the data are time-independent over the
timescale of the experiment.

IV. DISCUSSION

A. Other High-Pressure Strength Measurements

Diamond anvil cell experiments on tantalum indicate
the yield strength generally increases with pressure, with
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FIG. 7. (A) Shear stress versus shock pressure following the
method of Comley et al.4,6. The data are color coded ac-
cording to the x-ray probe timing, green (0.0-0.3 ns), yel-
low (0.3-0.7 ns), and red (>0.7 ns). A transition between
time-dependent (Pshk < 0.7 Mbar) and time-independent
(Pshk > 0.8 Mbar) response is indicated. Two adaptations
of the LMS model are shown representing the range of post-
shock strain rates, from zero (orange curve) up to the strain
rate in the shock front (blue curve) as estimated by the
Swegle-Grady relationship. (B) Comparison of experimen-
tal dislocation density inferred from the relaxation time with
ex-situ experimental studies and the LMS model. Above a
shock strength of 65 GPa, data points indicate upper bounds
estimated by equating Laue flow stress measurements to the
Taylor hardening stress. Also shown is the LMS model satu-
ration dislocation density for the Swegle-Grady strain rate.

single crystal samples reaching a yield strength of 4-
5 GPa when under hydrostatic pressure of 100 GPa19.
Softening behavior has been observed in polycrystalline
samples in the 50-100 GPa pressure range20,21. Dur-
ing uniaxial loading, Jing et al21 reported that the yield
strength decreased ∼10% as the pressure was increased
from 50 to 70 GPa and then increased to 7 GPa under a
pressure of 100 GPa. The authors attribute this soften-
ing behavior to a measured dip in the averagemicroscopic
deviatoric strain occuring in the same pressure range, but
comment no further on the mechanism. It may be tempt-
ing to draw parallels between this softening behavior and
the transition to fast relaxation found to occur at simi-
lar pressures in this work; however, the wide differences
between the samples and strain rate make comparisons
difficult.

The shear stresses measured in this work may be more
appropriately compared to other high-strain-rate tech-
niques, although most of the work for shock loading is

limited to the weak shock regime. Our measurements are
several times higher than the 0.7-1.2 GPa shear stresses
reported by Reed et al.1 from wave-profile analysis of
gas-gun driven shock compression of Ta to 25 GPa; how-
ever, the microsecond timescale of the gas-gun experi-
ments means the material will have longer to relax and
will have a much lower strain rate. Other gas-gun stud-
ies have reported higher shear stress for similar shock
pressures. Glam et al.22 report a Hugoniot elastic limit
(HEL) of 3 GPa for Ta under 34 GPa of shock pressure.
Lateral stress gauge measurements of shear strength by
Gray et al.23 extend up to shock stress of 12 GPa and re-
port shear strengths of up to 3 GPa, in line with the high
shear strengths reported here, albeit for lower pressures.
Other strength measurements in the 100-250 GPa pres-

sure range have been performed using ramp loading, so
that, again, there is a difference in strain rate com-
pared to this work. Flow stress measurements of Ta
ramp loaded to 1-2.5 Mbar have been performed through
Rayleigh-Taylor instability measurements18 and wave-
profile analysis24. Both studies report flow stresses of ∼
4-6 GPa when ramp compressed to 1 Mbar, and Brown
et al. observe the flow stress increases to 8-12 GPa
for pressures of 2.2 Mbar24. The flow stresses reported
here, 3-4 times higher, are likely due to the higher strain
rates associated with shock compression (105 s−1 vs. 108

s−1). In addition, the polycrystalline samples used in the
ramp-compression studies may have additional deforma-
tion mechanisms available to relieve shear stress that are
not active in these single-crystal experiments.

B. Strength Model

Two adaptations of the LMS model for strong shocks
are shown in Fig. 7 (orange and blue curves). The plastic
strain rate is used in the LMS model to set the disloca-
tion density and dislocation velocity. We assume that
the strain rate at the shock front will determine the dis-
location density while the strain rate behind the shock
front will set the dislocation velocity6. This view holds
that strong shocks will generate dislocations in the shock
front at the saturation level through homogeneous nucle-
ation. The saturation dislocation density is determined
from the plastic strain rate in the shock front, which is
estimated using the Swegle-Grady relationship4,25. The
dislocations nucleated in the shock front are expected to
persist in the material over the timescale of the experi-
ment, similar to the behavior shown in Fig. 6 (B). For
strong shocks, the shock front thickness is small and the
bulk of the diffracting volume resides behind the shock
front, implying that the flow stress observed in the Laue
experiments will be related to the dislocation velocity be-
hind the shock front. Hunter and Preston26 asserted that
the plastic strain rate will be zero behind the shock front
for the purposes of model calculations. Simulations of the
strain rate behind the shock front estimate that the strain
rate can fall by a factor ∼10 compared to the shock front,
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but not necessarily to zero6. There is considerable un-
certainty to the post-shock strain rate, and subsequently,
we present the model estimates using the two extremes,
assuming the plastic strain rate falls to zero behind the
shock front or that the plastic strain rate stays equal to
the shock front. The blue curve assumes the dislocation
velocity based on Swegle-Grady strain rate4,6, while the
orange curve sets the dislocation velocity to zero, such
that only the Taylor hardening contributes to the flow
stress. The data above 100 GPa fall between these two
bounding curves, consistent with strain rate greater than
zero but lower than the shock front.
The dislocation density behind the shock front pre-

dicted by the LMS model is plotted in Fig. 7 (B) for
shock strengths up to 65 GPa. Simple estimates using
Orowan’s law illustrate how the plastic strain rate ob-
served in the Laue data can be used to infer the mobile
dislocation density.

ρd =
ε̇pM

bvdη
(5)

The plastic strain and subsequent strain rate can be
found from the difference between the observed shear
strain and the shear strain under uniaxial compression.
For the data shown in Fig. 5, applying Eqs. (1) and (2)
to the data gives a decrease in elastic strain of 0.05-0.07
over 0.2-0.6 ns, implying an average plastic strain rate
of 0.8 − 4 × 108 s−1 during the relaxation phase. While
both ρd and vd are unknown, there is less uncertainty
in vd. vd is widely assumed to be less than the shear
wave speed (∼2-2.5 km/s for Ta13), and MD simulations
have predicted dislocation velocities of ∼700 m/s for 108

strain rates27. This is in general agreement with the LMS
model, which predicts the dislocation velocity will fall
from a peak of 600 m/s to near zero over the course of
the relaxation phase, giving an average dislocation veloc-
ity vd = 300 m/s. For an average dislocation velocity of
300 m/s and b = 2.86 Å, this implies a dislocation den-
sity of 1− 6× 1011 cm−2. This range is plotted in Fig. 7,
and agrees well with the LMS predicted dislocation den-
sity, 4.7× 1011 cm−2, at 50 GPa. Lu et al.28 and Hsiung
et al.29 both recovered single-crystal tantalum samples
shock loaded to 45 GPa and observed dislocation densi-
ties of 1×1011 cm−2, although ex-situ measurements are
expected to be lower than in-situ due to post-shock an-
nealing. Figure 7 shows our experimentally inferred dis-
location density, the LMS simulated dislocation density,
and the ex-situ studies. Our simple calculation shows
how the relaxation time implies a dislocation density on
the order of magnitude seen both in recovered samples
and the LMS model predictions.
Since we do not yet have the time resolution to mea-

sure relaxation times above 65 GPa, we estimate experi-
mental upper bounds for dislocation density by equating
the Taylor hardening stress to flow stress found from the
Laue data.

σ̄ = GMbβ
√
ρd (6)

This method estimates an upper bound since it assumes
the dislocation velocity is zero. We also show the results
in Fig. 7 for approximating the dislocation density as the
saturation density from the LMS model, assuming the
Swegle-Grady strain rate for the shock front. Either way,
these results suggest a large (1-2 orders of magnitude)
increase in dislocation density as the shock strength is
increased above Pthresh ∼65 GPa.
The large dislocation densities inferred from these ex-

periments may be relevant to studies of the high pressure
melting behavior of tantalum, where controversy over the
apparent low melt temperatures observed in laser-heated
diamond anvil cell experiments stand in contrast to melt-
ing found in shock wave experiments30,31. Wu et al.32

suggested that one-dimensional plastic flow can create
a partially disordered structure which appears BCC in
most directions but glassy in the {110} planes. The re-
lationship between plasticity and melting has been pre-
viously included in melt models; Burakovsky et al.33 as-
serted that the dislocation density at melt could be esti-
mated by

ρd =
0.6± 0.2

b2
(7)

which corresponds to ρd ∼ 7 × 1014 cm−2 for tantalum.
While the dislocation densities inferred in this work for
pressure above 65 GPa are significantly below the ex-
pected density at melt (∼ 20 times smaller), it is possi-
ble they are consistent with a partially disorder structure,
although Wu et al. do no estimate an equivalent disloca-
tion density. Alternatively, Dewaele et al.34 measured a
higher melting curve that is consistent with shock exper-
iments and attribute the previous, anomalously-low melt
curve to either reactions between the Ta and the pressure
medium or melting of the pressure medium.

C. Molecular Dynamics Simulations

MD simulations of single-crystal Ta shock compressed
along the [001] direction provide widely varying responses
depending on the inter-atomic potential used. Recent
MD simulations of shock compressed tantalum using the
Ravelo potential indicate dislocation densities can reach
2 − 6 × 1013 cm−2 for shock strengths of 20-60 GPa14.
A similar result was obtained for simulations of copper
shock compressed in the homogeneous nucleation regime,
where Bringa et al.35 obtained dislocation densities of 3−
8×1013 cm−2 These dislocation densities are remarkably
in line with the values shown in Fig. 7 when equating the
measured shear stress to the Taylor hardening.
MD simulations using the extended Finnis-Sinclair

(EFS) potential have indicated single-crystal Ta shock
compressed along [001] direction can reach twin volume
fractions of over 95%15. Twinning, while not incorpo-
rated into our analysis, cannot be completely ruled out
by the current experiments. While the ∼1 ns relaxation
time observed for the 50 GPa is inconsistent with the
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FIG. 8. Projection of Laue spots for the four variants of the
112 < 111 > twinning mode onto Laue data for [001] single-
crystal Ta shock compressed to 64 GPa. Spots corresponding
to the four variants are marked with blue symbols (⋄, △, +,
and ×), while the ambient spots are marked with a red square
and untwinned but uniaxially compressed spots are marked
with a green circle. The twinned pattern overlaps many, but
not all, of the untwinned spots.

short time scales, <100 ps, reported by Higginbotham
et al.15, the transition to faster relaxation times above
65 GPa could indicate the onset of twinning. The domi-
nant twinning mode (twin plane and direction) for BCC
Ta is {112} 〈111〉15. Figure 8 projects Laue spots for
the four twin variants of this mode onto the observed
Laue data. The combination of the four variants overlaps
many, although not all, of the Laue spots for the original
untwinned lattice, but no spots corresponding only to a
twin orientation were observed. For many shots, fewer
driven Laue spots were observed, thus, while the data
are not consistent with deformation by twinning only, a
mixed twinning-slip deformation mechanism cannot be
ruled out.

V. CONCLUSION

In-situ Laue diffraction was used to track the shear
strain relaxation process of Ta single-crystals shocked
along the [001] direction. For shock strengths of 50 GPa,
shear strain extends nearly to the uniaxial 1D elastic
compression maximum and then relaxes to a near steady
state over ∼1 ns. At 80 and 125 GPa, uniaxial compres-
sion and relaxation are not observed even in the earliest
data. This behavior is consistent with a transition to ho-
mogeneous nucleation of dislocations predicted by MD
using the MGPT potential, allowing rapid relaxation on
picosecond timescales. Based upon the relaxation rate
and MD simulations of the dislocation velocity, a dislo-
cation density of 1−6×1011 cm−2 is estimated for shocks
of 50 GPa. The deduced dislocation densities jump by 1-
2 orders of magnitude in crossing this predicted threshold
at Pshk ∼65 GPa. If one assumes the dislocation velocity
falls to zero behind the shock front, dislocation densities
of 4× 1013 cm−2 can be estimated by equating the mea-
sured shear stress to the Taylor hardening rule, a value
in line with dislocation densities found in MD simula-
tions of shock compressed Ta14 and Cu35. Twinning is
also a mechanism that may be operative. While there
is no evidence of twinning in the diffraction patterns, a
mixed slip-twinning deformation mechanism cannot be
ruled out by the current experiments.
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